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Notation. The symbol “:=” indicates that the statement is a definition.
The notation f l(x) means (f(x))l. The symbols “≪” or “〈−〉” mean the
same thing as “�” or “O(−)” except that the implied “constant” may
contain ε-powers of the variables involved; e.g. log x ≪ 1. If E(a) is an
expression involving a, then the expression E(a−) means limε→0E(a− ε).

1. Introduction. Let dl(n) denote the lth divisor function, that is, the
number of ordered l-tuples of positive integers whose product is equal to n.
Then we define

Dl(x; a, q) :=
∑
n≤x

n≡a mod q

dl(n) .

This can be written in the form

Dl(x; a, q) = Ml(x; a, q) +∆l(x; a, q) ,

and the divisor problem for arithmetic progressions involves estimating the
remainder term. The elementary bound ∆l(x; a, q) ≪l x

1−1/l + ql−1 is
given in [C]. Nowak [No] estimates ∆l(x; a, q) for fixed q, while Petečuk [P]
allows q to be an arbitrary power of a fixed odd prime; in both papers the
emphasis is on obtaining the smallest possible bound for the error term,
just as in the usual divisor problem. Most of the work on this problem,
however, concentrates on finding upper bounds for q for which the remainder
is smaller than the main term; see for example Smith [S], Matsumoto [Ma],
Heath-Brown [H3] and Friedlander and Iwaniec, [FI1] and [FI2]. Lavrik [L1]
gives an estimate for ∆l(x; a, q) with a parameter so that one can adjust the
contributions from x and q. In many of these papers the bound given is
worse than the elementary bound when q is small compared with x.

The main term Ml(x; a, q) can be expressed in a number of ways. It
can be written in the form xP (log x) where P (z) is a polynomial of degree
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l − 1. Using Perron’s formula, it can be expressed as a residue of a certain
meromorphic function, as in [H3], [FI1], [FI2] and [S], and there is yet an-
other interpretation given in [L1]. In the case l = 2, Kopetzky [K] gives
an expression in terms of Euler constants for arithmetic progressions and
Motohashi [Mo] gives one involving Ramanujan sums. In the case q = 1,
Lavrik [L2] writes Ml(x; a, q) in terms of the Laurent coefficients of ζ(s).

The purpose of this paper is to give an analogue of the result of [L2],
and to estimate the remainder term for q relatively small. Our results are
as follows:

Theorem 1. The main term has the form

Ml(x; a, q) =
l−1∑
n=0

cn+1(a, q)Ln(x)

where the coefficients cn(a, q) are given in (2.13), satisfy cn(a, q) ≪l q
−1,

and

Ln(x) := x
n∑

j=0

(−1)n−j logj x

j!
;

note that L′n(x) = (logn x)/n!.

Theorem 2. Let l ≥ 4 be an integer , and suppose (a, q) = 1. Then

∆l(x; a, q) ≪l x
(l−1)/(l+2) + x1/2q(l−4)/4 .

Note that the second term here is worse than the trivial bound xq−1 for
q ≥ x2/l.

Proposition 3. Suppose

∆l(x; a, q) ≪l x
ηqθ

for q ≤ xκ, provided (a, q) = 1. Then if (a, q) = k we have

∆l(x; a, q) ≪l x
ηqθk−(η+θ)

for q ≤ xκk1−κl. Furthermore, if there is no restriction on q in the case
(a, q) = 1, then there will be no restriction when (a, q) > 1.

If we apply this to the bound in Theorem 2, we obtain the bound

∆l(x; a, q) ≪l

(
x

k

)(l−1)/(l+2)

+
(
x

k

)1/2(
q

k

)(l−4)/4

;

the first term dominates the second when q ≤ x2/(l+2)kl/(l+2).
The proof of Theorem 1 is done in Sections 2, 3 and 4. In Section 2

we derive the expression for Ml(x; a, q) given in the theorem; the cn(a, q)
are expressed in terms of the Laurent coefficients of a “Hurwitz-like” zeta
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function

ζ(s; a, q) :=
∑
n≥1

n≡a mod q

1
ns

.

In Section 3 we write the Laurent coefficients of ζ(s; a, q) in a form which
we can estimate, and in Section 4 we derive the stated bounds for cn(a, q).
In Section 5 we prove Theorem 2 by imitating the argument of [T], §12.3,
obtaining a bound for ∆l(x; a, q) on condition that a and q are relatively
prime; in Section 6 we extend a technique given by Heath-Brown in the case
l = 3 ([H3], §8) for removing this condition to prove Proposition 3.

This paper consists mostly of results from my doctoral dissertation, and I
wish to acknowledge the inestimable help of my advisor, P. X. Gallagher, and
express my deepest gratitude. I must also acknowledge helpful suggestions
made by William Duke, David Witte, and an anonymous referee, all of which
contributed to this paper in its final form.

PROOF OF THEOREM 1

2. A residue computation. Smith gives the expression

(2.1) Ml(x; a, q) = Res
{
Zl(s; a, q)

xs

s
; s = 1

}
([S], Theorem 3) where

(2.2) Zl(s; a, q) :=
∑
n≥1

n≡a mod q

dl(n)
ns

.

We write this in terms of

(2.3) ζ(s; a, q) :=
∑
n≥1

n≡a mod q

1
ns

,

namely

(2.4) Zl(s; a, q) =
∑

a1...al≡a mod q

ζ(s; a1, q) . . . ζ(s; al, q) ,

and then express Ml(x; a, q) in terms of the Laurent coefficients of ζ(s; a, q).
By an argument completely analogous to the one used for the Riemann zeta
function, we obtain a Laurent expansion of the form

(2.5) ζ(s; a, q) =
1
q

1
s− 1

+
∞∑

m=0

γm(a, q)(s− 1)m ;

see the proof of Proposition 3.1.
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First we write xs/s as a power series around s = 1:

(2.6)
xs

s
=

∞∑
m=0

Lm(x)(s− 1)m ,

where

(2.7) Lm(x) := x

m∑
j=0

(−1)m−j logj x

j!
;

note that L′m(x) = (logm x)/m!.
We now compute Ml(x; a, q); the following notation will make the result

easier to state. We define the “convolution mod q” of f and g by

(2.8) f ∗q g(a) :=
∑

a1a2≡a mod q
1≤a1,a2≤q

f(a1)g(a2) .

The operation ∗q is clearly commutative and associative, and so we have

(2.9) f∗qj(a) := f ∗q . . . ∗q f︸ ︷︷ ︸
j times

(a) =
∑

a1...aj≡a mod q

f(a1) . . . f(aj) .

From (2.4) and (2.5) we have

Zl(s; a, q) =
∑

a1...al≡a mod q

(
1
q

1
s− 1

+
∞∑

m=0

γm(a1, q)(s− 1)m

)
. . .

. . .

(
1
q

1
s− 1

+
∞∑

m=0

γm(al, q)(s− 1)m

)
and multiplying out gives, in the notation of (2.8),

(2.10) Zl(s; a, q) =
1

(s− 1)l

1∗ql(a)
ql

+
l−1∑
n=1

1
(s− 1)n

l−1∑
i=n

∑
j∈D

(
l

i, j

)
1∗qi ∗q γ0

∗qj0 ∗q . . . ∗q γi−n
∗qji−n(a, q)

qi

+ holomorphic

where j = {j0, . . . , ji−n} is a vector whose components are non-negative
integers,

(2.11) D :=
{

j : i+
i−n∑
k=0

jk = l,
i−n∑
k=1

kjk = i− n
}
,
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and for i+
∑m

k=0jk = l,

(2.12)
(
l

i, j

)
:=

l!
i!j0! . . . jm!

.

Multiplying (2.6) and (2.10) we see that

Ml(x; a, q) =
l−1∑
n=0

cn+1(a, q)Ln(x) ,

where

(2.13)

cl(a, q) :=
1∗ql(a)
ql

,

cn(a, q) :=
l−1∑
i=n

∑
j∈D

(
l

i, j

)
1∗qi ∗q γ0

∗qj0 ∗q . . . ∗q γi−n
∗qji−n(a, q)

qi

for 1 ≤ n ≤ l − 1.

3. An expression for γm(a, q). In this section we derive an expression
for γm(a, q) which will allow us to estimate the coefficients cn(a, q). Let a
and q be integers with q ≥ 1 and 1 ≤ a ≤ q. Then we define

(3.1) Cm(a, q) := lim
x→∞

( ∑
n≤x

n≡a mod q

(log n)m

n
− 1
q

(log x)m+1

m+ 1

)
.

In Lemma 3.1 we show that the limit exists, indeed how rapidly it converges.
The main result of this section is the following

Proposition 3.1. Let γm(a, q) be as in (2.5). Then

γm(a, q) =
(−1)m

m!
Cm(a, q) .

We require two lemmas, the first of which is a preliminary fact about
approximating sums by integrals, cf. [T], 2.1.2. Let ψ(x) := x− [x]− 1/2.

Lemma 3.0. Let f be continuous on the interval [u, v]. Then∑
u<n≤v

n≡a mod q

f(n) =
1
q

v∫
u

f(y) dy

+
v∫

u

ψ

(
y − a

q

)
df(y) + ψ

(
u− a

q

)
f(u)− ψ

(
v − a

q

)
f(v) .
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P r o o f. Denote the sum by S. In S, let n = mq + a. Then

S =
∑

(u−a)/q<m≤(v−a)/q

f(mq + a)

=
(v−a)/q∫

(u−a)/q

f(qx+ a) dx−
(v−a)/q∫

(u−a)/q

f(qx+ a) dψ(x) .

We then substitute y = qx+ a and integrate the second term by parts.

Lemma 3.1. We have

(a) C0(a, q) =
∞∫

1−

{
ψ

(
y − a

q

)
− ψ

(
1− − a

q

) }
d

(
1
y

)
and for m ≥ 1,

(b) Cm(a, q) =
∞∫

1−

ψ

(
y − a

q

)
d

(
(log y)m

y

)
.

Further , for all m ≥ 0,

(c)
∑
n≤x

n≡a mod q

logm n

n
=

1
q

logm+1 x

m+ 1
+ Cm(a, q) +Om

(
logm x

x

)
.

P r o o f. First, let m = 0 and apply Lemma 3.0 with f(y) = 1/y to get∑
n≤x

n≡a mod q

1
n

=
1
q

x∫
1−

1
y
dy

+
x∫

1−

ψ

(
y − a

q

)
d

(
1
y

)
+ ψ

(
1− − a

q

)
− ψ

(
x− a

q

)
1
x
.

Note that
∞∫

x

ψ

(
y − a

q

)
d

(
1
y

)
� 1

x

and that
∞∫

1

d

(
1
y

)
= −1

so we can write

ψ

(
1− − a

q

)
= −

∞∫
1

ψ

(
1− − a

q

)
d

(
1
y

)
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and hence∑
n≤x

n≡a mod q

1
n

=
1
q

log x+
∞∫

1−

{
ψ

(
y − a

q

)
− ψ

(
1− − a

q

)}
d

(
1
y

)
+O

(
1
x

)
.

From the definition (3.1) of Cm(a, q) we have

C0(a, q) =
∞∫

1−

{
ψ

(
y − a

q

)
− ψ

(
1− − a

q

)}
d

(
1
y

)
and the lemma is proved.

If m ≥ 1 then Lemma 3.0 gives∑
n≤x

n≡a mod q

logm n

n
=

1
q

x∫
1−

logm y

y
dy

+
x∫

1−

ψ

(
y − a

q

)
d

(
logm y

y

)
− ψ

(
x− a

q

)
logm x

x
.

The above argument shows that

Cm(a, q) =
∞∫

1−

ψ

(
y − a

q

)
d

(
logm y

y

)
and also proves the lemma.

P r o o f o f P r o p o s i t i o n 3.1. We imitate the argument of Titch-
marsh; see [T], 2.1.16. First we note that

γm(a, q) =
1
m!
f (m)(1)

where

f(s) := ζ(s; a, q)− 1
q

1
s− 1

.

For Re s > 1 we have

ζ(m)(s; a, q) = (−1)m
∑
n≥1

n≡a mod q

logm n

ns
.

Applying Lemma 3.0 gives

ζ(m)(s; a, q) = (−1)m

{
1
q

∞∫
1

logm y

ys
dy +

∞∫
1−

ψ

(
y − a

q

)
d

(
logm y

ys

)

+ψ
(

1− − a

q

)
logm(1)

}
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for m ≥ 0. By integration by parts and induction we have
∞∫

1

logm y

ys
dy =

m!
(s− 1)m+1

and so

γm(a, q) =
(−1)m

m!

{ ∞∫
1−

ψ

(
y − a

q

)
d

(
logm y

y

)
+ ψ

(
1− − a

q

)
logm(1)

}
and we are finished by Lemma 3.1.

4. An estimate for cn(a, q). In this section we give an estimate
for γm(a, q) and for expressions of the form 1∗qi ∗q Gj(a, q) where Gj is a
convolution mod q of j factors, each of which is γm(a, q) for some m; these
occur in the expression (2.13) for cn(a, q).

Lemma 4.1. We have

Cm(a, q) =
logm a

a
+Om

(
logm+1 q

q

)
;

in particular ,
Cm(a, q) ≪ a−1 .

P r o o f. We start from Lemma 3.1(a) or (b) and write
∞∫

1−

=
a∫

1−

+
q∫

a

+
∞∫

q

.

For the last of these we note that

(4.1)
∞∫

q

∣∣∣∣d(
logm y

y

)∣∣∣∣ �m
logm q

q
.

We now use the fact that

(4.2) ψ(x) =
{
x+ 1/2 if −1 ≤ x < 0,
x− 1/2 if 0 ≤ x < 1.

Suppose m ≥ 1. Then from Lemma 3.1(b) and (4.1) and (4.2) we have

Cm(a, q) =
a∫

1

(
y − a

q
+

1
2

)
d

(
logm y

y

)
+

q∫
a

(
y − a

q
− 1

2

)
d

(
logm y

y

)

+Om

(
logm q

q

)
=

logm a

a
+

1
q

q∫
1

y d

(
logm y

y

)
+Om

(
logm q

q

)
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on expanding and collecting similar terms, and absorbing what we can in
the O-term. One then verifies by direct calculation that

q∫
1

y d

(
logm y

y

)
�m logm+1 q .

A similar argument, using Lemma 3.1(a) instead of (b), proves the lemma
when m = 0.

R e m a r k. From this and Proposition 3.1 we see that

γm(a, q) ≪m a−1 .

Lemma 4.2. Let 1(a) denote the function whose value is 1 for all a. Then

(a) 1∗q2(a) =
∑

a1a2≡a mod q

1 ≪ q

and

(b) 1 ∗q Cm(a, q) =
∑

a1a2≡a mod q

Cm(a1, q) ≪m 1 .

P r o o f. We use the fact that the equation a1a2 ≡ amod q has solutions
in a2 if and only if (a1, q)|a. Let a0 be the least solution satisfying 1 ≤ a0 ≤
q; then there are exactly (a1, q) solutions, namely

a0 + j
q

(a1, q)

for 0 ≤ j ≤ (a1, q)− 1. Hence we can write

∑
a1a2≡a mod q

1 =
q∑

a1=1
(a1,q)|a

(a1, q) =
∑
d|a,q

d

q/d∑′

c=1

1 =
∑
d|a,q

dφ
( q
d

)
≤ qd((a, q)) ≪ q

and ∑
a1a2≡a mod q

Cm(a1, q) =
∑
d|a,q

d

q/d∑′

c=1

Cm(cd, q)

≪m
(Lemma 4.1)

∑
d|a,q

d

q/d∑′

c=1

(cd)−1 � d((a, q)) log q ≪ 1 .

R e m a r k s. (I) In (b), we can replace Cm(a, q) by |Cm(a, q)|.
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(II) In the proof we use a special case of the fact that

1 ∗q f(a) =
∑

a1a2≡a mod q

f(a1) =
∑
d|a,q

d

q/d∑′

c=1

f(cd) ;

note from this that 1 ∗q f(a) depends only on (a, q).

Proposition 4.1. Let i and j be integers with i ≥ 1 and j ≥ 0, and let
Gj(a, q) be a convolution mod q of j factors, each of which is γm(−, q) for
some m. Then

1∗qi ∗q Gj(a, q) ≪i,j q
i−1 .

P r o o f. Assume j = 0. If i = 1, the statement is trivial. If we assume

1∗q(i−1)(a) ≪i q
i−2

then

1∗qi(a) =
∑

a1a2≡a mod q

1∗q(i−1)(a) ≪i q
i−2

∑
a1a2≡a mod q

1 ≪i q
i−1

by Lemma 4.2(a) and the lemma is proved.
We now estimate Gj(a, q) using Lemma 4.1:

Gj(a, q) =
∑

a1...aj≡a mod q

γm1(a1, q) . . . γmj
(aj , q)

≪
∑

a1...aj≡a mod q

1
a1 . . . aj

≪
∑

m≤qj

m≡a mod q

dj(m)
m

.

Using the fact that dj(m) ≪j 1, Lemma 3.1(c) with x = qj and Lemma 4.1
give

Gj(a, q) ≪j
1
a
,

and so

1 ∗q Gj(a, q) ≪j

∑
a1a2≡a mod q

1
a1
.

From Remark (II) at the end of Lemma 4.2 we have

1 ∗q Gj(a, q) ≪j

∑
d|a,q

d

q/d∑′

c=1

1
cd

≪ 1 .

To finish we proceed by induction as above.

Applying Proposition 4.1 to the expressions for cn(a, q) at the end of
Section 2 gives the bound stated in Theorem 1.
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5. Proof of Theorem 2. In the author’s thesis [C], Theorem 1, the
elementary bound

(5.1) ∆l(x; a, q) ≪l x
1−1/l + ql−1

was derived by mimicking the argument in [T], §12.1. In the case (a, q) = 1,
Matsumoto’s result [Ma] implies that

(5.2) ∆l(x; a, q) ≪l x
(l−1)/(l+1)

if q ≤ x2/(l+1). By imitating the argument in [T], §12.3, we prove Theorem
2, which we restate:

Theorem 2. Let l ≥ 4 be an integer , and suppose (a, q) = 1. Then

∆l(x; a, q) ≪l x
(l−1)/(l+2) + x1/2q(l−4)/4 .

This improves (5.2) for l ≥ 4 wherever that bound is non-trivial. The
proof requires the following lemma, due to P. X. Gallagher.

Local Convexity Lemma. For f analytic in the rectangle α ≤ σ ≤ β,
|t| ≤ τ we have

f(σ) �α,β A
(β−σ)/(β−α)B(σ−α)/(β−α) ,

where

A = max
|t|≤τ

|f(α+ it)| , B = max
|t|≤τ

|f(β + it)| ,

provided eτ2 ≥ C/min{A,B}; here C = maxα≤σ≤β |f(σ ± it)|.

P r o o f. Let gσ(w) = f(w)yw−σe(w−σ)2 , with y > 0 to be chosen later.
Then f(σ) = gσ(σ) and for w = u+ iv,

gσ(w) �


yα−σA for u = α, |v| ≤ τ ,
yβ−σB for u = β, |v| ≤ τ ,
max{yα−σ, yβ−σ}e−τ2

C for α ≤ σ ≤ β, |v| = τ .

By the maximum principle,

f(σ) � max{yα−σA, yβ−σB,max{yα−σ, yβ−σ}e−τ2
C} .

Taking yβ−α = A/B balances the first two items here, and under the final
proviso in the statement of the lemma the third term is smaller.

P r o o f o f T h e o r e m 2. Following the argument of [H2], §8, we have

(5.3) ∆l(x; a, q)

=
1

2πi

1/2+iT∫
1/2−iT

z(s)
xs

s
ds+O

( 1+ε±iT∫
1/2±iT

z(s)
xs

s
ds

)
+

〈
x(qT )−1 + 1

〉
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where

z(s) := Zl(s; a, q)−
dl(a)
as

− dl(b)
bs

,

b being the nearest integer to x satisfying b ≡ amod q.
Consider one of the “horizontal” integrals

H :=
1+ε+iT∫

1/2+iT

z(s)
xs

s
ds;

the argument for the other will be the same. We will apply the local convex-
ity lemma to z(s) on the translated rectangle 1/2 ≤ σ ≤ 1 + ε, |t− T | ≤ τ .
For (a, q) = 1 we have

(5.4) Zl(s; a, q) =
1

φ(q)

∑
χ mod q

χ(a)L(s, χ)l .

From Heath-Brown’s hybrid bound [H1], Corollary 2, and Linnik’s fourth
power moment bound (see [Mn], p. 74) we have

z( 1
2 + it) ≪ B(t)l−4t ,

where B(t) = (qt)1/6 + q1/4, and

z(1 + ε+ it) ≪ q−1 ,

following the analogous argument for f(s) in [H2], p. 412. If τ ≪ 1 then
L(s, χ) ≪ (qT )2 on the top and bottom of the rectangle, and so z(s) ≪

(qT )2l and the final proviso of the lemma is satisfied when τ �l

√
log qT .

Hence we have

z(σ + iT ) ≪ B(T )2(l−4)l(1−σ)T 2(1−σ)q1−2σ

and so
H ≪ x(qT )−1 + x1/2B(T )l−4 .

Now consider the “vertical” integral

V :=
1

2πi

1/2+iT∫
1/2−iT

Zl(s; a, q)
xs

s
ds .

The difference between V and the first term on the right in (5.3) is

1
2πi

1/2+iT∫
1/2−iT

(
dl(a)
as

+
dl(b)
bs

)
xs

s
ds ≪

(x
a

)1/2

.

We use (5.4) and the hybrid bound again to write, for l ≥ 4,

V ≪
x1/2

φ(q)
B(T )l−4

∑
χ mod q

T∫
−T

∣∣L (
1
2 + it, χ

)∣∣4 dt

t+ 1
≪ x1/2B(T )l−4 ;
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for the second estimate here we integrate by parts and apply Montgomery’s
fourth-power-moment bound [Mn], Theorem 10.1.

Recalling the definition of B(T ) above, note that for T ≥ q1/2, B(T ) �
(qT )1/6. Under this restriction, combining (5.3) and the bounds on H and
V we have

∆l(x; a, q) ≪l x(qT )−1 + x1/2(qT )(l−4)/6 .

Choosing T = x3/(l+2)q−1 gives

(5.5) ∆l(x; a, q) ≪l x
(l−1)/(l+2)

and the restriction on T is satisfied when q ≤ x2/(l+2). If instead we assume
T ≤ q1/2 then

∆l(x; a, q) ≪l x(qT )−1 + x1/2q(l−4)/4

in which case we take T = q1/2 and so

∆l(x; a, q) ≪l xq
−3/2 + x1/2q(l−4)/4

and we finish by noting that the second term here dominates the first term
and the bound in (5.5) precisely when q ≥ x2/(l+2).

6. Proof of Proposition 3. We use a technique given by Heath-Brown
in the case l = 3 (see [H3], §8) to remove the condition (a, q) = 1. The result
is the following

Proposition 3. Suppose

∆l(x; a, q) ≪l x
ηqθ

for q ≤ xκ, provided (a, q) = 1. Then if (a, q) = k we have

∆l(x; a, q) ≪l x
ηqθk−(η+θ)

for q ≤ xκk1−κl. Furthermore, if there is no restriction on q in the case
(a, q) = 1, then there will be no restriction when (a, q) > 1.

R e m a r k. Note that if κ ≤ 1/l the restriction on q for k > 1 is no worse
than the restriction when k = 1.

The proof requires a lemma; let

Fl(n, k) :=
∑

a1...alb=n

( l∏
i=1

µ(ai)
)
dl(bk) .

We have the following

Lemma 6.1. Let k = (a, q), and let a1 = a/k, q1 = q/k and nn ≡
1 mod q1. Then

Dl(x; a, q) =
∑

(n,q1)=1

Fl(n, k)Dl(x/nk; a1n, q1) .
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P r o o f. We require the following facts about Fl(n, k); if (n1k1, n2k2) =
1, then

Fl(n1n2, k1k2) = Fl(n1, k1)Fl(n2, k2) ,

Fl(pα, 1) =
{

1 if α = 0,
0 if α > 0,

and if α ≥ l, then
Fl(pα, pβ) = 0 .

The proof of the first of these is straightforward. Using the fact that

dl(pα) =
(
α+ l − 1
l − 1

)
,

the proofs of the second and third facts reduce to the following identities:
α∑

j=0

(−1)j

(
α− j + l − 1

l − 1

)(
l

j

)
= 0

if α > 0, and
l∑

j=0

(−1)j

(
γ − j + l − 1

l − 1

)(
l

j

)
= 0

if γ ≥ l.
Let n =

∏
p

νj

j and k =
∏
p

κj

j . Then Fl(n, k) = 0 if νj > 0 and κj = 0
or if νj ≥ l and κj > 0 for some j, i.e. unless for all j we have νj = 0
or κj > 0, and νj < l or κj = 0; these conditions imply that n|kl−1. By
a straightforward imitation of Heath-Brown’s argument for [H3], (8.4) and
(8.5), we have for (a, q) = 1,∑

(n,q)=1

Fl(n, k)Dl(x/n; an, q) =
∑
m≤x

m≡a mod q

∑
n|m

Fl(n, k)dl(m/n)

(note from the argument above that the sum on the left is finite) and∑
n|m

Fl(n, k)dl(m/n) = dl(mk) ,

and so
Dl(xk; ak, qk) =

∑
(n,q)=1

Fl(n, k)Dl(x/n; an, q)

and we finish by renaming variables.

P r o o f o f P r o p o s i t i o n 3. We now write Dl = Ml + ∆l in the
right-hand side of the statement of Lemma 6.1. Assuming that

(6.1) Ml(x; a, q) =
∑

(n,q1)=1

Fl(n, k)Ml(x/nk; a1n, q1)



Divisor problem for arithmetic progressions 49

we have

(6.2) ∆l(x; a, q) =
∑

(n,q1)=1

Fl(n, k)∆l(x/nk; a1n, q1) .

We apply the bound from the hypothesis to the right-hand side here, as-
suming that q1 ≤ (x/nk)κ for all n in the range of summation, if such
a restriction is required. Since Fl(n, k) = 0 unless n|kl−1, the strongest
restriction is q1 ≤ (x/kl)κ, and the worst bound on ∆l(x/nk; a1n, q1) is
(x/k)ηqθ

1 . Since Fl(n, k) and the number of terms in the sum in (6.2) are
〈1〉, we get the stated result by recalling that q1 = q/k.

We finish by proving (6.1). If (a, q) = 1 then the main termMl is simpler:

Ml(x; a, q) =
1

φ(q1)
Res

{
Ll(s, χ0)

xs

s
; s = 1

}
.

Heath-Brown’s argument in [H3], §8, uses this to show that the right-hand
side of (6.1) is

1
φ(q1)

Res
{ ∑

n≥1
(n,q)=k

dl(n)
ns

xs

s
; s = 1

}
.

Note that ∑
n≥1

(n,q)=k

dl(n)
ns

=
q∑

a=1
(a,q)=k

Zl(s; a, q)

so this becomes
1

φ(q1)

q∑
a=1

(a,q)=k

Ml(x; a, q) ;

this is just Ml(x; a, q) since by (2.13) and Remark (II) following Lemma 4.2,
Ml(x; a, q) depends only on k, and the number of amod q with (a, q) = k is
exactly φ(q/k).

If we apply this to Matsumoto’s bound (5.2) then we get the bound

(6.3) ∆l(x; a, q) ≪l (x/k)(l−1)/(l+1)

provided q ≤ x2/(l+1)k(1−l)/(l+1), which is satisfied for example when q ≤
x1/l.

Note from the proof that if we have a bound for ∆l(x; a, q) when (a, q) =
1 which is a sum of terms of the form given in the proposition, then the bound
when (a, q) > 1 can be written as a sum of terms of the corresponding form.
From this, if we apply Proposition 3 to the bound in Theorem 2, then we
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have

(6.4) ∆l(x; a, q) ≪l

(
x

k

)(l−1)/(l+2)

+
(
x

k

)1/2(
q

k

)(l−4)/4

;

the first term dominates the second when q ≤ x2/(l+2)kl/(l+2).
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