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1. Introduction. H. Weyl showed in [6] that if p(x) is a real-valued poly-
nomial with at least one irrational coefficient other than the constant term,
then the sequence p(n), n = 1, 2, . . . , is uniformly distributed (mod 1). Gen-
eralized polynomials form a natural family of functions which are obtained
from the polynomials by the use of the greatest integer function [·], addition
and multiplication. For example, [αx]βx2 and [αx][βx]γ are generalized poly-
nomials. It was shown in [3] that if the coefficients of a generalized polyno-
mial q(x) are sufficiently independent, then the sequence q(n), n = 1, 2, . . . ,
is uniformly distributed (mod 1). In this paper we show the following result.

Theorem 1.1. For any α1, . . . , αk ∈ R\{0}, k ≥ 3, and for any irrational
γ the sequence

q(n) = [α1n][α2n] . . . [αkn]γ, n = 1, 2, . . . ,

is uniformly distributed (mod 1).

Note that the same is not true for k = 1 and k = 2. When k = 1, the
identity

[αn]β ≡ αβn− {αn}β (mod 1)

implies that the sequence [αn]β is uniformly distributed (mod 1) if and only
if β is rationally independent of 1, 1/α [4, Theorem 5.1.8]. In the case k = 2
we have the following proposition [3, Proposition 5.3].

Proposition 1.2. The generalized polynomial [αn][βn]γ is uniformly
distributed (mod 1) if and only if one of the following conditions hold :

(i) α/β 6= √c for all c ∈ Q+ and γ is irrational.
(ii) α/β =

√
c for some c ∈ Q+ and γ is rationally independent of 1,

√
c.

This result is part of the author’s Ph.D. thesis done under the direction of Prof.
V. Bergelson at Ohio State University.

[13]
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The identity

[β
√
cn][βn]

√
c ≡ − 1

2 ({β√cn} − √c{βn})2 (mod 1)

is the reason why the sequence [β
√
cn][βn]

√
c fails to be uniformly dis-

tributed (mod 1). Note, however, that by Theorem 1.1, there cannot be any
such identities for k ≥ 3.

Our method is, as in [3], based on the following useful theorem by van
der Corput [2].

Theorem 1.3 (van der Corput’s difference theorem). Let xn, n = 1,
2, . . . , be a real-valued sequence. If there is some h0 ∈ N such that for all
integers h ≥ h0 the sequence xn+h−xn, n = 1, 2, . . . , is uniformly distributed
(mod 1), then xn is also uniformly distributed (mod 1).

If p(n) is a usual polynomial then ph(n) = p(n+h)−p(n) is a new poly-
nomial of degree deg(p)−1. Therefore, Weyl’s theorem for polynomials with
irrational leading coefficients follows easily by van der Corput’s difference
theorem and induction since the sequence αn + β is uniformly distributed
(mod 1) if and only if α is irrational. See for example [4] for the complete
proof of Weyl’s theorem. The same idea will be used to prove Theorem 1.1.
However, the proof is more complicated because of the brackets in the ex-
pressions of q(n).

The special case [αn]kγ of Theorem 1.1 is proved in [5, Cor. 3.5 and
the following Example] by the use of spectral theory. Uniform distribution
of [αn]kγ, where 1, α, αγ are rationally independent, can also be proved by
ergodic theoretical methods. This follows from a modified version of [1].

2. The van der Corput method. Denote by [r] the greatest integer
less than or equal to the real number r, and by {r} the fractional part of r,
so that r = [r] + {r}.

Definition 2.1. A real-valued sequence x(n), n = 1, 2, 3, . . . , is uni-
formly distributed (mod 1) if for any real numbers 0 ≤ a < b ≤ 1,

lim
N→∞

1
N

card({1 ≤ n ≤ N | {x(n)} ∈ [a, b)}) = b− a.

Similarly, uniform distribution (mod 1) of sequences in Rl, l > 1, is de-
fined. We will need the following theorem.

Theorem 2.1 ([4]). Let x(n) = (x1(n), . . . , xl(n)) be a sequence in Rl.
Then the following statements are equivalent :

(i) x(n) is uniformly distributed (mod 1) in Rl.
(ii)

∑l
i=1 kixi(n) is uniformly distributed (mod 1) in R for all l-tuples

(k1, . . . , kl) 6= (0, . . . , 0) of integers.
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(iii) For every Riemann integrable function f on [0, 1]l,

lim
N→∞

1
N

N−1∑
n=0

f({x(n)}) =
1∫

0

. . .
1∫

0

f(x) dx1 . . . dxl.

Definition 2.2. Define the degree of a generalized polynomial

q(n) =
l∑

i=1

ki∏

j=1

[αijn+ βij ]γi,

for which
ki∏

j=1

[αijn+ βij ] 6=
kr∏

j=1

[αrjn+ βrj ] if i 6= r,

to be

deg(q) = max{ki | 1 ≤ i ≤ l}.
This way the degree of q(n) = [α1n] . . . [αkn]γ is k. Theorem 1.1 will be

proved by induction on deg(q). By van der Corput’s difference theorem, it
suffices to prove that qh(n) = q(n+h)− q(n) is uniformly distributed (mod
1) for all but finitely many h’s. However, the degree of qh(n) is the same
as that of q(n) and not lower as in the polynomial case. Therefore we need
to find a new generalized polynomial Vhq(n) from qh(n) which has degree
deg(q)− 1 and which can be used instead of qh(n). For now, let

(1) q(n) =
l∑

i=1

( ki∏

j=1

[αijn]
)
γi.

Since

[α(n+ h)] = [αn] + [αh] + 1A(αn, αh),

where A = {(x, y) ∈ [0, 1)2 | x+ y ≥ 1} such that

1A(αn, αh) =
{

1 if {αn}+ {αh} ≥ 1,
0 if {αn}+ {αh} < 1,

we have

qh(n) =
l∑

i=1

ki∑
r=1

[αirh]
(∏

j 6=r
[αijn]

)
γi + s(n) +

∑

i

1Ci(∗)ti(n)

where s(n) and ti(n) are all of the form

k0∑

i=1

ai(h)
( li∏

j=1

[αirjn]
)
γi, li < ki − 1, ai(h) ∈ Q.



16 I. J. Håland

The components of the argument (∗) of the indicator function 1Ci , where
Ci ⊂ [0, 1)si for some si, are constants and linear polynomials whose coef-
ficients can be written as linear combinations over Q of some rationally
independent numbers 1, β1, . . . , βl. Let

Vhq(n) =
l∑

i=1

ki∑
r=1

[αirh]
(∏

j 6=r
[αijn]

)
γi.

To prove that qh(n) is uniformly distributed (mod 1) it is enough by
Theorem 2.1 to prove that

(
Vhq(n) + s(n) +

∑

i

εiti(n), β1n, . . . , βln
)

is uniformly distributed (mod 1) in Rl+1 for any εi ∈ {0, 1}, or equivalently,
that

q(bi,εi,h)(n) = Vhq(n) + s(n) +
∑

i

εiti(n) +
l∑

i=1

biβin

is uniformly distributed (mod 1) for any εi ∈ {0, 1} and any bi ∈ Q. There-
fore, q(n) is uniformly distributed (mod 1) by van der Corput’s difference
theorem if q(bi,εi,h)(n) is uniformly distributed (mod 1) for any bi, εi, h ≥ h0

for some h0 ∈ N. Note that the degree of q(bi,εi,h)(n) is deg(q) − 1. By re-
peating this process deg(q) − 2 times we obtain generalized polynomials of
degree two whose terms of degree two are all coming from Vhq(n). It follows
from [3] that if a generalized polynomial q1(n) is uniformly distributed (mod
1) and deg(q1) = 2, then q1(n) + q0(n) is also uniformly distributed (mod 1)
for any generalized polynomial q0(n) of degree one. Therefore, the following
proposition applies to these new generalized polynomials of degree two when
the identity

(2) [a]b+ [b]a = ab+ [a][b]− {a}{b}
is used.

Proposition 2.2 ([3]). Let 1, α1, . . . , αk be rationally independent. Then

q(n) =
k∑

i=1

[αin]βin+ α0n
2

is uniformly distributed (mod 1) if and only if one of the following conditions
holds:

(i) There exists i such that βi is rationally independent of 1, α1, . . . , αk.
(ii) βi = ai0 +

∑k
j=1 aijαj , aij ∈ Q, i = 1, . . . , k, and there exist i, j such

that aij 6= aji.
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(iii) βi = ai0 +
∑k
j=1 aijαj , aij ∈ Q, i = 1, . . . , k, aij = aji for all i, j

and
k∑

i=1

i−1∑

j=1

aijαiαj +
1
2

k∑

i=1

aiiα
2
i + α0 6∈ Q.

If q(n) can be shown to be uniformly distributed (mod 1) by this process
we will say that q(n) is uniformly distributed (mod 1) by the van der Corput
method.

N o t a t i o n. We will say that q1(n) ∼ q2(n) if there exist a Riemann inte-
grable periodic mod 1 function g on Rm, generalized polynomials v0(n), . . . ,
vl(n), each of the form (1) and so that deg(vi) < min{deg(q1), deg(q2)},
i = 0, . . . , k, and rationally independent numbers 1, β1, . . . , βm such that

q1(n)− q2(n) = v0(n) +
l∑

i=1

1Ci(∗)vi(n) + g(β1n, . . . , βmn) (mod 1)

where the components of the arguments (∗) are linear combinations of con-
stants and βin’s.

Note that qh(n) ∼ Vhq(n) and that we have the following lemma.

Lemma 2.3. If q1(n) ∼ q2(n) then q1(n) is uniformly distributed (mod 1)
by the van der Corput method if and only if q2(n) is uniformly distributed
(mod 1) by the van der Corput method.

Lemma 2.4 ([3]). Let λ0, λ1, . . . , λk be rationally independent and let
R ⊂ R. Then

∑k
i=0[λih]θi is rationally independent of R for all but finitely

many h if and only if there exists j, 0 ≤ j ≤ k, such that θj is rationally
independent of R.

Lemma 2.5. If λ1, . . . , λl are rationally independent and qh(n) =∑l
i=1[λih]ui(n), where each ui(n) is of the form (1) and deg(ui) = deg(qh) ≥

2, then qh(n) is uniformly distributed (mod 1) for all but finitely many h if
some ui(n) is uniformly distributed (mod 1) by the van der Corput method.

R e m a r k. This may fail if deg(qh) = 1. Indeed, let 1, λ1, λ2 and 1, α1, α2

be rationally independent, and let

qh(n) = [λ1h][α1n]β1 + [λ2h][α2n]β2

= [λ1h]α1β1n+ [λ2h]α2β2n− [λ1h]{α1n}β1 − [λ2h]{α2n}β2.

If α2 = α1β1 and α1 = α2β2, then both [α1n]β1 and [α2n]β2 are uniformly
distributed (mod 1), but

qh(n) = ([λ1h]− [λ2h]β2){α2n}+ ([λ2h]− [λ1h]β1){α1n}
is not uniformly distributed (mod 1).
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P r o o f o f L e m m a 2.5. Suppose deg(qh) = 2. Since by (2),

[α1n][α2n]γ ∼ [α1n]α2γn+ [α2n]α1γn− α1α2γn
2

we may write each ui(n) in the form
∑
j [αjn]βjn+ α0n

2. Furthermore, by
using the relations [αn]βn ∼ αβn2 − [βn]αn and [αn]αn ∼ 1

2α
2n2 we can

reduce any ui(n) which is not uniformly distributed (mod 1) to a polyno-
mial an2, a ∈ Q. Therefore we may assume that each ui(n) is uniformly
distributed (mod 1). Also, if not all the ui(n)’s are polynomials, let k ≥ 1 be
the smallest integer such that there exist rationally independent numbers
1, α1, . . . , αk with

ui(n) =
k∑

j=1

[αjn]βijn+ βi0n
2,

for some βij ∈ R. Then there exists some βij rationally independent of
1, α1, . . . , αk. Hence, by Lemma 2.4, there exists at least one j so that∑l
i=1[λih]βij is rationally independent of 1, α1, . . . , αk for all but finitely

many h. Now,

qh(n) =
l∑

i=1

[λih]
( k∑

j=1

[αjn]βijn+ βi0n
2
)

=
k∑

j=1

[αjn]
( l∑

i=1

[λih]βij
)
n+

l∑

i=1

[λih]βi0n2.

So if qh(n) is not a polynomial, it follows from Proposition 2.2 that qh(n)
is uniformly distributed (mod 1) for all but finitely many h. If qh(n) is a
polynomial, then the coefficient

∑l
i=1[λih]βi0 is irrational for all but finitely

many h by Lemma 2.4. This proves the degree two case.
We prove the general statement by induction on deg(qh). Assume it is

true if deg(qh) < d and let deg(qh) = d > 2. We have

qkh(n) = qh(n+ k)− qh(n) =
l∑

i=1

[λih]uki (n) ∼
l∑

i=1

[λih]Vkui(n)

where deg(Vkui) = deg(ui) − 1. Since at least one ui(n) is uniformly dis-
tributed (mod 1) by the van der Corput method, there is some uki (n) and
hence Vkui(n) by Lemma 2.3, which is uniformly distributed (mod 1) for
all but finitely many k. So by the induction hypothesis qkh(n) is uniformly
distributed (mod 1) for all but finitely many k and h. Hence, by van der
Corput’s difference theorem, qh(n) is uniformly distributed (mod 1) for all
but finitely many h.
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R e m a r k. When the coefficients α1, . . . , αk of a generalized polynomial
q(n) are rationally dependent, say

αk =
k−1∑

i=1

ri
si
αi, ri, si ∈ Z,

we will in the proofs assume that si = 1, i = 1, . . . , k − 1. Then the general
case, when si 6= 1, follows by writing n = md+b, 0 ≤ b < d, in the expression
for q(n), where d is the least common multiple of the si’s. See the proof of
[3, Prop. 5.2] for more details.

3. Some preliminary results

Proposition 3.1. Let λ1, λ2 be rationally independent numbers, γ an
irrational number and b0, b1, b2 ∈ Q. A generalized polynomial

Q(n) = b0[λ1n]2γ + b1[λ1n][λ2n]γ + b2[λ2n]2γ

is uniformly distributed (mod 1) unless there exist a, c, k1, k0 ∈ Q, c > 0,
and b ∈ {+1,−1} such that λ2/λ1 = a+ b

√
c, γ = k0 + k1

√
c and

b0 + b1a+ b2(a2 − c) = 0.

P r o o f. By the identity (2), we have

Q(n) ∼ 2b0[λ1n]λ1γn− b0λ2
1γn

2 + b1[λ1n]λ2γn+ b1[λ2n]λ1γn

− b1λ1λ2γn
2 + 2b2[λ2n]λ2γn− b2λ2

2γn
2

= [λ1n](2b0λ1γ + b1λ2γ)n+ [λ2n](b1λ1γ + 2b2λ2γ)n

− (b0λ2
1γ + b1λ1λ2γ + b2λ

2
2γ)n2

= [λ1n]An+ [λ2n]Bn− 1
2 (λ1A+ λ2B)n2

where

(3) A = 2b0λ1γ + b1λ2γ, B = b1λ1γ + 2b2λ2γ.

Suppose first that 1, λ1, λ2 are rationally independent. Then by Propo-
sition 2.2, Q(n) fails to be uniformly distributed (mod 1) if and only if there
exist ai ∈ Q such that A = a0 + a1λ1 + a2λ2, B = a4 + a2λ1 + a3λ2 and
1
2a1λ

2
1 + a2λ2λ1 + 1

2a3λ
2
2− 1

2 (λ1A+ λ2B) = − 1
2 (a0λ1 + a4λ2) ∈ Q, in which

case a0 = a4 = 0. So Q(n) is not uniformly distributed (mod 1) if and only if

(4) A = a1λ1 + a2λ2 and B = a2λ1 + a3λ2 for some a1, a2, a3 ∈ Q.
Now, if λ1 = d ∈ Q, then Q(n) ∼ [λ2n]Bn− 1

2 (λ2B − dA)n2. Therefore,
Q(n) is not uniformly distributed (mod 1) if and only if there exist ai ∈ Q
such that B = a2d+a3λ2 and a3λ

2
2−(λ2(a2d+a3λ2)−dA) = dA−a2dλ2 ∈ Q.

So also in this case Q(n) is not uniformly distributed (mod 1) if and only if
A and B satisfy the condition (4).
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Suppose (4) is true and that λ2 is rationally independent of 1, λ1. Then
by (3) and (4) we have

(5)
2b0λ1γ + b1λ2γ = a1λ1 + a2λ2,

b1λ1γ + 2b2λ2γ = a2λ1 + a3λ2,

which implies that both λ1γ and λ2γ are rationally dependent of λ1, λ2, say

(6) λ1γ = c1λ1 + c2λ2, λ2γ = d1λ1 + d2λ2,

where c1, c2, d1, d2 are given by (5). Note that c2 6= 0, d1 6= 0. This gives the
equation

(7) 2b0c2 + b1(d2 − c1)− 2b2d1 = 0.

It follows from (6) that

(8) c2λ
2
2 + (c1 − d2)λ1λ2 − d1λ

2
1 = 0.

So if (8) is possible, then λ2 = (a + b
√
c)λ1, where a = (d2 − c1)/2c2,

c = a2 + d1/c2 and b ∈ {+1,−1}. By dividing (7) by 2c2 we have

(9) b0 + ab1 + (a2 − c)b2 = 0.

So if λ2 is rationally independent of 1, λ1, then Q(n) fails to be uniformly
distributed (mod 1) if and only if there exist a, c ∈ Q satisfying (9) and such
that for some b ∈ {+1,−1}, we have λ2 = (a + b

√
c)λ1 and γ = k0 + k1

√
c

for some k0, k1 ∈ Q.
If λ2 is rationally dependent of 1, λ1, say λ1 = d1+d2λ2 for some d1, d2 ∈

Q \ {0}, then

Q(n) ∼ b0(d1n+ d2[λ2n])2γ + b1(d1n+ d2[λ2n])[λ2n]γ + b2[λ2n]2γ

= b0d
2
1n

2γ + (b1d1 + 2b0d1d2)[λ2n]nγ + (b2 + b1d2 + b0d
2
2)[λ2n]2γ.

By the above result, Q(n) is not uniformly distributed (mod 1) if and
only if there exist a, c, b, k0, k1 ∈ Q such that λ2 = a+ b

√
c, γ = k0 + k1

√
c

and

0 = b0d
2
1 + d1(b1 + 2b0d2)a+ (b2 + b1d2 + b0d

2
2)(a2 − c)

= b0(d2
1 + 2ad1d2 + (a2 − c)d2

2) + b1(ad1 + (a2 − c)d2) + b2(a2 − c).
So

(10) b0 + b1
ad1 + (a2 − c)d2

d2
1 + 2ad1d2 + (a2 − c)d2

2
+ b2

a2 − c
d2

1 + 2ad1d2 + (a2 − c)d2
2

= 0.

Now,

λ2

λ1
=

a+ b
√
c

d1 + d2(a+ b
√
c)

=
d1a+ (a2 − c)d2 + d1b

√
c

d2
1 + 2ad1d2 + (a2 − c)d2

2
≡ a′ + b

√
c′.
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Also,

a′2 − c′ =
(d1a+ (a2 − c)d2)2 − d2

1c

(d2
1 + 2ad1d2 + (a2 − c)d2

2)2 =
a2 − c

d2
1 + 2ad1d2 + (a2 − c)d2

2
.

Hence, equation (10) is b0 +b1a
′+b2(a′2−c′) = 0, where λ2 = (a′+b

√
c′)λ1,

γ = k′0 + k′1
√
c′.

Lemma 3.2. Let

M =




A1 B2 0 0 . . . 0
C1 A2 B3 0 . . . 0
0 C2 A3 B4 . . . 0

. . .
0 . . . 0 Ck−3 Ak−2 Bk−1

0 . . . 0 0 Ck−2 Ak−1




where Aj , Bj , Cj ∈ Q \ {0} such that CjBj+1 = dAjAj+1, d = 1
4 (1− c/a2),

c, a ∈ Q, c > 0, c 6= a2. Then det(M) 6= 0.

P r o o f. Define a sequence cj inductively by c0 = c1 = 1 and cj =
cj−1−dcj−2 for j ≥ 2. We will show that cj > 0 for all j = 1, . . . , k− 1, and
that det(M) = A1 . . . Ak−1ck−1.

Let

Mj =




Aj Bj+1 0 . . . 0
Cj Aj+1 0 . . . 0

. . .
0 . . . 0 Ak−2 Bk−1

0 . . . 0 Ck−2 Ak−1



,

j = 1, . . . , k − 1, and let Mk = (1) and Mk+1 = (0). It follows by induction
on j that

(11) det(M) = A1 . . . Aj(cj det(Mj+1)− dcj−1Aj+1 det(Mj+2))

for j = 1, . . . , k − 1. By letting j = k − 1 in (11), we have det(M) =
A1 . . . Ak−1ck−1. Since d = 1

4 (1 − c/a2) and c/a2 > 0, either d < 0 or
0 < d < 1/4. If d < 0 then cj > 0 for all j by the definition of the sequence
cj . If 0 < d < 1/4, let bj = cj/cj−1 for all j such that cj−1 6= 0. It follows
by induction on j that 1/2 < bj ≤ 1. Hence cj > 0 for all j.

Lemma 3.3. Let k be even and let b3, . . . , bk ∈ Q. Define σ1 = 1 and

σj =
∑

3≤i1<...<ij−1≤k
bi1 . . . bij−1 , j = 2, . . . , k − 1.

Then it is impossible to have

(12) σ2j = 0 and σ2j+1 > 0 for all j = 1, . . . , (k − 2)/2.
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P r o o f. Suppose (12) is true. First we show by induction on j that

(13) σk−3 ≤ −bj3
∑

4≤i1<...<ik−(j+4)≤k
bi1 . . . bik−(j+4) − b−1

3 b4 . . . bk,

j = 2, 4, . . . , k − 4, where we treat a sum over the empty set as 1. Since

σj =
∑

3≤i1<...<ij−1≤k
bi1 . . . bij−1

= b3
∑

4≤i1<...<ij−2≤k
bi1 . . . bij−2 +

∑

4≤i1<...<ij−1≤k
bi1 . . . bij−1

and σ2j = 0 and σ2j+1 > 0, we have

(14)
∑

4≤i1<...<i2j−1≤k
bi1 . . . bi2j−1 = −b3

∑

4≤i1<...<i2j−2≤k
bi1 . . . bi2j−2

and

−
∑

4≤i1<...<i2j≤k
bi1 . . . bi2j < b3

∑

4≤i1<...<i2j−1≤k
bi1 . . . bi2j−1 ,

j = 1, . . . , (k − 2)/2. Hence,

(15) −
∑

4≤i1<...<i2j≤k
bi1 . . . bi2j < −b23

∑

4≤i1<...<i2j−2≤k
bi1 . . . bi2j−2 .

By setting j = (k − 2)/2 in (14) we have
∑

4≤i1<...<ik−4≤k bi1 . . . bik−4 =

−b−1
3 b4 . . . bk, so that

σk−3 = −b23
∑

4≤i1<...<ik−6≤k
bi1 . . . bik−6 − b−1

3 b4 . . . bk,

which shows (13) for j = 2.
Suppose that (13) is true for j. Then by the induction hypothesis

and (15),

σk−3 ≤ −bj3
∑

4≤i1<...<ik−(j+4)≤k
bi1 . . . bik−(j+4) − b−1

3 b4 . . . bk

< −bj+2
3

∑

4≤i1<...<ik−(j+6)≤k
bi1 . . . bik−(j+6) − b−1

3 b4 . . . bk,

which shows (13) for j + 2. Hence (13) is proved.
Let j = k − 4. Then

σk−3 ≤ −(bk−4
3 + b−1

3 b4 . . . bk) < 0

since k − 4 is even and b3 . . . bk = σk−1 > 0. However, this contradicts
σk−3 > 0. Hence, (12) is impossible.
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4. Proof of Theorem 1.1. Let l be the dimension of the vector space
over Q spanned by α1, . . . , αk. By possibly reordering the αi’s, we may take
α1, . . . , αl as basis of this vector space so that

αi =
l∑

j=1

aijαj , aij ∈ Q, i = l + 1, . . . , k.

If l = 1, then either q(n) ∼ cγnk, c ∈ Q, which is uniformly distributed
(mod 1) since cγnk is a polynomial with irrational coefficient, or q(n) ∼
c[αn]kγ, c ∈ Q, α irrational. Since c[αn]2γ is uniformly distributed (mod 1)
by Proposition 1.2 and qh(n) ∼ ck[αn]k−1γ, it follows by induction and van
der Corput’s difference theorem that q(n) = c[αn]kγ is uniformly distributed
(mod 1).

If l = 2, then

q(n) ∼ [α1n][α2n]
k∏

i=3

(ai1[α1n] + ai2[α2n])γ =
k−1∑

i=1

ai[α1n]k−i[α2n]iγ

where

(16)

a1 =
k∏

i=3

ai1,

a2 =
k∑

i=3

(∏

j 6=i
aj1

)
ai2,

...

ak−1 =
k∏

i=3

ai2.

Note that since q(n) 6= 0 there exists i, 1 ≤ i ≤ k − 1 so that ai 6= 0.
Let a0 = ak = 0 so that we can write

q(n) ∼
k∑

i=0

ai[α1n]k−i[α2n]iγ.

By van der Corput’s difference theorem, q(n) is uniformly distributed
(mod 1) if

qh(n) ∼ [α1h]
( k∑

i=0

ai(k − i)[α1n]k−i−1[α2n]iγ
)

+ [α2h]
( k∑

i=0

aii[α1n]k−i[α2n]i−1γ
)
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is uniformly distributed (mod 1), and by Lemma 2.5, qh(n) is uniformly
distributed (mod 1) if either

v1(n) =
k−1∑

i=0

ai(k − i)[α1n]k−i−1[α2n]iγ

or

v2(n) =
k∑

i=1

aii[α1n]k−i[α2n]i−1γ

is uniformly distributed (mod 1). The same argument can be repeated for
v1(n) and v2(n). Note that v1(n) and v2(n) can be seen as the partial deriva-
tives of the polynomial function

f(x, y) =
k∑

i=0

aix
k−iyiγ

on R2, evaluated at ([α1n], [α2n]). So by using induction it follows from van
der Corput’s difference theorem and Lemma 2.5 that q(n) is uniformly dis-
tributed (mod 1) if at least one of the (k−2)th partial derivatives evaluated
at ([α1n], [α2n]),

Qj(n) =
∂k−2f

∂xk−2−j∂yj
([α1n], [α2n]), j = 0, 1, . . . , k − 2,

is uniformly distributed (mod 1). Now,

∂k−2f

∂xk−2−j∂yj
(x, y) = aj

(k − j)!
2!

j!x2γ + aj+1(k − j − 1)!(j + 1)!xyγ

+ aj+2(k − j − 2)!
(j + 2)!

2!
y2γ,

so that

Qj(n) =
(k − j)!

2!
j!aj [α1n]2γ + (k − j − 1)!(j + 1)!aj+1[α1n][α2n]γ

+ (k − j − 2)!
(j + 2)!

2!
aj+2[α2n]2γ,

j = 0, . . . , k − 2. If none of the Qj(n)’s is uniformly distributed (mod 1), by
Proposition 3.1 there exist a, c ∈ Q, c > 0, c 6= a2, such that

(17)
(k − j)!

2!
j!aj + a(k − j − 1)!(j + 1)!aj+1

+(a2 − c)(k − j − 2)!
(j + 2)!

2!
aj+2 = 0, j = 0, . . . , k − 2.

We will show that this leads to a contradiction. Now, use the fact that
a0 = ak = 0, and let a1, . . . , ak−1 be the unknowns in the system (17) of
k − 1 equations.
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If a 6= 0, the system (17) has the unique solution (0, . . . , 0) if the matrix

M =




A1 B2 0 0 . . . 0
C1 A2 B3 0 . . . 0
0 C2 A3 B4 . . . 0

. . .
0 . . . 0 Ck−3 Ak−2 Bk−1

0 . . . 0 0 Ck−2 Ak−1




is non-singular, where

Aj = (k − j)!j!a, Bj = (k − j)! j!
2!

(a2 − c), Cj =
(k − j)!

2!
j!.

Since

Bj =
a2 − c

2a
Aj and Cj =

1
2a
Aj ,

it follows that CjBj+1 = dAjAj+1, where d = 1
4 (1−c/a2). So by Lemma 3.2,

det(M) 6= 0. Therefore q(n) = 0, a contradiction.
If a = 0, then (17) gives

(18)
(k − j)!

2!
j!aj = c(k − j − 2)!

(j + 2)!
2!

aj+2, j = 0, . . . , k − 2.

Since a0 = ak = 0, we have a2j = 0 for all j. If k is odd, then we also have
a2j+1 = 0 for all j such that q(n) = 0, a contradiction.

Let k be even. If a1 = 0 then ai = 0 for all i. So we may assume that
a1 6= 0. It follows from (18) that a2j+1/a1 > 0 for all j. Recall that the ai’s
satisfy the equations (16). Let bi = ai2/ai1. Then it follows from (16) and
(18) that

a2j

a1
=

∑

3≤i1<...<i2j−1≤k
bi1 . . . bi2j−1 = 0, j = 1, . . . , (k − 2)/2

and
a2j+1

a1
=

∑

3≤i1<...<i2j≤k
bi1 . . . bi2j > 0, j = 0, . . . , (k − 2)/2,

which by Lemma 3.3 is impossible. This ends the proof for the case l = 2.
Let l > 2. We will show by induction on k that

(19) q(n) ∼
( l∏

i=1

[αin]
) k∏

i=l+1

( l∑

j=1

aij [αjn]
)
γ

is uniformly distributed (mod 1) for any l ≤ k.
If k = 3 and l = 3 then α1, α2, α3 are rationally independent and

qh(n) ∼ [α1h][α2n][α3n]γ + [α2h][α1n][α3n]γ + [α3h][α1n][α2n]γ.
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By Lemma 2.5, it is enough that some [αin][αjn]γ is uniformly distributed
(mod 1), i 6= j, i, j ∈ {1, 2, 3}. If all of them fail to be uniformly distributed
(mod 1), then by Proposition 1.2,

αi
αj

= aij
√
c and γ = k0

√
c, i, j = 1, 2, 3, aij , k0 ∈ Q \ {0}.

If this is the case then α1 = a12
√
cα2 = a13

√
cα3, which contradicts α1, α2,

α3 being rationally independent. So q(n) is uniformly distributed (mod 1) if
k = 3.

Let k > 3 and suppose q(n) is uniformly distributed (mod 1) if deg(q) <
k. By rewriting the expressions (19) for q(n), we have

q(n) ∼
k−l∑
r=0

[α1n]k−l+1−r
( l∏

i=2

[αin]
)

×
∑

l<i1<...<ir≤k

( ∏

j 6=i1,...,ir
aj1

) r∏

j=1

( l∑
s=2

aijs[αsn]
)
.

Let l1, . . . , lm, 0 ≤ m ≤ k− l, be all the indices i for which ai1 = 0. Then

q(n) ∼
k−l∑
r=m

[α1n]k−l+1−r
( l∏

i=2

[αin]
) ∑

l<i1<...<ir≤k

( ∏

j 6=i1,...,ir
aj1

)
(20)

×
r∏

j=1

( l∑
s=2

aijs[αsn]
)
,

and if

q1(n) =
( l∏

i=2

[αin]
) ∑

l<i1<...<im≤k

( ∏

j 6=i1,...,im
aj1

) m∏

j=1

( l∑
s=2

aijs[αsn]
)
,

then

q1(n) =
( l∏

i=2

[αin]
)( ∏

j 6=l1,...,lm
aj1

) m∏

j=1

( l∑
s=2

aljs[αsn]
)
,

which is a non-zero generalized polynomial of the form (
∏k1
i=1[λin])γ where

k1 = m + l − 1 ≤ k − l + l − 1 = k − 1 and l1 = l − 1. By the induction
hypothesis, q1(n) is uniformly distributed (mod 1) if m 6= 0 or m = 0 and
l > 3.

If we see q(n) as a polynomial function f on Rl evaluated at ([α1n], [α2n],
. . . , [αln]), we deduce similarly to the case l = 2 that q(n) is uniformly
distributed (mod 1) if one of the generalized polynomials

∂if

∂xi11 . . . ∂xill
([α1n], [α2n], . . . , [αln]), i1 + . . .+ il = i, i ≤ k − 1,
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is uniformly distributed (mod 1), and especially if

∂k−l+1−mf
∂xk−l+1−m

1

([α1n], [α2n], . . . , [αln])

is uniformly distributed (mod 1). From (20) we see that

∂k−l+1−mf
∂xk−l+1−m

1

([α1n], [α2n], . . . , [αln]) = (k − l + 1−m)!q1(n),

which we have shown is uniformly distributed (mod 1) if m 6= 0 or m = 0 and
l > 3. Note that if m = 0 and l = 3, then (k− 2)!q1(n) = a[α1n][α2n]γ, a ∈
Q, which may fail to be uniformly distributed (mod 1). Since there was noth-
ing special about α1, we could use α2 or α3 instead of α1. If the correspond-
ing m2 6= 0 or m3 6= 0, then q(n) is uniformly distributed (mod 1) as above.
However, if m1 = m2 = m3 = 0, then the problem is reduced to showing
that one of [α1n][α2n]γ, [α2n][α3n]γ or [α1n][α3n]γ is uniformly distributed
(mod 1), which was proved under the case k = l = 3. This completes the
proof that q(n) is uniformly distributed (mod 1).
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