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0. Introduction. We wish to construct a theta function in an explicit
way for a general quadratic form q and lattice L over a real algebraic num-
ber field. Two difficulties present themselves. The first is that if the class
number of the ring of integers is not 1, then the lattice L need not be
free. However, the underlying space is also a vector space over Q, and L is
free as a Z-module. This process of going down to Q is called the Scharlau
transfer tr(q). We follow Eichler [2] in this. The second problem is that if
the form q is not totally positive, the usual sum over the lattice will not
converge. This can be fixed by introducing the analogue of a spherical har-
monic for the theta function to insure convergence. The complex variable τ
must be split up into real and imaginary parts, so that the theta function
is not necessarily holomorphic. The inversion formula is classically proved
for Re (τ) = 0 by Poisson summation and then analytically continued; this
requires modifications in the nonholomorphic case. In this we imitate the
paper by Vignéras [7], which solves the problem over Q in a very elegant
way by studying the properties of Hermite polynomials. Vignéras notes the
resulting theta functions are the same as the ones Weil constructed; the
differential equations involved give a condition of the behavior of a cer-
tain function under the Weil representation. (In Schempp [4] a canonical
orthonormal basis of the representation space for the Schrödinger repre-
sentation of the Heisenberg group is given in terms of Hermite polynomi-
als.)

As an application we consider in Section 5 base change lifting of auto-
morphic forms to a real quadratic extension of a totally real number field,
with the point of view of making all computations as explicit as possible.

The author would like to thank Lynne Walling for many helpful con-
versations. Part of this work was done with the support of a University of
California, Santa Barbara Regents Junior Faculty Fellowship, and part was
done while a guest of the Max Planck Institut für Mathematik, Bonn.
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1. Notations. Since we are going to imitate Eichler’s proof, it makes
sense to follow his notation as closely as possible. We denote by

• K a totally real number field, [K : Q] = n. The conjugates of an
element α of K will be denoted αj , j = 1, . . . , n,
• O the ring of integers with class number h,
• V a vector space over K of even dimension 2k with typical element v,
• L a lattice of full rank 2k,
• q a quadratic form on V with coefficients in K. For notational conve-

nience we assume the form q has the same signature (s, t) at each embedding
of q into R,
• 〈v,w〉 the corresponding bilinear form such that q(v) = 〈v, v〉,
• bµ for µ = 1, . . . , 2k a basis of V over K,
• γν for ν = 1, . . . , n a basis of K over Q,
• l1, . . . , ld a basis for L as a Z-module, where d = 2kn,
• Φ = det(〈lµ, lν〉),
• τ = {τ i} an element of the upper half plane Hn. If we write τ = u+ iv

it should be understood that u and v are the corresponding vectors of real
and imaginary parts.

The transpose of a matrix A is denoted by tA, and A[x] = xA tx. We
let F be the symmetric matrix {q(bµ, bν)} so that for v =

∑
ξibi in V

corresponding to the row vector ξ in K2k we have q(v) = F [ξ].
We let G be a d × d matrix of 2k × 2k blocks, where the block in row

i and column j is the scalar matrix γji I2k, i, j = 1, . . . , n. Decomposing the
vector v =

∑
ξibi as

∑
xµνγνbµ with x = {x1

1, . . . , x
1
2k, . . . , x

n
1 , . . . , x

n
2k}

we have

tr(τq(v)) =
∑

i

τ iqi(v) = xGdiag(τ1F 1, . . . , τnFn) tG tx,

where diag( ) denotes a block diagonal matrix. We write each element l% of
the Z basis of L as l% =

∑
µν t%,µνγνbµ, let T = {t%,µν} and

Z(τ) = TG diag(τ1F 1, . . . , τnFn) tG tT.

Then for l in L corresponding to row vector l in Zd we have tr(τq(l)) =
Z(τ)[l].

By the spectral theorem we can find matrices Sj so that

F j = Sj
[
Is 0
0 −It

]
tSj .

Let
U = TG diag(S1, . . . , Sn).
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Thus U is a change of basis matrix that converts q into diagonal form: if l
in L corresponds to row vector l in Zd we have

tr(q(l)) = diag
(
. . . ,

[
Is 0
0 −It

]
, . . .

)
[lU ].

2. The transformation properties. We want a theta function of the
form

θ(τ, r) =
∑

l∈L+r

Q(l, v) exp(πi tr(τq(l)))

where r is in the dual lattice L̃ and Q, the analog of the spherical harmonic,
may need to depend on the imaginary part v of τ . Equivalently, this can be
written as

θ(τ, r) =
∑

l∈Zd+r

P (lU, v) exp(πiZ(τ)[l]),

where l corresponds to l as above, and P is the function in the “diagonal
coordinates” corresponding to Q. For such a function the equation

(2.1) θ(τ + β, r) = exp(πi tr(βq(r)))θ(τ, r)

is obvious. The function Q will have to be chosen to make the series converge
absolutely and give the required inversion formula. Even in the indefinite
case, the Poisson summation formula is the key to proving the inversion
formula. Letting

f(τ, l) = Q(l, v) exp(πi tr(τq(l)))

and ˜ denote Fourier transform, we have

θ(τ, r) =
∑

l∈L

f(τ, l + r) = Φ−1/2
∑

l∈L̃

(f(τ, l + r))∼

= Φ−1/2
∑

l∈L̃

exp(πi〈r, l〉)f̃(τ, l)

= Φ−1/2
∑

s∈L̃/L

exp(πi〈r, s〉)
∑

l∈s+L

f̃(τ, l).

We thus need to find functions Q so that the corresponding f(τ) satisfies
an equation like

(2.2) f̃(τ, l) = iknn(τ)−κf(−1/τ, l).

Then

(2.3) θ(τ, r) =
ikn√
Φ

n(τ)−κ
∑

s∈L̃/L

exp(πi tr(〈r, s〉))θ(−1/τ, s).
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From the above equations (2.1) and (2.3) Eichler derives the general trans-
formation formula in Section 4 of [2].

Specializing (2.2) to τ = i we see that f(i) is an eigenfunction of the
Fourier transform. Thus we first look at such eigenfunctions in the next
section.

3. The Hermite polynomials and parabolic cylinder functions.
For completeness we will review some classical mathematics. Omitted details
can be found in [3].

Hermite polynomials in one variable can be defined by

Hm(x) = exp(2πx2)Dm(exp(−2πx2)), D =
d

dx
.

(This is not the standard normalization.) A generating function for the
Hermite polynomials is

w(x, t) = exp(−2π(2xt+ t2)) =
∞∑
m=0

Hm(x)
m!

tm.

The identity ∂w/∂t+ 4π(x+ t)w = 0 gives the recurrence relation

Hm+1(x) + 4πxHm(x) + 4πmHm−1(x) = 0.

The identity ∂w/∂x + 4πtw = 0 and the recurrence give the differential
equation

H ′′m(x)− 4πxH ′m(x) + 4πmHm(x) = 0.

We will rewrite this equation as

(3.1)
(
x
d

dx
−m

)
Hm =

1
4π

d2

dx2Hm.

(Another linearly independent solution to the ODE can be found by applying
the “reduction of order” method to the Hermite polynomial Hm. It will have
exponential growth, and thus not useful for constructing theta functions.
Replacing m by an arbitrary parameter µ in the differential equation, we
get an ODE whose solutions are the classical Hermite functions. This is not
what Vignéras meant by Hermite function in [7].)

To see the significance of these polynomials, define differential operators
A = D − 2πx, B = D + 2πx. Then the Hermite differential operator is

AB − 2π = BA+ 2π = D2 − 4π2x2.

(In quantum mechanics this is the Schrödinger Hamiltonian for a harmonic
oscillator.) Let H0 = exp(−πx2), and Hm = AHm−1. Then

Hm(x) = exp(πx2)Dm exp(−2πx2),

Hm(x) = {a polynomial of degree m} × exp(−πx2),

Hm(x) = Hm(x) exp(−πx2).



Theta series 303

The functions Hm(x) are the classical parabolic cylinder functions, up to
some scaling factors. From the fact that D and −2πix are dual with respect
to Fourier transform we get the first eigenfunction property

(3.2) H∼m(x) = (−i)mHm(x).

The second eigenfunction property

(3.3) (D2 − 4π2x2)Hm = −4π(m+ 1/2)Hm
can be shown by induction, or proven from the connection to Hermite poly-
nomials:

Hm(x) = Hm(x) exp(πx2)

is a polynomial solution to the ODE (3.1). Use the identity

d2

dx2 (H(x) exp(−πx2)) =
(
− 4πx

dH

dx
+
d2H

dx2 − 2πH + 4π2x2H

)
exp(−πx2)

to prove (3.3).
The set {Hm} forms (after L2 normalization) a complete orthonormal

set for L2(R). Orthogonality follows from the second eigenfunction property,
since the Schrödinger Hamiltonian operator is self-adjoint. We will prove L2

completeness in the multidimensional case below.
We want to extend the function to an arbitrary number of variables and

to a quadratic form of signature (s, t). Denote

• (x1, . . . , x2k) the coordinates of x ∈ V j in a basis for which

q(x) = (x2
1 + . . .+ x2

s − x2
s+1 − . . .− x2

2k), s+ t = 2k,

• s(i) = ±1, the signature of q at the ith coordinate,
• q+(x) = (x2

1 + . . .+ x2
2k),

• m! = m1! . . .m2k!,
• h~m = hm1

1 . . . hm2k
2k , and

• ε(~m) =
∑2k
i=1 s(i)mi

where ~m = (m1, . . . ,m2k) ∈ N2k, h = (h1, . . . , h2k) ∈ R2k and N denotes the
nonnegative integers. Then the (multivariable) parabolic cylinder functions
H~m are defined by the generating function

exp(−2πq+(x+ h)) = exp(−πq+(x))
∑

~m∈N2k

H~m(x)
h~m

m!
.

This just means that H~m(x) is a product:

H~m(x) = Hm1(x1) . . .Hm2k(x2k).

Since q(x) is built into the inner product defining the Fourier transform,
there is opportunity for confusion in looking for eigenfunctions. The multi-
variable Hermite function is defined as a product, so the Fourier transform
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factors as a product of Fourier transforms in each coordinate. Recall that for
one variable the inverse Fourier transform is defined by

∫
R f(y) exp(2πixy)dy

(up to a scalar that can be built into the measure dy), i.e. f∼∼(x) = f(−x).
Thus eigenfunctions of the Fourier transform defined by the negative definite
form −x2 in one variable are the same as eigenfunctions of the classical in-
verse Fourier transform—the same eigenfunctions Hn(x) as above, but with
the inverse eigenvalue. In the product this leads to a term ε(~m):

(3.4) H∼~m = (−i)ε(~m)H~m(x).

The H~m are solutions to a second order differential equation:

(3.5) (∆− 4π2q(x))H~m(x) = −4π
(
ε(~m) +

s− t
2

)
H~m(x),

where the Laplacian ∆ =
∑
i s(i)∂

2/∂x2
i . The differential equation (3.5) can

be justified in this multidimensional case by using the fact that ∆−4π2q(x)
is a sum of operators acting on each coordinate, and H~m(x) is a product.

If one considers the function p~m(x) = H~m(x) exp(πq(x)), then (3.5) is
equivalent to

(3.6) (E − ε(~m) + t)p~m(x) = ∆p~m(x)/(4π),

where the Euler operator E =
∑
i xi∂/∂xi. As in equation (3.5), E−∆/(4π)

is a sum of operators acting on each coordinate, and p~m(x) is a product.
Note that at coordinates where q(x) is positive, pmi(xi) is a polynomial, and
we get a term mip~m(x) from our consideration of the one-dimensional case
above. But at coordinates where q(x) is negative, pmi(xi) is a polynomial
times exp(−2πx2

i ). Use the identity
(

4πx
d

dx
+

d2

dx2

)
(p(x) exp(−2πx2)) =

(
d2p

dx2 − 4πx
dp

dx
− 4πp

)
exp(−2πx2)

(where the i subscript is omitted everywhere) to see the contribution to
E−∆/(4π) at this coordinate is (−mi−1)p~m(x). Summing over i gives (3.6).

Proposition. The set {H~m} forms a complete orthogonal basis for
L2(R2k).

P r o o f. Orthogonality carries over from the one-dimensional case. For
completeness we follow the proof of the one-dimensional case done in exercise
16, p. 54 of [6]: If 〈f,H~m〉 = 0 for all ~m then

(f exp(−πq+( )))∼(x) =
∫
f(y) exp(−πq+(y)) exp(−2πi〈x, y〉) dy

=
∑

~m∈N2k

(−1)δ(~m) (2πix)~m

m!

∫
y ~m exp(−πq+(y))f(y) dy.

(Here δ(~m) =
∑
s(i)<0mi.) Now y ~m exp(−πq+(y)) is a linear combination of
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the functionsH~n(y) such that
∑
ni ≤

∑
mi. This is clear from the recursion

in the one-dimensional case and follows in general by the multiplicativity.
By the orthogonality hypothesis

(f exp(−πq+( )))∼(x) = 0,

and thus f = 0 as Fourier transform is injective in the L2 sense. (The paper
of Appell and Kampé de Fériet [1] which is cited in [7] shows only that
Hermite polynomials of degree less than n provide the best polynomial ap-
proximation in the relevant inner product. This leads to Bessel’s inequality,
but does not prove completeness.)

For τ = u+ iv in the complex upper half plane H, let

H~m(τ, x) = v(t−ε(~m))/2H~m(x
√
v) exp(πiq(x)u).

Lemma.

H∼0 (τ, x) = (−i)(t−s)/2τ (t−s)/2H0(−1/τ, x).

(Note that s+ t = 2k, so t− s ≡ 0 mod 2.)

P r o o f. It is well known that∫
R

exp(πiy2τ) exp(−2πixy) dy = (τ/i)−1/2 exp(−πix2/τ).

To generalize to several variables, let

g(τ, x) = exp(πiq(x)u− πq+(x)v)

=
∏

s(i)>0

exp(πix2
i τ)

∏

s(i)<0

exp(πix2
i (−τ)).

Then

g∼(τ, x) = (τ/i)−s/2(−τ/i)−t/2g(−1/τ, x)

= (−i)(t−s)/2τ (t−s)/2(u2 + v2)−t/2g(−1/τ, x).

By considering vt/2g(τ, x), we eliminate the (u2 + v2)−t/2 term:

vt/2g∼(τ, x) = (−i)(t−s)/2τ (t−s)/2(Im(−1/τ))t/2g(−1/τ, x).

Equivalently, the Fourier transform of the function H0(τ, x) = vt/2g(τ, x) is

H∼0 (τ, x) = (−i)(t−s)/2τ (t−s)/2H0(−1/τ, x).

We generalize this to arbitrary ~m:

Lemma. With λ = ε(~m)− t,
H∼~m(τ, x) = (−i)(t−s)/2τ−(λ+k)H~m(−1/τ, x).

P r o o f. The identity
∂

∂xi
H~m(x)− 2πxiH~m(x) = H~m+1(x)
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(where ~m+1 really means add 1 to ~m in the ith coordinate) defined the one
variable case and carries over by multiplicitivity. Now compute ∂

∂xi
H~m(τ, x)

and combine with the above identity to see that

vH~m+1(τ, x) =
∂

∂xi
H~m(τ, x)− 2πixiτH~m(τ, x).

Since (
∂

∂xi
f

)∼
= s(i)2πixif∼ and (2πixif)∼ = −s(i) ∂

∂xi
f∼,

induction gives the lemma.

4. More on the transformation properties. We can now answer the
question posed at the end of Section 2. Choose any ~mj ∈ N2k, j = 1, . . . , n.
Then the product

f(τ, x) =
∏

j

H~mj (τ
j , xj)

with x = {x1, . . . , xn} = {x1
1, . . . , x

1
2k, . . . , x

n
1 , . . . , x

n
2k} satisfies an equation

similar to (2.2):

f̃(τ, x) = (−i)n(t−s)/2n(τ)−(λ+k)f(−1/τ, x),

where n(τ)−(λ+k) is sloppy notation for
∏
j(τ

j)−(ε(~mj)−t+k). So we can build
a theta function with it and get the transformation law we want. More
generally, we get the following

Theorem 1. Suppose the functions pj satisfy the differential equation

(3.6) (E − λj)pj(x) = ∆pj(x)/(4π),

and also

(4.1) pj(xj) exp(−πq(xj)) ∈ L2(R2k)

for j = 1, . . . , n. For l ∈ L corresponding to l = (. . . , lj , . . .) ∈ Zd let

Q(l, v) =
∏

j

(vj)−λj/2pj((lU)j
√
vj),

where U is the diagonalizing operator of Section 1. Then

θ(τ, r) =
∑

l∈L+r

Q(l, v) exp(πi tr(τq(l)))

is an automorphic form of weight (. . . , λj + k, . . .). The level and character
are as in Eichler [2]. (See also Walling [8] for details on the character at
dyadic primes.)

S u m m a r y o f p r o o f. We showed that for pj to satisfy (3.6) is equiv-
alent to pj(xj) times exp(−πq(xj)) satisfying the corresponding version of
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(3.5). Given also the L2 condition (4.1), pj(xj) exp(−πq(xj)) can be written
as an (infinite) combination of the functions H~m(xj) with λj = ε(~m) + t.
Then the corresponding function

(vj)−λj/2pj(xj
√
vj) exp(πiq(xj)τ j)

will be the same linear combination of the functions H~m(τ j , xj). Taking a
product over j = 1, . . . , n we see that the function

f(τ, l) = Q(l, v) exp(πi tr(τq(l)))

satisfies (2.2):

f̃(τ, l) = (−i)n(t−s)/2n(τ)−(λ+k)f(−1/τ, l)

because it is a sum of terms
∏
j H~mj (τ j , xj) which do. Eichler has shown

the automorphic property follows once (2.1) and (2.3) are proven.

5. An application: relative quadratic base change. Let F be a
totally real quadratic extension of K with Galois automorphism σ. Let i
denote the involution

[
a
c
b
d

]→ [
d
−c
−b
a

]
, and consider the vector space

V = {x ∈M2(F ) | xi = − σx}.
So x ∈ V looks like

[
x1
x3

x4
− σx1

]
with x3, x4 ∈ K and x1 ∈ F . We take the

quadratic form of signature (2, 2) defined by

q(x) = −2 det(x) on L = V ∩M2(OF ).

The corresponding bilinear form is 〈x, y〉 = − tr(xyi). Then for z1, z2 ∈ Hn,
zj =

[−z2
−1

z1z2
z1

]j
satisfies q(zj) = 0 and 〈zj , zj〉 > 0. And

〈xj , zj〉 = (x3z1z2 − x1z1 + x2z2 − x4)j for x =
[
x1 x4

x3 x2

]
.

With respect to the standard basis of M2(R), the Laplacian associated with
q(x) is ∆ = ∂2/∂x3∂x4 − ∂2/∂x1∂x2. One can verify that for k ≥ 4,

pj(x) = qj(x)k−1〈xj , zj〉−k

satisfies ∆pj = 0 and E pj = (k − 2)pj . (Here the dimension of the vector
space is 4, and now k will be the weight of the automorphic form.)

Thus (3.6) of Theorem 1 applies with each λj = k − 2. However, since
q(x) is indefinite there is no chance that property (4.1) will hold. Instead
we consider the function

pj(x) =




qj(x)k−1

〈xj , zj〉k if qj(x) > 0,

0 if qj(x) ≤ 0.
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One can check that for k ≥ 4, all partial derivatives of order two or less of
q(x)k−1〈x, z〉−k are 0 on the conic q(x) = 0; so pj(x) also satisfies (3.6) and
(4.1) holds trivially. And pj(x) is a homogeneous function by the following

Well Known Lemma. For “nice” functions p : Rn → C, p(cx) =
cλp(x) for all real c if and only if Ep = λp.

P r o o f. First take derivatives with respect to c in p(cx) = cλp(x), then
multiply by c to get

∑

i

cxipxi(cx) = λcλp(x) = λp(cx).

This hold true for all c and x; now take c = 1. Conversely,

d

dc
p(cx) =

∑

i

xipxi(cx) =
λ

c
p(cx) by Euler,

or
d
dcp(cx)
p(cx)

=
λ

c
.

Thus log(p(cx)) = λ log(c)+κ (up to multiples of 2πi). So p(cx) = cλ exp(κ)
and c = 1 shows that exp(κ) = p(x).

Homogeneity is very powerful; it means the function Q no longer de-
pends on the imaginary part v of τ , and thus the theta function will be
holomorphic. In particular, we get

Theorem 2.

Ω(τ, z1, z2) =
∑

x∈L
q(x)�0

n(q(x)k−1〈x, z〉−k) exp(πi tr(q(x)τ))

=
∑

x∈L
q(x)�0

n
(

(x3x4 + x1
σx1)k−1

(x3z1z2 − x1z1 − σx1z2 − x4)k

)
exp(πi tr(q(x)τ))

is a holomorphic Hilbert modular form of constant weight k with level N
and character χ as in Eichler [2].

The lifting is now obtained as usual by integrating cusp forms of level
N and character χ against the kernel Ω. In particular, integrating against
the νth Poincaré series gives

n(2ν)k−1
∑

x∈L
q(x)=2ν

n(〈x, z〉−k).
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This sum converges absolutely; indeed, for any p satisfying (4.1), we have
∑

x∈L
q(x)=2ν

|p(x)| = |exp(π 2ν)|
∑

x∈L
q(x)=2ν

|p(x) exp(−πq(x))|

� |exp(π 2ν)|
∑

x∈L

|p(x) exp(−πq(x))| � ∞.

No term of the product n(〈x, z〉−k) vanishes for (z1, z2) ∈ Hn × Hn (as
x3z1z2 − x1z1 − σx1z2 − x4 = 0 implies z2 = (x1z1 + x4)/(x3z1 − σx1) but
det(x) = −2ν � 0 and z1, z2 ∈ H); thus the series defines a holomorphic
function by the absolute convergence. The lifted Poincaré series is a form of
weight k for SL(2,OF ); the arguments in [9] carry over.
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