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R. RÓŻAŃSKI (Wroc law)

ON A STRONGLY CONSISTENT ESTIMATOR
OF THE SQUARED L2-NORM OF A FUNCTION

Abstract. A kernel estimator of the squared L2-norm of the intensity
function of a Poisson random field is defined. It is proved that the esti-
mator is asymptotically unbiased and strongly consistent. The problem of
estimating the squared L2-norm of a function disturbed by a Wiener random
field is also considered.

Introduction. The theory of kernel estimation of functions has been
rapidly and successfully developed for the last three decades. Many authors
encouraged with these results tried to extend the theory to other areas of
statistics, for example, the statistics of stochastic processes. In particular,
Ramlau-Hansen (1983) investigated properties of kernel estimators of the
intensity function of a point process in the so-called multiplicative inten-
sity model. Following this paper and the results of Koronacki and Wertz
(1987) Różański (1992) obtained some results concerning recursive kernel es-
timation of the intensity function of a Poisson random field and asymptotic
sequential confidence bounds for the intensity function. The construction of
the sequential bounds is based on the assumption that there exists a strongly
consistent estimator of the squared L2-norm of the intensity function. In
the present paper we construct such an estimator using Schuster’s (1974)
idea.

1. Estimation of the squared L2-norm of the intensity function
of a Poisson random field

Definition 1.1. Let (Ω,F, P ) be a probability space. A mapping N
from Ω into the space of all non-negative, integer-valued measures defined
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with respect to a p-parameter martingale, kernel estimator, asymptotic unbiasedness,
strong consistency.
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on BRp , the σ-algebra of Borel subsets of Rp, is called a Poisson random
measure if the following conditions are satisfied:

(i) for each bounded Borel set B ∈ BRp ,

P ({ω : N(B,ω) = k}) =

( ∫
B

λ(u) du
)k

k!
exp

(
−
∫
B

λ(u) du
)
,

(ii) for every finite collection of disjoint bounded Borel sets B1, . . . , Bn

the random variables N(B1), . . . , N(Bn) are independent.

Let z = (x1, . . . , xp) ∈ Rp
+ = [0,∞) × . . . × [0,∞) and [0, z] = [0, x1] ×

. . .× [0, xp]. Then Nz = N([0, z]) is called a Poisson random field.
If Fz, z ∈ Rp

+, is the σ-algebra generated by the random variables Nu,
u ≤ z, then the random field Nz can be written in the form

Nz =
∫

[0,z]

λ(u) du + Mz,

where (Mz, Fz) is a martingale (see Cairoli and Walsh (1975) for the defini-
tion). The function λ is called the intensity function.

In Różański (1992) a recursive modification of the Ramlau-Hansen (1983)
kernel estimator of the intensity function was defined. The estimator has
the form

λ̂n(N1,z, . . . , Nn,z, z) = λ̂(z) =
1
n

n∑
k=1

1
bp
k

∫
I

K

(
z − u

bk

)
Nk(du)

where N1,z, . . . , Nn,z are independent copies of the Poisson field Nz observed
on the unit cube I = [0, 1]× . . .× [0, 1] and K is a kernel function, that is, a
probability density function. We also assume that K has support contained
in Q = [−1, 1]× . . .× [−1, 1] and that bn = n−β , where βp < 1.

Strong consistency, asymptotic unbiasedness and asymptotic normality
of this estimator have been proved. Moreover, asymptotic sequential con-
fidence bounds for the intensity function based on the integrated squared
error have also been studied. The appropriate stopping times have been
constructed with a strong consistent estimator δn of

∫
I
λ2(u) du.

We will define such an estimator following Schuster’s (1974) ideas and
we will prove that it is asymptotically unbiased and strongly consistent.

Theorem 1.1. If λ is a continuous function on the unit cube I and
N1,z, . . . , Nn,z are independent copies of the Poisson random field Nz ob-
served on I then the estimator

δn =
1

n− 1

n∑
j=2

1
j − 1

j−1∑
k=1

1
bp
k

∫
I

∫
I

K

(
z − u

bk

)
Nk(du) Nj(dz)

is an asymptotically unbiased , strongly consistent estimator for
∫

I
λ2(u) du.
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P r o o f. First we show the asymptotic unbiasedness of the estimator δn.
We have

Eδn =
1

n− 1

n∑
j=2

1
j − 1

j−1∑
k=1

1
bp
k

E
∫
I

∫
I

K

(
z − u

bk

)
Nk(du) Nj(dz)

=
1

n− 1

n∑
j=2

∫
I

λ(z)
[

1
j − 1

j−1∑
k=1

1
bp
k

∫
I

K

(
z − u

bk

)
λ(u) du

]
dz.

Since the function λ is continuous, we have

Aj(z) =
1

j − 1

j−1∑
k=1

1
bp
k

∫
I

K

(
z − u

bk

)
λ(u) du −→

j→∞
λ(z).

Let Bj(z) = λ(z)Aj(z). By the Lebesgue theorem we conclude that∫
I

Bj(z) dz −→
j→∞

∫
I

λ2(z) dz.

Thus the same is true for the sequence of mean averages and

1
n− 1

n∑
j=2

∫
I

Bj(z) dz −→
n→∞

∫
I

λ2(z) dz,

which ends the proof of asymptotic unbiasedness.
To prove the strong consistency of δn, write

δn − Eδn =
1

n− 1

n∑
j=2

1
j − 1

j−1∑
k=1

1
bp
k

E
∫
I

∫
I

K

(
z − u

bk

)
Mk(du) Mj(dz),

where (Mz, Fz) is a martingale. Let

Uj =
1

j − 1

j−1∑
k=1

1
bp
k

∫
I

∫
I

K

(
z − u

bk

)
Mk(du) Mj(dz).

For each j, the mean value of Uj is equal to zero. Thus

VarUj = EU2
j =

1
(j − 1)2

j−1∑
k=1

j−1∑
l=1

1
bp
kbp

l

E
∫
I

∫
I

K

(
z − u

bk

)
Mk (du)Mj(dz)

×
∫
I

∫
I

K

(
z′ − u′

bl

)
Ml(du′) Mj(dz′)

≤ C

(j − 1)2

j−1∑
k=1

1
bp
k

≤ C1,

where C1 is a constant. We have used formula 2.5 of Cairoli and Walsh
(1975) to obtain the above inequality. In the same way we can conclude that
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the random variables Uj are orthogonal. Thus applying the Rademacher–
Men’shov strong law of large numbers (see Reveš (1968)) we obtain the
assertion.

R e m a r k 1.1. In Różański (1992) the estimator of the squared L2-
norm of the intensity λ is defined in a little bit different but asymptotically
equivalent form. Namely, introducing N0,z = 0 almost surely and b0 = 1,
we can define

δ′n =
1
n

n∑
j=1

1
(j − 1) ∨ 1

∑
k≤j−1

1
bp
k

∫
I

∫
I

K

(
z − u

bk

)
Nk(du) Nj(dz).

R e m a r k 1.2. The estimator δn can be applied to estimation of the
mean value of the energy of electrons reaching an anode with intensity λ(t)
(Gardiner (1984)).

2. Estimation of the L2-norm of a function disturbed by a
space-

time white noise

Definition 2.1. A family {W (B)}B∈BRp of random variables is called
a p-parameter Wiener measure if the following conditions are satisfied:

(i) for every finite collection of disjoint bounded Borel sets B1, . . . , Bn

the random variables W (B1), . . . ,W (Bn) are independent,
(ii) EW (B) = 0 and EW (A ∩ B) = vol(A ∩ B) for all bounded Borel

sets A, B.

The family {Wz}z∈Rp
+

= {W ([0, z])}z∈Rp
+

is then called a Wiener random
field.

Let us assume that we observe n independent copies X1,z, . . . , Xn,z,
z ∈ I, of the random field

Xz =
∫

[0,z]

f(u) du + Wz, z ∈ I,

where f(z) is an unobservable deterministic function. We will estimate
the squared L2-norm of the function f using an appropriate version of the
estimator δn defined in the previous section. The estimator is proved to be
asymptotically unbiased and strongly consistent.

Theorem 2.1. If f is a continuous function on the unit cube I and
X1,z, . . . , Xn,z are independent copies of the random field Xz observed on I
then the estimator

δn =
1

n− 1

n∑
j=2

1
j − 1

n∑
k=1

1
bp
k

∫
I

∫
I

K

(
z − u

bk

)
Xk(du) Xj(dz)
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is an asymptotically unbiased , strongly consistent estimator for
∫

I
f2(u) du.

P r o o f. Using the same methods as in the proof of Theorem 1.1 we can
conclude that

Eδn =
1

n− 1

n∑
j=2

1
j − 1

n∑
k=1

1
bp
k

∫
I

∫
I

K

(
z − u

bk

)
f(u) du f(z) dz

tends to
∫

I
f2(u) du and

δn − Eδn =
1

n− 1

n∑
j=2

1
j − 1

n∑
k=1

1
bp
k

∫
I

∫
I

K

(
z − u

bk

)
Wk(du) Wj(dz)

tends to zero almost surely as n →∞.
It is worth noting that if Fz1,z2 denotes the σ-algebra generated by Vu,v =

Wk(u)Wj(v) for (u, v) ≤ (z1, z2) then (Vz1,z2 , Fz1,z2) is a martingale. Thus
the stochastic integral∫

I

∫
I

K

(
z − u

bk

)
Wk(du) Wj(dz)

can be understood as a stochastic integral with respect to the martingale
Vz1,z2 (Cairoli and Walsh (1975)).

R e m a r k 2.1. Let us consider a signal f(t) that is disturbed by a white
noise and can be described by the equation

dX(t) = f(t) dt + dW (t).

The signal X may be observed on an oscilloscope screen. Assume that
we can make n repetitions of the experiment, independent of one another,
under the same physical conditions. Then the estimator δn can be applied
to estimate the energy of the signal f(t).
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