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1. Introduction. The purpose of this paper is to estimate the following function associated with a commutative ring $A$ for the case when $A$ is the ring of integers of a number field. For any integer $n \geq 1$ define

$$
g_{A}(n)=\inf \left\{r \mid \Sigma_{1}^{\infty}(A, n) \subseteq \Sigma_{1}^{r}(A, n)\right\}
$$

where $\Sigma_{1}^{r}(A, n)$ denotes the set of all sums of $r$ squares of $n$-ary linear forms over $A$, and $\Sigma_{1}^{\infty}(A, n)=\bigcup_{r=1}^{\infty} \Sigma_{1}^{r}(A, n)$. If $A$ is a field this function was studied in [BLOP], where for example it is shown, for any local or global field $A$, that $g_{A}(n)=n+3$ for all $n \geq 3$. If the ring $A$ is $\mathbb{Z}$, i.e. the ring of rational integers, the estimate of $g_{\mathbb{Z}}(n)$ through an explicit function of $n$ was unknown. We will find in Section 3 an explicit function $f(n)$ with $g_{\mathbb{Z}}(n) \leq f(n)$ for all $n$.

Actually, this question was raised by Mordell. He ([Mo $]_{1}$ ) and later himself and Ko (see $[\mathrm{Mo}]_{2},[\mathrm{Ko}]$ ) proved that for $n \leq 5$, every positive definite classical integral quadratic form of rank $n$ is a sum of $n+3$ squares of integral linear forms.

Since the positive definite form $g\left(X_{1}, \ldots, X_{6}\right)=\sum_{i=1}^{6} X_{i}^{2}+\left(\sum_{i=1}^{6} X_{i}\right)^{2}-$ $2 X_{1} X_{2}-2 X_{2} X_{6}$ is never a sum of squares of integral linear forms ( $[\mathrm{Mo}]_{3}$ ), this forces to formulate the problem in terms of the $g$-function, and not in terms of expressing positive definite integral quadratic forms as sums of integral linear forms.

In Section 4 we extend the method used in Section 3 to the general case and we estimate $g_{O_{K}}(n)$ for $O_{K}$ the ring of integers of a totally real number field. The idea behind all this is to estimate explicitly a certain constant appearing in the representation Theorem 1 of [HKK]. If $K$ is not real, using the theory of indefinite forms one easily shows that $g_{O_{K}}(n)=n+3$ for all $n$. In Section 2 we will briefly consider the case of a local ring $A$. The classification theory of local lattices developed by O'Meara and Riehm (see
$\left.\left[\mathrm{O}^{\prime} \mathrm{M}\right]_{2},[\mathrm{R}]\right)$ leads in this case easily to the fact that $g_{A}(n)=n+3, n \geq 3$. These local results will be used in Sections 3 and 4.

All definitions and basic facts about quadratic forms will be taken from O'Meara's book $\left[\mathrm{O}^{\prime} \mathrm{M}\right]_{1}$.

The author thanks J. S. Hsia for helpful comments during the preparation of this work and also the referee for the suggestions made, particularly concerning the proof of Proposition 2.

The main fact relating the function $g_{A}(n)$ to the representation of forms by forms is the following result (see [BLOP] for the case in which the ring $A$ is a field):

Proposition 1. Let $A$ be an integral domain with $2 \neq 0$. For $a_{i j}=a_{j i} \in$ A let $\phi\left(X_{1}, \ldots, X_{n}\right)=\sum_{1 \leq i, j \leq n} a_{i j} X_{i} X_{j}$ be a quadratic form defined over A. If $L_{i}\left(X_{1}, \ldots, X_{n}\right), 1 \leq i \leq r$, are $r$ linear forms over $A$ in $X_{1}, \ldots, X_{n}$, then

$$
\phi\left(X_{1}, \ldots, X_{n}\right)=\sum_{i=1}^{r} L_{i}\left(X_{1}, \ldots, X_{n}\right)^{2}
$$

if and only if the form $\phi$ is represented over $A$ by the form $I_{r}=Y_{1}^{2}+\ldots+Y_{r}^{2}$.
Proof. For $1 \leq j \leq r$, let $L_{j}=b_{j 1} X_{1}+\ldots+b_{j n} X_{n}$ with $b_{i j} \in A$ for $1 \leq i \leq n$. Assume that

$$
\phi\left(X_{1}, \ldots, X_{n}\right)=\sum_{j=1}^{r}\left[L_{j}\left(X_{1}, \ldots, X_{n}\right)\right]^{2}
$$

Comparing coefficients we obtain

$$
\begin{equation*}
a_{i i}=\sum_{j=1}^{r} b_{j i}^{2} \quad \text { for } 1 \leq i \leq n, \tag{1}
\end{equation*}
$$

and since $2 \neq 0$,

$$
\begin{equation*}
a_{i l}=\sum_{j=1}^{r} b_{j i} b_{j l} \quad \text { for } 1 \leq i \leq n, 1 \leq l \leq n \tag{2}
\end{equation*}
$$

Let $M_{\phi}=A e_{1} \oplus \ldots \oplus A e_{n}$ be the $A$-lattice associated with $\phi$. For the form $I_{r}$ we also denote by $I_{r}$ its associated $A$-lattice. Consider in $I_{r}$ the vectors $b_{i}=\left(b_{1 i}, \ldots, b_{r i}\right), 1 \leq i \leq n$, and define

$$
\sigma: M_{\phi} \rightarrow I_{r} \quad \text { by } \quad \sigma\left(e_{i}\right)=b_{i} .
$$

Equations (1) and (2) then imply that $\sigma$ is an isometry. Conversely, any representation $\sigma: M_{\phi} \rightarrow I_{r}$ defines vectors $b_{i}=\left(b_{1 i}, \ldots, b_{r i}\right) \in I_{r}$ through $\sigma\left(e_{i}\right)=b_{i}$. By setting $L_{j}\left(X_{1}, \ldots, X_{n}\right)=b_{j 1} X_{1}+\ldots+b_{j n} X_{n}$, we get $\phi\left(X_{1}, \ldots, X_{n}\right)=\sum_{j=1}^{r} L_{j}^{2}$.
2. The $g$-function of local rings. Let us fix in this section a local ring $A$, i.e. the ring of integers of a local field $K$, which we assume to be of characteristic 0 .

Theorem 1. For any $n \geq 1$,

$$
g_{A}(n) \leq n+3 .
$$

If $A=\mathbb{Z}_{p}$ is the ring of $p$-adic integers, then

$$
g_{\mathbb{Z}_{p}}(n)=n+3 \quad \text { for all } n \geq 1
$$

Proof. If $2 \in A^{*}$ is a unit, the result follows from Proposition 1 and the fact that the form $I_{n+3}=X_{1}^{2}+\ldots+X_{n+3}^{2}$ is associated with a maximal unimodular lattice over $A$ (see [Ki]) and hence $I_{n+3}$ represents any integral lattice of rank $\leq n$ by Lemma (1.1) of [HKK], which is valid for any local ring as above. Let us assume that 2 is not a unit in $A$. Let $L$ be any integral lattice over $A$ of rank $n$. Then we have to check the representation conditions of Riehm's Third Main Theorem in $[\mathrm{R}]$ to prove that $L$ is represented by $I_{n+3}$ over $A$, i.e. $S(L) \subseteq S\left(I_{n+3}\right)$ and $g(L) \subseteq g\left(I_{n+3}\right)$, where $S$ denotes the scale group and $g$ the norm group (see loc. cit.). Since $L$ is integral, the conditions are obviously satisfied. This shows $g_{A}(n) \leq n+3$. In the case when $A=\mathbb{Z}_{p}$ is the ring of $p$-adic integers, we have to show that $g_{\mathbb{Z}_{p}}(n) \geq n+3$ for all $n \geq 1$. This follows from the following general fact.

Proposition 2. Let $A$ be a domain and $K=\operatorname{Quot}(R)$ be its quotient field. Then

$$
g_{K}(n) \leq g_{A}(n) \quad \text { for all } n .
$$

Proof. Let $\phi=a_{1} X_{1}^{2}+\ldots+a_{n} X_{n}^{2}$ be an $n$-dimensional quadratic form over $K$, which is a sum of squares of $n$-ary linear forms over $K$. Scaling we may assume that for certain $d \in A, d^{2} \phi$ is a sum of squares of linear forms in $A$. Hence $d^{2} \phi$ is a sum of at most $g_{A}(n)$ squares of integral linear forms in $A$. Thus $\phi$ is a sum of the same number of squares of linear forms with coefficients in the field $K$.
3. The $g$-function of $\mathbb{Z}$. In this section we will find an explicit function $f(n)$ with $g_{\mathbb{Z}}(n) \leq f(n)$ for all $n$. The fact that $g_{\mathbb{Z}}(n)=n+3$ for $n \leq 5$ (see $\left.[\mathrm{Mo}]_{1},[\mathrm{Mo}]_{2},[\mathrm{Ko}]\right)$ follows easily from the existence of only one class in the genus of $I_{m}$ for $m \leq 8$ (see [BI]). Although this is not true for $m \geq 9$, one could still hope that $g_{\mathbb{Z}}(n)=n+3$ for all $n$. But we are far from getting such a bound for $g_{\mathbb{Z}}(n)$.

The proof of the finiteness of $g_{\mathbb{Z}}(n)$ (see [I], $[\mathrm{BI}]$ ) given here leads to the following estimate of $g_{\mathbb{Z}}(n)$ in terms of the constant $c\left(I_{m}\right)$ of the form $I_{m}=X_{1}^{2}+\ldots+X_{m}^{2}$ appearing in the representation Theorem 1 of [HKK].

Proposition 3. For all $n \geq 1$,

$$
g_{\mathbb{Z}}(n) \leq 8+\sum_{i=6}^{n} c\left(I_{2 i+6}\right)
$$

Proof. Let $N$ be a positive definite integral lattice with associated quadratic form $Q$ of rank $n$. Assume that $N$ is represented by $I_{r}$ for some $r$. Let $\mu(N)=\min \{Q(x) \mid x \in N, x \neq 0\}$ be the minimum of the lattice $N$. Let us consider the following two cases:
(i) $\mu(N) \geq c\left(I_{2 n+6}\right)$. Then Section 2 and Theorem 1 in [HKK] imply that $N$ is represented by $I_{2 n+6}$.
(ii) $\mu(N)<c\left(I_{2 n+6}\right)$. In this case we assume that the form $Q=$ $\sum_{i, j=1}^{n} a_{i j} X_{i} X_{j}$ is reduced in the sense of Minkowski. Since $N$ is represented by $I_{r}$ we have

$$
Q\left(X_{1}, \ldots, X_{n}\right)=\sum_{j=1}^{r}\left[L_{j}\left(X_{1}, \ldots, X_{n}\right)\right]^{2}
$$

where each $L_{j}\left(X_{1}, \ldots, X_{n}\right)=b_{1 j} X_{1}+\ldots+b_{n j} X_{n}$ is a linear form with integral coefficients. Comparing coefficients we get

$$
a_{11}=\sum_{j=1}^{r} b_{1 j}^{2}
$$

By assumption $a_{11}<c\left(I_{2 n+6}\right)$. Therefore at most $\left[c\left(I_{2 n+6}\right)\right]$ of the integral coefficients $b_{1 j}$ can be non-zero (here $[x]$ denotes the integral part of $x$ ). Hence
$Q\left(X_{1}, \ldots, X_{n}\right)=\sum_{j=1}^{\left[c\left(I_{2 n+6}\right)\right]}\left[L_{j}\left(X_{1}, \ldots, X_{n}\right)\right]^{2}+\sum_{j=\left[c\left(I_{2 n+6}\right)\right]+1}^{r}\left[L_{j}\left(X_{2}, \ldots, X_{n}\right)\right]^{2}$, where the summation in the second term involves linear forms in $n-1$ variables. Hence

$$
g_{\mathbb{Z}}(n) \leq c\left(I_{2 n+6}\right)+g_{\mathbb{Z}}(n-1)
$$

Since $g_{\mathbb{Z}}(5)=8$ we obtain the desired result.
In order to obtain an explicit bound for $g_{\mathbb{Z}}(n)$ we must estimate $c\left(I_{m}\right)$. For the sake of completeness we mention below some results from [HKK] which will be needed. The following result is (1.2) in [HKK].

Lemma 1. Let $L$ be a positive $\mathbb{Z}$-lattice of rank $l \geq 3$. Let $q$ be a prime such that $L_{q}=L \otimes \mathbb{Z}_{q}$ is isotropic and assume that the genus of $L$ coincides with its spinor genus. Then there is an integer $s \geq 1$ such that $L$ represents every $\mathbb{Z}$-lattice $N$ satisfying

$$
q^{s} L_{p} \text { represents } N_{p} \text { for every prime } p
$$

The integer $s$ in the above lemma can be determined using the following construction from $[\mathrm{BeH}]_{1}$. Let $L$ be a positive $\mathbb{Z}$-lattice with quadratic form $Q$. For a prime $p$ we write $d\left(L_{p}\right)$ for the usual discriminant of $L_{p}$ if $l=\operatorname{dim} L$ is even, and half the discriminant of $L_{p}$ if $l$ is odd. The lattice $L$ is called good at $p$ if $Q\left(L_{p}\right) \subseteq \mathbb{Z}_{p}$ and $d\left(L_{p}\right) \in \mathbb{Z}_{p}^{*}$. If $L$ is good at $p$ one can associate (see loc. cit.) with $(L, p)$ a graph $(L: p)$ whose vertices are those lattices $K$ in $\operatorname{gen}(L)$ with $K_{q}=L_{q}$ for all primes $q \neq p$. The distance function on the vertices is defined by $\operatorname{dis}(L, K, p)=r$ if and only if $\left[L_{p}: L_{p} \cap K_{p}\right]=p^{r}$. We call $L, K$ neighbors if $r=1$, and in this case $L$ and $K$ are connected by one edge. This graph contains representative classes from at most two spinor genera, and if a spinor genus is represented in the graph, then every class in its spinor genus is represented (see $\left.[\mathrm{BeH}]_{2}\right)$. With these remarks one easily gets

Proposition 4. Let $L$ be as in Lemma 1. If $L$ is good at the prime $q$, then the integer $s$ can be taken as $s=h(L)-1$, where $h(L)$ is the class number of $L$. If the lattice $L$ is unimodular, $\operatorname{dim} L \geq 5$ and $q=2$, then $s$ can be taken as $s=h(L)-1$.

Proof. Since $L$ is good at $q$ we can consider its graph $(L: q)$ which contains representatives of each class in the spinor genus of $L$. Then noticing that for neighboring lattices $L, K$ we have $q K \subseteq L$ and that isomorphic lattices have isomorphic sets of neighbors, we obtain the first statement. The second one follows directly from $\left[\mathrm{O}^{\prime} \mathrm{M}\right]_{1},(106: B)$.

The last result which we need is Lemma (1.7) from [HKK]:
Lemma 2. For a positive lattice $N$ let $\mu(N)$ be its minimum. Then there is a constant $b_{n}>0$ such that for any Minkowski-reduced basis $\left(v_{i}\right)_{i=1}^{n}$ of the lattice $N$, the matrix $\left(B\left(v_{i}, v_{j}\right)\right)-b_{n} \mu(N) I_{n}$ is positive definite (here $I_{n}$ is the unit matrix and $B$ is the bilinear form associated with $Q$ ).

Lemma 3. With the same notations as in Lemma 2

$$
b_{n}=n^{-(n-1)}\left(\frac{4}{5}\right)^{-(n-3)(n-4) / 2}\left(\frac{\pi}{4}\right)^{n}\left[\Gamma\left(\frac{n}{2}+1\right)\right]^{-2}
$$

if $n \geq 5$.
Proof. Let us introduce some notation. For two symmetric matrices $A, B$ of the same size we write $A>B$ (resp. $A \geq B$ ) if $A-B$ is positive definite (resp. positive semi-definite). Set $N_{0}=\operatorname{diag}\left(B\left(v_{1}, v_{1}\right), \ldots, B\left(v_{n}, v_{n}\right)\right)=$ $\operatorname{diag}\left(Q\left(v_{1}\right), \ldots, Q\left(v_{n}\right)\right)$ for the diagonal matrix with entries $Q\left(v_{1}\right), \ldots$ $\ldots, Q\left(v_{n}\right)$. Using Minkowski's reduction theory (see [vdW] or [Ki]) and Lemmas (1.3.2), (1.3.3) in [Ki] we conclude

$$
\left(B\left(v_{i}, v_{i}\right)\right)-b_{n} N_{0}>0 .
$$

But since $N_{0}-\mu(N) I_{n} \geq 0$, we conclude

$$
\left(B\left(v_{i}, v_{i}\right)\right)-b_{n} \mu(N) I_{n}>0 .
$$

With these preliminary results we are able to estimate the constants $c\left(I_{2 n+6}\right), n \geq 1$, appearing in Proposition 1 .

Proposition 5. For any $n \geq 1$,

$$
c\left(I_{2 n+6}\right) \leq \frac{1}{b_{n}} n^{2} 2^{4\left(h\left(I_{n+3}\right)-1\right)}
$$

$\left(h\left(I_{m}\right)=\right.$ class number of $\left.I_{m}\right)$.
Proof. We will effectively construct the proof of (1.3) in [HKK]. Let $N=$ $\sum_{i=1}^{n} \mathbb{Z} v_{i}$ be a positive definite lattice with $\left\{v_{i}\right\}_{i=1}^{n}$ a Minkowski-reduced basis. Let $L=K=I_{n+3}$ be two copies of $I_{n+3}$. Choose vectors $\left(v_{i}^{h}, \ldots, v_{n}^{h}\right)$, $v_{i}^{h} \in K, 1 \leq h \leq t$, such that for any set $\left(x_{i, 2}\right) \in K_{2}^{n}$ there is some $h$ with
(*)

$$
\begin{equation*}
v_{i}^{h} \equiv x_{i, 2}\left(\bmod 2^{2 s} K_{2}\right), \tag{*}
\end{equation*}
$$

where $s=h(L)-1$. Let $K=\mathbb{Z} e_{1} \oplus \ldots \oplus \mathbb{Z} e_{n+3}$ with $\left\{e_{i}\right\}$ being the standard basis. Then $v_{i}^{h}=\sum_{j=1}^{n+3} a_{i j} e_{j}$ and

$$
\left(B\left(v_{i}^{h}, v_{j}^{h}\right)\right)=\left(a_{i j}\right)^{t}\left(a_{i j}\right) \leq \operatorname{Tr}\left(\left(a_{i j}\right)^{t}\left(a_{i j}\right)\right) I_{n}
$$

From (*) it follows that we may assume $0 \leq a_{i j}<2^{2 s}$. Hence

$$
\operatorname{Tr}\left(\left(a_{i j}\right)^{t}\left(a_{i j}\right)\right)<n^{2} 2^{4 s}
$$

Put $c^{\prime}=c^{\prime}\left(K, 2^{s} L\right)=n^{2} 2^{4 s}$. Then $c^{\prime} I_{n}-\left(B\left(v_{i}^{h}, v_{j}^{h}\right)\right)$ is positive definite for all $1 \leq h \leq t$. Assume now $\mu(N)>\left(1 / b_{n}\right) c^{\prime}$. Then by the previous lemma

$$
\left(B\left(v_{i}, v_{j}\right)\right)-\mu(N) b_{n} I_{n}>0 .
$$

From the local representation theory (see Section 2) we can find $x_{i, 2} \in K_{2}$ for all $i$ with

$$
B\left(v_{i}, v_{j}\right)=B\left(x_{i, 2}, x_{j, 2}\right)
$$

(i.e. $N$ is represented by $I_{n+3}$ over $\mathbb{Z}_{2}$ ). Thus from (*) we have $x_{i, 2}=$ $v_{i}^{h}+2^{2 s} z_{i, 2}, z_{i, 2} \in K_{2}$, for $1 \leq i \leq n$. Then

$$
\begin{aligned}
A: & =\left(B\left(v_{i}, v_{j}\right)-B\left(v_{i}^{h}, v_{j}^{h}\right)\right) \\
& =2^{2 s}\left(B\left(v_{i}^{h}, z_{i, 2}\right)+B\left(z_{i, 2}, z_{j, 2}\right)+2^{2 s} B\left(z_{i, 2}, z_{j, 2}\right)\right)
\end{aligned}
$$

The choices made above imply that $A$ is positive definite. From $\left[\mathrm{O}^{\prime} \mathrm{M}\right]_{2}$, Theorem 3, we see that $A$ is represented by $2^{s} L_{2}$ over $\mathbb{Z}_{2}$, and from Section 2 we conclude that $A$ is represented by $2^{s} L_{p}$ for all $p \neq 2$. Since $s=h(L)-1$ satisfies the conditions of Lemma 1 (see Lemma 1.2 of [HKK]), we see that $A$ is represented by $L$. Hence we have

$$
B\left(v_{i}, v_{j}\right)=B\left(v_{i}^{h}+W_{i}, v_{j}^{h}+W_{j}\right)
$$

with $W_{i} \in L, 1<i<n$. This shows that $N$ is represented by $L \perp K=$ $I_{2 n+6}$, and therefore we can take $c\left(I_{2 n+6}\right)=\left(1 / b_{n}\right) n^{2} 2^{4 s}$.

Inserting this result in Proposition 1 we get
Theorem 2. For every $n \geq 6$,

$$
g_{\mathbb{Z}}(n) \leq 8+\frac{2^{4\left(h\left(I_{n+3}\right)-1\right)}}{b_{n}}\left[\frac{n(n+1)(2 n+1)}{6}-55\right]
$$

4. The $g$-function of global rings. The purpose of this section is to extend Theorem 2 of Section 3 to the ring of integers of a totally real number field. Let $K / \mathbb{Q}$ be a totally real number field of degree $[K: \mathbb{Q}]=l$. Since the ideas are similar to those in the previous section, we will only sketch the proofs. The main point is to replace Minkowski's reduction theory by Humbert's reduction theory of forms defined over $K$ (see $[\mathrm{H}]_{1},[\mathrm{H}]_{2}$ ) and also the representation Theorem 1 of $[\mathrm{HKK}]$ by its generalization to $K$, i.e. Theorem 3 of $[\mathrm{HKK}]$. The proof of the finiteness of $g_{\mathbb{Z}}(n)$ (see $[\mathrm{I}],[\mathrm{BI}]$ ) follows almost identically for $g_{O_{K}}(n)$ and one gets in particular the following analogue of Proposition 1, where $c(M)$ now denotes the constant associated with any positive definite $O_{K}$-lattice $M$ in Theorem 3 of [HKK].

Proposition 6. For any totally real number field $K$,

$$
g_{O_{K}}(n) \leq \sum_{i=2}^{n} c\left(I_{2 i+6}\right)+5
$$

Proof. For any positive definite $O_{K}$-lattice $N$ of rank $n$, we denote by $\mu(N)=\min \left\{\operatorname{Tr}_{K / \mathbb{Q}}(Q(x)) \mid 0 \neq x \in N\right\}$ its minimum. We consider again two separate cases:
(i) $\mu(N) \geq c\left(I_{2 n+6}\right)$. Then Theorem 1 in Section 2 and Theorem 3 in [HKK] imply that $N$ is represented by $I_{2 n+6}$.
(ii) $\mu(N)<c\left(I_{2 n+6}\right)$. Then we assume that the form $Q=\sum_{i, j=1}^{n} a_{i j} X_{i} X_{j}$ is reduced in the sense of Humbert. Hence if

$$
Q\left(X_{1}, \ldots, X_{n}\right)=\sum_{j=1}^{r}\left[L_{j}\left(X_{1}, \ldots, X_{n}\right)\right]^{2}
$$

where the linear forms $L_{j}\left(X_{1}, \ldots, X_{n}\right)=b_{1 j} X_{1}+\ldots+b_{n j} X_{n}$ have coefficients in $O_{K}$, we obtain

$$
a_{11}=\sum_{j=1}^{r} b_{1 j}^{2} .
$$

Hence $\mu(N)=\operatorname{Tr}_{K / \mathbb{Q}}\left(a_{11}\right)=\sum_{j=1}^{r} \operatorname{Tr}_{K / \mathbb{Q}}\left(b_{1 j}^{2}\right)$. Since the field $K$ is totally real we deduce as before that at most $\left[c\left(I_{2 n+6}\right)\right]$ of the $b_{1 j}$ are non-zero.

By the same argument as for the case of $g_{\mathbb{Z}}(n)$ and using the fact that $g_{O_{K}}(1) \leq 5$, we obtain the stated result.

Once again we want to estimate $c\left(I_{2 i+6}\right)$. We will need the following notation. Let $\sigma_{1}, \ldots, \sigma_{l}: K \rightarrow \mathbb{R}$ be the real embeddings of $K$. Then for any integral basis $\alpha=\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}$ of $K$ set

$$
\beta_{\alpha}=\max \left\{\left|\sigma_{i}\left(\alpha_{j}\right)\right| \mid 1 \leq i, j \leq l\right\} \quad \text { and } \quad \beta=\min _{\alpha} \beta_{\alpha},
$$

where $\alpha$ runs over all integral bases of $O_{K}$. This number $\beta$ can be estimated in terms of the discriminant $d_{K}$ of $K$. Let us fix a basis $W=\left\{W_{1}, \ldots, W_{l}\right\}$ of $O_{K}$ such that $\beta=\left|\sigma_{t}\left(W_{s}\right)\right|$ for some $t, s$. We have at once

Lemma 4. Let $p$ be a prime number. The set $R=\left\{\lambda=\sum_{i=1}^{l} a_{i} W_{i} \mid 0 \leq\right.$ $\left.a_{i} \leq p^{r}-1\right\}$ is a set of representatives for $O_{K} / \prod_{i=1}^{g} \mathcal{P}_{i}^{r}$, where $\mathcal{P}_{i}$ runs over all primes in $O_{K}$ over $(p)$. Moreover, for any $\lambda \in R$,

$$
\left|\sigma_{i}(\lambda)\right| \leq\left(p^{r}-1\right) \beta .
$$

For any positive $O_{K}$-lattice $N$ let $\mu(N)$ be its minimum. Then the analogue of Lemma 2 says now that if $\left\{v_{i}\right\}_{i=1}^{n}$ is a Humbert-reduced basis of $N$, the matrix $\left(B\left(v_{i}, v_{j}\right)\right)-b_{n} \mu(N) I_{n}$ is positive definite for some constant $b_{n}$ depending only on $n$ and $K$. The estimate of $b_{n}$ can be done using the reduction constants $c_{1}, c_{2}, c_{3}$ appearing in Section 1 of $[\mathrm{H}]_{2}$, but we will omit the details. Now the main result of this section is

Proposition 7. For any $n \geq 2$,

$$
c\left(I_{2 n+6}\right) \leq \frac{4}{b_{n}} \beta^{2} n^{2} 3^{4\left(h\left(I_{n+3}\right)-1\right)},
$$

where $h\left(I_{n}\right)$ denotes the class number of the lattice $I_{n}$.
Proof. Let $S=\left\{\mathcal{P} \mid \mathcal{P}\right.$ prime in $\left.O_{K}, \mathcal{P} \cap \mathbb{Z}=(2)\right\} \cup\{\mathcal{Q} \mid \mathcal{Q}$ prime in $\left.O_{K}, \mathcal{Q} \cap \mathbb{Z}=(3)\right\}$. For $\mathcal{P} \in S, \mathcal{P}$ dyadic, set $r_{\mathcal{P}}=1$ and for non-dyadic $\mathcal{Q} \in S$ set $2 s=r_{\mathcal{Q}}=2\left(h\left(I_{n+3}\right)-1\right)$. Fix $\mathcal{Q}_{1} \in S, \mathcal{Q}_{1}$ non-dyadic. Let $M=L=I_{n+3}$ be two copies of $I_{n+3}$ and set $c^{\prime}=4 \beta^{2} n^{2} 3^{2 r}$. Suppose $N$ is an $n$-dimensional positive definite $O_{K}$-lattice with $\left\{v_{i}\right\}$ a Humbert-reduced basis. Assume $\mu(N)>c^{\prime} / b_{n}$. We will show that $N$ is represented by $I_{2 n+6}$, i.e. $c\left(I_{2 n+6}\right) \leq c^{\prime} / b_{n}$. From the local results of Section 2 we know that $N$ is represented by $\left(I_{2 n+6}\right)_{\mathcal{P}}$ for all primes $\mathcal{P}$ of $K$. Choose a finite set of $n$-tuples $\left(v_{i}^{h}, \ldots, v_{n}^{h}\right), 1 \leq h \leq t$, with $v_{i}^{h} \in M$ such that for any $n$-tuple $\left(x_{i, \mathcal{P}}\right), \mathcal{P} \in S, 1 \leq i \leq n$, with $x_{i, \mathcal{P}} \in M_{\mathcal{P}}$ there is some $h$ with

$$
v_{i}^{h} \equiv x_{i, \mathcal{P}}\left(\bmod \mathcal{P}^{r_{\mathcal{P}}} M_{\mathcal{P}}\right) .
$$

Using the same arguments as in the proof of Proposition 5 we obtain

$$
\left(\sigma\left(B\left(v_{i}^{h}, v_{j}^{h}\right)\right)\right)<4 \beta^{2} n^{2} 3^{2 r} I_{n}
$$

for any embedding $\sigma$ of $K$ in $\mathbb{R}$. Hence

$$
c^{\prime} I_{n}-\left(B\left(v_{i}^{h}, v_{j}^{h}\right)\right)>0
$$

is positive definite (over $K$ ). But since $\mu(N)>c^{\prime} / b_{n}$ we conclude that $\left(B\left(v_{i}, v_{j}\right)\right)-c^{\prime} I_{n}>0$. Thus the matrix $A=\left(B\left(v_{i}, v_{j}\right)\right)-\left(B\left(v_{i}^{h}, v_{j}^{h}\right)\right)$ is positive definite. The local results of Section 2 imply that $A$ is represented by $\mathcal{Q}_{1}^{s} L_{\mathcal{P}}$ for all $\mathcal{P} \notin S$ and for $\mathcal{P} \in S, \mathcal{P} \neq \mathcal{Q}_{1}$. But Theorem 1 of $\left[\mathrm{O}^{\prime} \mathrm{M}\right]_{2}$ says that $A$ is also represented by $\mathcal{Q}_{1}^{s} L_{\mathcal{Q}_{1}}$. The general version of Lemma 1 (see Section 3 of [HKK]) implies that $A$ is represented by $L=I_{n+3}$. Thus $N$ is represented by $I_{2 n+6}$, and hence $c\left(I_{2 n+6}\right) \leq c^{\prime} / b_{n}$.

We have thus shown
Theorem 3. With all notations as above, let $r=2\left(h\left(I_{n+3}\right)-1\right)$. Then for $n \geq 2$,

$$
g_{O_{K}}(n) \leq 5+\frac{4}{b_{n}} \beta^{2} n^{2} 3^{2 r}\left[\frac{n(n+1)(2 n+1)}{6}-1\right] .
$$

Remarks. (1) If $K / \mathbb{Q}$ is not real, then using the theory of spinor genus (see $\left[\mathrm{O}^{\prime} \mathrm{M}\right]_{1}$ ) we easily show that

$$
g_{O_{K}}(n)=n+3 \quad \text { for } n \geq 1
$$

(2) The same arguments as in (1) can be used to show $g_{\mathbb{Z}[1 / p]}(n)=n+3$, $n \geq 1$, for any prime $p$.
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