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Let

Fφ(ξ) = φ̂(ξ) =
\

RN

φ(x) exp(−2πiξ · x) dx.

The Fourier transform operator F is naturally defined on L1(RN ) with
values in L∞(RN ), and can be extended to an isometry of L2(RN ). In
particular, the Fourier transform maps L1 + L2(RN ) into L2 + L∞(RN ).
However, P. Szeptycki proved that the largest “solid” space on which the
Fourier transform can be defined as a function and not only as a distribution,
is not the space L1+L2(RN ) as one could expect, but the amalgam of ℓ2(ZN)
and L1(Q), Q = {x ∈ R

N : −1/2 ≤ xj < 1/2}, and one has the inequality

sup
m∈ZN

{ \
Q

|Fφ(m+ x)|2 dx
}1/2

≤ c
{ ∑

n∈ZN

( \
Q

|φ(n + x)| dx
)2}1/2

.

In particular, the Fourier transform is locally square integrable. See [11]
and [3].

In the class of rearrangement invariant Banach function spaces the situ-
ation is different. A space of functions is rearrangement invariant if, roughly
speaking, the norm of a function is determined by its distribution function.
Beside the Lebesgue spaces Lp(RN ), the class of rearrangement invariant
Banach function spaces includes, for example, the Lorentz and the Orlicz
spaces, but does not include the amalgams.

Indeed, if we consider the Fourier transform in rearrangement invariant
Banach function spaces we have the following result.

Theorem 1. (i) The largest rearrangement invariant Banach function

space which is mapped by the Fourier transform into a space of locally inte-

grable functions is the space L1 + L2(RN ).
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(ii) The only rearrangement invariant Banach function space X(RN ) on

which the Fourier transform is bounded , ‖Fφ‖X ≤ c‖φ‖X , is the Hilbert

space L2(RN ).

Although we have not found any explicit reference we suspect that this
theorem is essentially known. We remark that C. Bennett has studied in [1]
a generalization of the Hausdorff–Young inequality ‖Fφ‖Lp/(p−1) ≤ c‖φ‖Lp

for rearrangement invariant Banach function spaces with Boyd indices 1/2 <
β ≤ α < 1. We also point out that it is possible to prove an analogue of
the above theorem for other operators, such as the Hankel or Fourier–Bessel
transform for functions on (0,∞), which is defined by

Hφ(ξ) =

∞\
0

φ(x)
√
xξJα(xξ) dx.

Part (i) of the above theorem could be easily proved via the quoted
results [11] and [3] on the extended domain of the Fourier transform, however
we shall present an easy and independent proof. Part (ii) will be the main
tool in our other results.

Let P (ξ) be a real polynomial in N variables of degree strictly greater
than one. For suitably smooth initial data, the Cauchy problem in R × R

N





∂

∂t
u(t, x) = iP

(
1

2πi

∂

∂x

)
u(t, x),

u(0, x) = φ(x),

has a solution given, via the Fourier transform in the x variable, by

û(t, ξ) = φ̂(ξ) exp(itP (ξ)).

It is an immediate consequence of the Plancherel formula that\
RN

|u(t, x)|2 dx =
\

RN

|φ(x)|2 dx,

but L. Hörmander has shown that the multiplier exp(itP (ξ)) is not bounded
on Lp(RN ) if p 6= 2. See Theorem 1.14 in [4] and also [6]. Indeed, it is
possible to generalize this result to the much larger class of rearrangement
invariant Banach function spaces.

Theorem 2. Let P (ξ) be a real polynomial in N variables of degree

strictly greater than one, and let the operator T be defined on test func-

tions on R
N via the Fourier transform by

T̂ φ(ξ) = exp(itP (ξ))φ̂(ξ).

Then the only rearrangement invariant Banach function space X(RN ) on

which for a fixed time t this operator is bounded , ‖Tφ‖X ≤ c‖φ‖X , is the

space L2(RN ).



REARRANGEMENT INVARIANT SPACES 275

Observe that the assumptions in the above theorem are necessary. If the
symbol P (ξ) is not purely real then the multiplier operator exp(itP (ξ)) can
be either bounded or unbounded on every rearrangement invariant Banach
function space. An example is given by the heat multiplier exp(−4π2t|ξ|2)
or, more generally, by any multiplier of the form exp(−t|ξ|2 + itP (ξ)) with
P real. In fact when t > 0 the kernel associated to the multiplier is a test
function and the convolution with such a kernel gives a bounded operator.
When t < 0 the multiplier grows exponentially and the associated operator
is unbounded.

Observe also that for the multiplier operators considered in the above
theorem one can have nontrivial “off diagonal” mapping properties from a
rearrangement invariant Banach function space into a different one. If P (ξ)
is a “generic” real polynomial of degree two then the associated kernel at
a fixed time t 6= 0 is a bounded function, so that the operator is bounded
from L1(RN ) into L∞(RN ). Since this operator is also bounded on L2(RN ),
by interpolation one obtains a Hausdorff–Young type inequality, that is, the
operator is bounded from Lp(RN ) into Lp/(p−1)(RN ), 1 ≤ p ≤ 2. A concrete
example is given by the Schrödinger equation ∂tu = i∆xu, with associated
multiplier exp(−4π2it|ξ|2) and kernel (4πit)−N/2 exp(i|x|2/(4t)).

When P (ξ) has degree greater than two, then the associated kernel
may also have some decay at infinity and one can obtain different Lp(RN)
→ Lq(RN ) estimates. A concrete example is given by the multiplier
exp(it8π3ξ3) associated with the Airy equation ∂tu = −∂3

xxxu.

For this kind of estimates and for mixed norm estimates in the (t, x)
variables see for example [10] and [5] and references therein.

Our next result deals with the wave equation in R × R
N





∂2

∂t2
u(t, x) =

N∑

k=1

∂2

∂x2
k

u(t, x),

u(0, x) = φ(x),

∂

∂t
u(0, x) = ψ(x).

By the principle of conservation of energy

E(t) =
\

RN

{∣∣∣∣
∂

∂t
u(t, x)

∣∣∣∣
2

+

N∑

k=1

∣∣∣∣
∂

∂xk
u(t, x)

∣∣∣∣
2}

dx

is constant and equal to E(0)=‖ψ‖2
L2 + ‖∇φ‖2

L2 . W. Littman [8] has shown
that there is no analogue of energy conservation if the L2(RN ) norm is
replaced with the Lp(RN ) norm when N > 1 and p 6= 2.
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If φ and ψ are suitably smooth, the Fourier transform in the x variable
of the solution of the wave equation is given by

û(t, ξ) = φ̂(ξ) cos(2πt|ξ|) + ψ̂(ξ)
sin(2πt|ξ|)

2π|ξ| ,

and since
∂

∂t

sin(2πt|ξ|)
2π|ξ| = cos(2πt|ξ|),

any kind of conservation implies the boundedness of the multiplier operator

Ŵφ(ξ) = cos(2πt|ξ|)φ̂(ξ).

Of course in dimension one this operator is a sum of translations, hence
it is trivially bounded on every translation invariant Banach function space.
When the dimension of the space is greater than one it is possible to prove
an analogue of Theorem 2, that is, the only rearrangement invariant Banach
function space on which this operator is bounded is the space L2(RN ). In-
deed, it is possible to prove a much stronger result. Contrary to the case
of the operators considered in Theorem 2, for the wave operator one cannot
have nontrivial “off diagonal” estimates from one rearrangement invariant
Banach function space X(RN ) into a different space Y (RN ).

Theorem 3. Let X(RN ) and Y (RN ) be rearrangement invariant Banach

function spaces over R
N , N ≥ 2, and let W be the operator defined on test

functions on R
N via the Fourier transform by

Ŵφ(ξ) = cos(2πt|ξ|)φ̂(ξ).

If for a fixed time t this operator is bounded from X(RN ) into Y (RN ),
‖Wφ‖Y ≤ c‖φ‖X , then the space X(RN ) is contained in L2(RN ) and Y (RN)
contains L2(RN ), that is, we have the continuous imbeddings X(RN )
⊆ L2(RN ) ⊆ Y (RN). In particular , L2(RN ) is the only rearrangement

invariant Banach function space on which the wave operator W is bounded.

The above theorem implies that the multipliers exp(±2πit|ξ|) are
bounded from X(RN ) into Y (RN ) if and only if X(RN ) ⊆ L2(RN ) ⊆
Y (RN ). The same holds for multipliers of the form exp(itϑ(ξ)), with ϑ real,
smooth and with an asymptotic expansion ϑ(ξ) = α|ξ|+ β + γ|ξ|−1 + . . . as
|ξ| → ∞. In fact one can prove that exp(itα|ξ|)=χ(tξ) exp(itϑ(ξ)), where χ
is the Fourier transform of a finite Borel measure. These considerations can
be applied for example to the multipliers exp(±it

√
λ2 + 4π2|ξ|2) associated

with the Klein–Gordon equation ∂2
ttu = (∆x − λ2)u.

The above theorem does not extend to function spaces which are not
rearrangement invariant. For example, since waves propagate with finite
speed and the operator W is bounded on L2(RN ), it follows that W is also
bounded on the amalgam of L2(Q) with some solid sequence space on Z

N .
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The fact that Theorem 3 does not hold in dimension one and does not
extend to spaces which are not rearrangement invariant suggests that per-
haps one may obtain some positive results for the wave equation with radial
boundary data. Indeed, we have the following.

Theorem 4. Let X(R3) be a rearrangement invariant Banach func-

tion space which is contained in L2
local(R

3). Then the wave operator W
is bounded from the subspace of radial functions in X(R3) + L2(R3) into

X(R3) + L2(R3).

In particular, it follows from the above result that W is bounded from
the radial functions in L2(R3) +Lp(R3), 2 ≤ p ≤ ∞, into L2(R3) +Lp(R3).
The above theorem holds true in any dimension, but the easy 3-dimensional
proof gets more complicated.

We conclude by mentioning that D. Müller and A. Seeger have recently
proved in [9] that for radial solutions of the wave equation with ∂

∂tu(0, x) = 0
one has the mixed norm estimate

{
1

2T

+T\
−T

\
RN

|u(t, x)|p dx dt
}1/p

≤ c
{ \

RN

|u(0, x)|p dx
}1/p

,

where 2 ≤ p < 2N/(N − 1) and the constant c is independent of T .

We point out that in dimension N = 3 this result is a simple consequence
of the representation formula for radial solutions of the wave equation which
is used in the proof of Theorem 4. Moreover, at the critical index p = 3 one
can prove a weak type result.

1. Rearrangement invariant Banach function spaces.Let(M,Σ,µ)
be a measure space. A function norm is a map that associates with every
measurable function in (X,Σ, µ) a nonnegative number with the following
properties:

1) ‖λφ‖ = |λ| · ‖φ‖, ‖φ+ ψ‖ ≤ ‖φ‖ + ‖ψ‖,
2) ‖φ‖ = 0 ⇔ φ(x) = 0 µ-almost everywhere,

3) ‖φ‖ = ‖ |φ| ‖,
4) 0 ≤ ψ(x) ≤ φ(x) µ-almost everywhere ⇒ ‖ψ‖ ≤ ‖φ‖,
5) 0 ≤ φn(x) ր φ(x) µ-almost everywhere ⇒ ‖φn ‖ ր ‖φ‖,
6) µ(E) <∞ ⇒ ‖χE‖ <∞,

7) µ(E) <∞ ⇒
T
E
|φ(x)| dµ(x) < c(E)‖φ‖ <∞.

The collection of all measurable functions with finite norm is a complete
normed space and it is called a Banach function space.
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The associated space X∗ of a Banach function space X is the Banach
function space defined by the function norm

‖ψ‖X∗ = sup
{ \

M

|φ(x)ψ(x)| dµ(x) : ‖φ‖X ≤ 1
}
.

The distribution function and the nonincreasing rearrangement of a mea-
surable function are defined for every t ≥ 0 by

µ(φ, t) = µ{x ∈M : |φ(x)| > t},
φ∗(t) = inf{s ≥ 0 : µ(φ, s) ≤ t}.

A Banach function space X is rearrangement invariant if functions with
the same nonincreasing rearrangement have the same norm: if φ∗ = ψ∗ then
‖φ‖X = ‖ψ‖X .

It turns out that if a Banach function spaceX is rearrangement invariant,
then also the associate space X∗ is rearrangement invariant. If a rearrange-
ment invariant Banach function space is contained in another, X ⊆ Y , then
the inclusion is continuous, ‖φ‖Y ≤ c‖φ‖X .

Since in a rearrangement invariant Banach function space the norm de-
pends only on the nonincreasing rearrangement, it makes sense to speak
of the “same” space over different measure spaces. In the sequel we shall
write X(RN ) for a rearrangement invariant Banach function spaces over R

N

equipped with the Lebesgue measure, and we shall use the same letter X
to denote two spaces X(RN ) and X(RD) over different measure spaces but
with the same image under the nonincreasing rearrangement mapping.

As a general reference on function spaces see the books [2] and [7].
The operators considered in this paper are defined, via the Fourier trans-

form, by

T̂ φ(ξ) = m(ξ)φ̂(ξ).

When such an operator is bounded from X(RN ) into Y (RN ) we call the
function m(ξ) a multiplier from X(RN ) into Y (RN ).

In the sequel we shall need the following elementary properties of multi-
pliers.

Lemma 5. Let m(ξ) and n(ξ) be multipliers on a rearrangement invariant

Banach function space X(RN ), let α be a vector in R
Nand let ̺ be an N×N

real matrix with determinant ±1. Then m(ξ), m(ξ̺+α), m(ξ) exp(2πiα ·ξ),
and m(ξ)n(ξ), are again multipliers on X(RN ).

P r o o f. The proof for the spaces Lp(RN) is well known, and the proof
for rearrangement invariant Banach function spaces is the same. See [4].

Lemma 6. Let ξ = (ζ, η), with ζ ∈ R
D and η ∈ R

N−D, and let ℓ(ξ) =
m(ζ) n(η) be a nonzero multiplier of X(RN ). Then m(ζ) and n(η) are mul-

tipliers of X(RD) and X(RN−D) respectively.
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P r o o f. Again the proof for the spaces Lp(RN ) is well known. Let
M and N be the operators associated with the multipliers m(ζ) and n(η).
There exists a test function ψ(z) in the Schwartz space S(RN−D) such that

|{z ∈ R
N−D : |Nψ(z)| > 1}| > 1,

and it is immediate to verify that if φ(y) is in X(RD) then the product
φ(y)ψ(z) is in X(RN ), and

|{y ∈ R
D : |Mφ(y)| > t}| ≤ |{(y, z) ∈ R

N : |Mφ(y)Nψ(z)| > t}|.
The lemma follows from this inequality for distribution functions.

2. Fourier transform

P r o o f o f T h e o r e m 1(i). If the Fourier transform is bounded from
a rearrangement invariant Banach function space X(RN ) into L1(Q), where
Q is the cube {x ∈ R

N : −1/2 ≤ xj < 1/2}, then one has the vector-valued
extension ∥∥∥

{∑

j

|Fψj |2
}1/2∥∥∥

L1(Q)
≤ c

∥∥∥{
∑

j

|ψj |2
}1/2∥∥∥

X
.

See Theorem 1.f.14 in [7].

Assume that X(RN ) is not contained in L1 + L2(RN ). Since functions
in a rearrangement invariant Banach function space are locally integrable,
there must exist functions which are in X ∩ L∞(RN ) but not in L2(RN ).
Hence there exists a sequence {αj}j∈ZN with

∑
j∈ZN |αj |2 = ∞ , and with∑

j∈ZN αjχj+Q in X(RN ). Then
∥∥∥
{ ∑

j∈ZN

|αjχj+Q|2
}1/2∥∥∥

X
=

∥∥∥
∑

j∈ZN

αjχj+Q

∥∥∥
X
<∞,

but Fχj+Q(ξ) = exp(−2πij · ξ)FχQ(ξ), so that for almost every ξ,
{ ∑

j∈ZN

|F [αjχj+Q](ξ)|2
}1/2

=
{ ∑

j∈ZN

|αj |2
}1/2

|FχQ(ξ)| = ∞.

P r o o f o f T h e o r em 1(ii). It is possible to give a direct proof of this
part of the theorem, but we have been suggested a shorter approach which
is based on part (i) of the theorem.

If the Fourier transform is bounded on the rearrangement invariant Ba-
nach function space X(RN ) then, by (i), X(RN ) is contained in L1+L2(RN)
and the image via the Fourier transform of X(RN ) is contained in L2 +
L∞(RN ). Since FFφ(x) = φ(−x), it also follows that X(RN ) is contained
in L2 + L∞(RN ).

By splitting a function into φχ{|φ|>1} + φχ{|φ|≤1} one easily checks that

(L1 + L2(RN)) ∩ (L2 + L∞(RN )) = L2(RN )

and therefore X(RN ) ⊆ L2(RN ).
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Since
T
RN Fφ(x)ψ(x) dx =

T
RN φ(x)Fψ(x) dx, the boundedness of the

Fourier transform on X(RN ) implies the boundedness also on the associated
space X∗(RN ), and so X∗(RN ) ⊆ L2(RN ). This yields X(RN ) = L2(RN ).
Moreover, one can show, directly or by general properties of inclusions be-
tween rearrangement invariant Banach function spaces, that the norm of
X(RN ) is equivalent to the norm of L2(RN ).

3. Evolution equations. To prove Theorem 2, first we shall show
that if P (ξ) is a real polynomial in N variables of degree strictly greater
than one and if exp(itP (ξ)) is a multiplier on X(RN ), then the multiplier
exp(−4π2it|ζ|2) associated with the Schrödinger equation in R × R is a
multiplier on X(R). Then we shall show that the Schrödinger multiplier is
bounded only on L2(RN ).

Lemma 7. If P (ξ), ξ ∈ R
N , is a real polynomial in N variables of de-

gree strictly greater than one, and if for some t the multiplier exp(itP (ξ))
is bounded on X(RN ), then for some t the multiplier exp(−4π2it|ζ|2) is

bounded on X(R).

P r o o f. Observe that if exp(itP (ξ1, . . . , ξN )) is a multiplier on X(RN )
then, by Lemma 5, the product

exp(itP (ξ1, . . . , ξj + 1, . . . , ξN ))exp(itP (ξ1, . . . , ξj , . . . , ξN ))

= exp(it(P (ξ1, . . . , ξj + 1, . . . , ξN ) − P (ξ1, . . . , ξj , . . . , ξN )))

is again a multiplier on X(RN ). This “differentiation” procedure decreases
the degree of the polynomial involved in the multiplier, and iterating one
can reduce the polynomial to a nonzero quadratic form plus a linear term.
Again, by Lemma 5, we can discard the linear term, which corresponds to a
translation, and with a rotation we can diagonalize the quadratic form. We
thus deduce that

exp(it(α1ξ
2
1 + . . .+ αNξ

2
N )) =

N∏

k=1

exp(itαkξ
2
k)

is a multiplier onX(RN ). Finally, by Lemma 6,we conclude that exp(itαkξ
2
k)

is a multiplier on X(R).

Lemma 8. Let the operator S be defined by

Ŝφ(ξ) = exp(−4π2it|ξ|2)φ̂(ξ).

Then the only rearrangement invariant Banach function space X(RN ) on

which this operator is bounded is the space L2(RN).
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P r o o f. Since the kernel associated with the multiplier exp(−4π2it|ξ|2)
is the gaussian (4πit)−N/2 exp(i|x|2/(4t)), we have

Sφ(x) = (4πit)−N/2
\

RN

exp

(
i|x− y|2

4t

)
φ(y) dy

= (4πit)−N/2 exp

(
i|x|2
4t

)

×
\

RN

exp

(−ix · y
2t

)[
exp(

i|y|2
4t

)
φ(y)

]
dy

= (4πit)−N/2 exp

(
i|x|2
4t

)
F

[
exp

(
i|y|2
4t

)
φ(y)

](
x

4πt

)
.

Hence the boundedness of the Schrödinger operator S on a rearrange-
ment invariant Banach function space is equivalent to the boundedness of
the Fourier transform F , and the lemma follows from Theorem 1.

4. The wave equation. In the sequel we shall consider the wave
operator at time t = 1, that is,

Ŵφ(ξ) = cos(2π|ξ|)φ̂(ξ).

To prove Theorem 3 we test this operator on characteristic functions,
and for this we appeal to the intuitive understanding of waves. The idea
is that a circular wave gets higher when it moves towards the center, while
it gets smaller moving away. The technical details are particularly simple
for waves in three dimensions, as the following lemma shows. We point out
that in order to prove the theorem we do not strictly need this lemma, but
the analogous lemma in two dimensions. However, since the proof in three
dimensions is much more transparent we report this case as well.

Lemma 9. Consider the wave equation in R × R
3. If ε is suitably small

and 0 < δ < ε < 2δ, then

(i) Wχ{δ<|x|<ε}(x) > ε/4 in the annulus {1 + δ < |x| < 1 + ε},
(ii) Wχ{1+δ<|x|<1+ε}(x) > 1/(2ε) in the annulus {δ < |x| < ε}.

P r o o f. The radial part of the Laplace operator∆ in R
3 is the differential

operator

∂2

∂r2
+

2

r

∂

∂r
.

Therefore the radial solutions of the wave equation (∂2/∂t2)u(t, x) =
∆u(t, x) also satisfy the one-dimensional wave equation (∂2/∂t2)[ru(t, r)] =
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(∂2/∂r2)[ru(t, r)]. The solution of the Cauchy problem




∂2

∂t2
u(t, x) =

3∑

i=1

∂2

∂x2
i

u(t, x),

u(0, x) = φ(x),

∂

∂t
u(0, x) = ψ(x),

with radial initial data φ(x) = Φ(|x|) and ψ(x) = Ψ(|x|), Φ and Ψ even
functions on R, is thus given by the d’Alembert formula

u(t, x) =
(t+ |x|)Φ(t+ |x|) − (t− |x|)Φ(t− |x|)

2|x| +
1

2|x|

|x|+t\
|x|−t

sΨ(s) ds.

Using this formula we obtain

Wχ{δ<|x|<ε}(x) =
|x| − 1

2|x|

for every point in the annulus {1+δ < |x| < 1+ε} and (i) follows. Similarly

Wχ{1+δ<|x|<1+ε}(x) =
1 + |x|
2|x|

in the annulus {δ < |x| < ε} and also (ii) follows.

Lemma 10. Consider the wave equation in R×R
2. There exists a positive

constant c such that if ε is suitably small and 0 < δ < ε < 2δ, then

(i) Wχ{δ<|x|<ε}(x) > c
√
ε in the annulus {1 + δ < |x| < 1 + ε},

(ii) Wχ{1+δ<|x|<1+ε}(x) > c/
√
ε in the annulus {δ < |x| < ε}.

P r o o f. One has the following integral representation for the solution of
the wave equation in R × R

2:

u(t, x) =
∂

∂t

{
t

2π

\
{|y|<1}

φ(x+ ty)√
1 − |y|2

dy

}
+

t

2π

\
{|y|<1}

ψ(x+ ty)√
1 − |y|2

dy.

Observe that

2π\
0

χ{|z|<ε}(r + tseiθ) dθ = 2Arcos

(
s2t2 + r2 − ε2

2rst

)
.

Hence if t = 1, |x| = r, and 1 + δ < r < 1 + ε, after some painful
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computations one obtains

Wχ{δ<|x|<ε}(x) = Wχ{|x|<ε}(x)

= 2

1\
r−ε

Arcos
(

r2+s2−ε2

2rs

)
√

1 − s2
s ds

+ 2

1\
r−ε

s(r2 − s2 − ε2)√
[(r + ε)2 − s2][s2 − (r − ε)2][1 − s2]

ds.

The contribution of the first integral is much smaller than
√
ε. Now

observe that if ε is suitably small then r2−s2−ε2 ≈ ε and (r+ε)2−s2 ≈ ε,
so that the second integral is of the order of

√
ε

1\
r−ε

ds√
[s− (r − ε)][1 − s]

ds =
√
ε π.

This proves (i). The proof of (ii) is similar.

Since

2π\
0

χ{|z|>1+δ}(r + tseiθ) dθ = 2Arcos

(
(1 + δ)2 − r2 − s2t2

2rst

)
,

if t = 1, |x| = r, and δ < r < ε, we have

Wχ{1+δ<|x|<1+ε}(x) = Wχ{|x|>1+δ}(x)

= 2

1\
1+δ−r

Arcos
( (1+δ)2−r2−s2

2rs

)
√

1 − s2
s ds

+ 2

1\
1+δ−r

s[(1 + δ)2 + s2 − r2]√
[(r + 1 + δ)2 − s2][s2 − (1 + δ − r)2][1 − s2]

ds.

The first integral is bounded independently of ε and the second integral
is of the order of 1/

√
ε.

Lemma 11. Consider the wave equation in R×R
N . Let α and β be posi-

tive numbers. Then there exists a set A of measure α such that WχA(x) > β
for all x in a set of measure greater than cαβ−2.

P r o o f. The case N = 2 follows from the previous lemma. Consider first
β small. Let {xj}m

j=1 be a sequence of points of R
2 such that |xi − xj | > 4,

and let A =
⋃m

j=1{δ < |x− xj | < ε}, with 0 < δ < ε < 2δ < 1. Then by the

previous lemma WχA(x) > c
√
ε in the set

⋃m
j=1{1 + δ < |x− xj | < 1 + ε}.
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Since
∣∣∣

m⋃

j=1

{δ < |x− xj | < ε}
∣∣∣ = mπ(ε2 − δ2) ≈ mε(ε− δ),

∣∣∣
m⋃

j=1

{1 + δ < |x− xj | < 1 + ε}
∣∣∣ = mπ[(1 + ε)2 − (1 + δ)2] ≈ m(ε− δ),

we choose ε = β2/c2 and δ and m such that mε(ε− δ) = α.
Consider now the case β large. Let A =

⋃m
j=1{1 + δ < |x− xj | < 1 + ε},

with 0 < δ < ε < 2δ < 1 and |xi − xj | > 6. Then by the previous lemma
WχA(x) > c/

√
ε in the set

⋃m
j=1{δ < |x − xj | < ε}. Now we choose

ε = c2/β2 and δ and m such that m(ε− δ) = α.
The case N > 2 follows from the case N = 2 via the method of descent.
Let W2 be the 2-dimensional wave operator and WN be the N -dimen-

sional one. Let Ã ⊂ R
2 be such that W2χÃ(x1, x2) > β in a set B̃ ⊂ R

2,
and let

A = {(x1, x2, . . . , xN ) ∈ R
N : (x1, x2) ∈ Ã, −2 < xj < 2, 3 ≤ j ≤ N}.

Since waves propagate with finite speed it is easy to see that

WNχA(x1, x2, . . . , xN ) = W2χÃ(x1, x2) > β

for every (x1, x2, . . . , xN ) in the set

B = {(x1, x2, . . . , xN ) ∈ R
N : (x1, x2) ∈ Ã, −1 < xj < 1, 3 ≤ j ≤ N}.

Lemma 12. There exist three positive constants c1, c2, c3 such that if∑n
k=1 βkχBk

is a simple function with {Bk} pairwise disjoint , then there

exists a set A with

c1

n∑

k=1

|βk|2|Bk| ≤ |A| ≤ c2

n∑

k=1

|βk|2|Bk|

and for nonincreasing rearrangements we have

[ n∑

k=1

βkχBk

]∗
(t) ≤ c3[WχA]∗(t).

P r o o f. Since waves propagate with finite speed, one easily verifies that
it is enough to consider simple functions of the form βχB . The proof then
follows from Lemma 11.

Lemma 13. Let X(RN ) and Y (RN ) be rearrangement invariant Banach

function spaces. If the operator W is bounded from X(RN ) into Y (RN ),
then Y (RN ) contains L2(RN ).

P r o o f. Let
∑n

k=1 βkχBk
be a simple function with {Bk} pairwise dis-

joint and normalized by
∑n

k=1 |βk|2|Bk| = 1. Then by Lemma 12 there exists
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a set A with |A| ≈ 1 and with nonincreasing rearrangement [
∑n

k=1βkχBk
]∗(t)

≤ c[WχA]∗(t). Hence

∥∥∥
n∑

k=1

βkχBk

∥∥∥
Y
≤ c‖WχA‖Y ≤ c‖χA‖X ≤ c ≤ c

∥∥∥
n∑

k=1

βkχBk

∥∥∥
L2
.

Since the inequality ‖∑n
k=1 βkχBk

‖Y ≤ c‖∑n
k=1 βkχBk

‖L2 holds for
every simple function in L2(RN ) with norm equal to 1, it also holds for
every simple function and every limit of simple functions. Hence we have
the imbedding L2(RN ) ⊆ Y (RN ).

P r o o f o f T h e o r e m 3. If the wave operator W is bounded from
X(RN ) into Y (RN ) then by Lemma 13, L2(RN ) is contained in Y (RN ).

Since
T
RN Wφ(x)ψ(x) dx =

T
RN φ(x)Wψ(x) dx, the boundedness of W

from X(RN ) into Y (RN ) implies the boundedness of W from the associated
space Y ∗(RN ) into X∗(RN ). As before we see that L2(RN ) is contained
in X∗(RN ), and by duality we can conclude that X(RN ) is contained in
L2(RN ).

P r o o f o f T h e o r e m 4. We have seen in the proof of Lemma 9 that
the three-dimensional wave operator at time t = 1 on radial functions φ(x) =
Φ(|x|) is given by

Wφ(x) =
(1 + |x|)Φ(1 + |x|) − (1 − |x|)Φ(1 − |x|)

2|x| .

Let X(R3) be a rearrangement invariant Banach function space which is
contained in L2

local(R
3). We have to prove that the operator W is bounded

from the subspace of radial functions inX(R3)+L2(R3) intoX(R3)+L2(R3),
and since W is already bounded on L2(R3), it is enough to show that W is
bounded from X(R3) into X(R3) + L2(R3).

Let B be the ball {x ∈ R
3 : |x| < 3} and decompose the operator W

into Wφ = W [χBφ] +W [χR3−Bφ].
The support of W [χBφ] is contained in the ball {x ∈ R

3 : |x| < 4}, and

‖W [χBφ]‖L2 ≤ ‖χBφ‖L2 ≤ c‖φ‖
X
.

The support of W [χR3−Bφ] is contained in {x ∈ R
3 : |x| ≥ 2} and it is

easy to check that this operator is bounded from X(R3) into X(R3). Indeed,
if |x| ≥ 2,

|W [χR3−Bφ](x)| ≤ |Φ(1 + |x|)| + |Φ(1 − |x|)|,
and

|{|x| > 2, |Φ(1 ± |x|)| > t}| ≤ c|{|Φ(|x|)| > t}|.
Let us say a few words about the proof of Theorem 4 when N 6= 3.
The Fourier transform of a radial function can be expressed in terms of

the Hankel or Fourier–Bessel transform. Using the asymptotic expansion of
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Bessel functions it can be shown that the solutions of the wave equation in
R

N with radial boundary data are given for |x| > t by

u(t, x) =
(|x| + t)(N−1)/2Φ(|x| + t) + (|x| − t)(N−1)/2Φ(|x| − t)

2|x|(N−1)/2

+ negligible error.

Using this estimate, the proof of the theorem when N 6= 3 follows as in
the case N = 3.
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