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1. Introduction. For $x \in \mathbb{R}$ let $g_{0}(x)=x / 2$ and $g_{1}(x)=(3 x+1) / 2$. Let $\mathbb{Q}[(2)]$ denote the local ring of fractions of $\mathbb{Z}$ at the prime ideal (2), i.e. the domain of all rational numbers having (written in least terms) an odd denominator. A number $p / q \in \mathbb{Q}[(2)]$ with $q$ odd is considered even or odd according to the parity of the numerator $p$. Then the Collatz sequence generated by $x_{0} \in \mathbb{Q}[(2)]$ is defined by

$$
x_{n}= \begin{cases}g_{0}\left(x_{n-1}\right) & \text { if } x_{n-1} \text { is even }  \tag{1}\\ g_{1}\left(x_{n-1}\right) & \text { if } x_{n-1} \text { is odd }\end{cases}
$$

for $n \in \mathbb{N}$. The structure of the set of Collatz cycles (i.e. periodic Collatz sequences) in $\mathbb{Q}[(2)]$ has been studied by Lagarias in [6]. Of course, if $x_{0} \in \mathbb{N}$, then the generated sequence is the usual integer Collatz sequence, and hence, statements about rational Collatz sequences have implications for integer Collatz sequences. We recall that the Collatz conjecture which states that
(C) for all $x_{0} \in \mathbb{N}$ there exists an index $n$ with $x_{n}=1$,
is still open. Of course $(\mathrm{C})$ is equivalent to the conjunction of $(\mathrm{A})$ and $(\mathrm{B})$ :
(A) $(1,2)$ is the only Collatz cycle in $\mathbb{N}$.
(B) Every Collatz sequence in $\mathbb{N}$ is bounded.

As a main reference about the Collatz problem we refer to [5]. For more recent results see [1], [2], [4], [8], [9], [6], [3] and [10]. Partial results are:
(D) The Collatz conjecture holds true for all initial values $x_{0} \leq 6.3 \cdot 10^{13}$ (see [7]).
(E) The length of a Collatz cycle in $\mathbb{N}$ which does not contain 1 is at least 17087915 (see [3]).

The aim of this article is to present some new techniques which allow a refined analysis of rational (and hence integer) Collatz cycles. In particular, we prove optimal estimates for the length of a positive cycle in terms of its
minimum. As an application, we derive an improved version of Eliahou's criterion, and we show that the length of Collatz cycles in $\mathbb{N}$ which do not contain 1 is at least 102225496 provided the Collatz conjecture is verified for all initial values $x_{0} \leq 212366032807211$ (this number is about 3.3 times larger than the actually verified bound mentioned in (D), but Eliahou's original criterion would require to check all initial values up to $2.9 \cdot 10^{14}$ which is about 4.6 times larger).
2. Auxiliary results. Let us start with some notations: Let $S_{l, n}$ denote the set of all 0-1 sequences of length $l$ containing exactly $n$ ones, $S_{l}=$ $\bigcup_{n=0}^{l} S_{l, n}$ and $S=\bigcup_{l \in \mathbb{N}} S_{l}$. With every $s=\left(s_{1}, \ldots, s_{l}\right) \in S_{l}$ we associate the affine function $\phi_{s}: \mathbb{R} \rightarrow \mathbb{R}, \phi_{s}=g_{s_{l}} \circ \ldots \circ g_{s_{2}} \circ g_{s_{1}}$. A sequence $\left(x_{0}, \ldots, x_{l}\right)$ of real numbers $x_{i}$ is called a pseudo-cycle of length $l$ if there exists $s=$ $\left(s_{1}, \ldots, s_{l}\right) \in S_{l}$ such that
(i) $\phi_{s}\left(x_{0}\right)=x_{0} \in \mathbb{Q}[(2)]$,
(ii) $g_{s_{i+1}}\left(x_{i}\right)=x_{i+1}$ for $i=0, \ldots, l-1$.

Notice that if $p / q \in \mathbb{Q}$ with $2^{r} \mid q$ then $2^{r} \mid \widetilde{q}$, if $\widetilde{q}$ denotes the denominator of $g_{i}(p / q)(i=0,1)$. Hence, every element of a pseudo-cycle is in $\mathbb{Q}[(2)]$. Thus, if $p / q$ and $g_{i}(p / q)=\widetilde{p} / \widetilde{q}$ are consecutive elements of a pseudo-cycle, then

$$
\begin{array}{ll}
i=0 & \text { if } p \text { is even, since else } \widetilde{p} / \widetilde{q} \notin \mathbb{Q}[(2)], \\
i=1 & \text { if } p \text { is odd, since else } \widetilde{p} / \widetilde{q} \notin \mathbb{Q}[(2)] .
\end{array}
$$

The conclusion of this simple observations is
Lemma 1. The set of pseudo-cycles coincides with the set of Collatz cycles in $\mathbb{Q}[(2)]$. Cycles are either positive or negative.

Let us now define the function $\varphi: S \rightarrow \mathbb{N}$ recursively by

$$
\begin{align*}
& \varphi(\})=0, \\
& \varphi(s 0)=\varphi(s),  \tag{2}\\
& \varphi(s 1)=3 \varphi(s)+2^{l(s)},
\end{align*}
$$

where $s$ denotes an arbitrary element of $S$ and $l(s)$ the length of $s . \varphi$ is easily computed explicitly (see also [6]):

$$
\begin{equation*}
\varphi(s)=\sum_{j=1}^{l(s)} s_{j} 3^{s_{j+1}+\ldots+s_{l(s)} 2^{j-1}} . \tag{3}
\end{equation*}
$$

An easy consequence of the definition (2) is the following decomposition formula which will be convenient afterwards:

$$
\begin{equation*}
\varphi(s \bar{s})=3^{n(\bar{s})} \varphi(s)+2^{l(s)} \varphi(\bar{s}) . \tag{4}
\end{equation*}
$$

Here $s \bar{s}$ is the concatenation of $s, \bar{s} \in S$, and $n(s)$ denotes here and subsequently the number of 1 in the sequence $s$. The second lemma shows how $\varphi$ is used to compute explicitly the function $\phi_{s}$.

Lemma 2 (Lagarias). For arbitrary $s \in S$ we have

$$
\phi_{s}(x)=\frac{3^{n(s)} x+\varphi(s)}{2^{l(s)}}
$$

and hence for every $s \in S$ there exists a unique $x_{0} \in \mathbb{Q}[(2)]$ which generates a Collatz cycle in $\mathbb{Q}[(2)]$ of length $l(s)$ and which coincides with the pseudocycle generated by s. $x_{0}$ is given by

$$
x_{0}=\frac{\varphi(s)}{2^{l(s)}-3^{n(s)}} .
$$

Proof. The proof is by induction with respect to $l(s)$ :
(i) $l(s)=1$ is easily checked from the definition.
(ii) $l(s)>1$ : if $s=\bar{s} 0$ then

$$
\phi_{\bar{s} 0}(x)=\frac{\phi_{\bar{s}}(x)}{2}=\frac{3^{n(\bar{s})} x+\varphi(\bar{s})}{2 \cdot 2^{l(\bar{s})}}=\frac{3^{n(s)} x+\varphi(s)}{2^{l(s)}} .
$$

The case $s=\bar{s} 1$ is analogous.
For $s \in S_{l}$ let $\sigma(s)$ denote the orbit of $s$ in $S_{l}$ generated by the left-shift permutation

$$
\lambda_{l}:\left(s_{1}, \ldots, s_{l}\right) \mapsto\left(s_{2}, \ldots, s_{l}, s_{1}\right),
$$

i.e. $\sigma(s):=\left\{\lambda_{l}^{k}(s): k=1, \ldots, l\right\}$. Furthermore, we define

$$
M_{l, n}:=\max _{s \in S_{l, n}}\left\{\min _{t \in \sigma(s)} \varphi(t)\right\} .
$$

Now, suppose, the Collatz conjecture is verified for all initial values $x_{0} \leq m$. If one can then show that

$$
\begin{equation*}
\forall n, l<L: \quad \frac{M_{l, n}}{2^{l}-3^{n}} \leq m \tag{5}
\end{equation*}
$$

it follows that the length of a Collatz cycle in $\mathbb{N}$ which does not contain 1 is at least $L$. Before we start with a detailed analysis of the crucial quantity $M_{l, n}$ in the next section, we mention a further technical lemma:

Lemma 3. Let $f_{i}$ be a non-increasing sequence of non-negative real numbers, and $c_{i}$ and $d_{i}$ be sequences such that for all $n \in \mathbb{N}$,

$$
\sum_{i=1}^{n} c_{i} \leq \sum_{i=1}^{n} d_{i} .
$$

Then for all $n \in \mathbb{N}$ we have

$$
\sum_{i=1}^{n} c_{i} f_{i} \leq \sum_{i=1}^{n} d_{i} f_{i} .
$$

Proof. The stronger assertion

$$
\sum_{i=1}^{n} c_{i} f_{i} \leq \sum_{i=1}^{n} d_{i} f_{i}-f_{n} \sum_{i=1}^{n}\left(d_{i}-c_{i}\right)
$$

is easily proved by induction.
3. The minimum in a Collatz cycle of length $l$. We start with a monotonicity property of the function $\varphi$.

Lemma 4. Let $s=\left(s_{1}, \ldots, s_{l}\right)$ and $t=\left(t_{1}, \ldots, t_{l}\right)$ be two distinct elements of $S_{l, n}$. If $\sum_{i=1}^{k} s_{i} \leq \sum_{i=1}^{k} t_{i}$ for all $k \in\{1, \ldots, l\}$, then $\varphi(s)>\varphi(t)$.

Proof. Because both sequences $s$ and $t$ contain exactly $n$ ones and because they are distinct, there exists a smallest number $k_{0}$ with $s_{k_{0}}=0$ and $t_{k_{0}}=1$ and a smallest number $k_{1}>k_{0}$ with $s_{k_{1}}=1$ and $t_{k_{1}}=0$. Now let $s^{\prime}$ be such that $s_{i}^{\prime}=s_{i}$ for $i \notin\left\{k_{0}, k_{1}\right\}, s_{k_{0}}^{\prime}=1$ and $s_{k_{1}}^{\prime}=0$. Then $\sum_{i=1}^{k} s_{i} \leq \sum_{i=1}^{k} s_{i}^{\prime} \leq \sum_{i=1}^{k} t_{i}$ (for all $k \in\{1, \ldots, l\}$ ).

Consider the sequence $\bar{s}=\left(s_{k_{0}+1}, \ldots, s_{k_{1}-1}\right)$. From (2) it is not hard to see that $\varphi(0 \bar{s} 1)>\varphi(1 \bar{s} 0)$ and by (4) we get $\varphi\left(s^{\prime}\right)<\varphi(s)$. If $s^{\prime} \neq t$ we can repeat the same procedure with $s^{\prime}$ as we have done with $s$ and find a sequence $s^{\prime \prime}$ such that $\varphi\left(s^{\prime}\right)>\varphi\left(s^{\prime \prime}\right)$. After finitely many repetitions we get $\varphi(s)>\varphi(t)$.

In the next lemma we determine the sequence $\widetilde{s}$ for which $\varphi$ attains the value $M_{l, n}$.

Lemma 5. Let $n \leq l$ be natural numbers. Let $\widetilde{s}_{i}:=\lceil i n / l\rceil-\lceil(i-1) n / l\rceil$ $($ for $1 \leq i \leq l)$. Then $\varphi(\widetilde{s})=\min _{t \in \sigma(\widetilde{s})}\{\varphi(t)\}=M_{l, n}$.

To indicate that the constructed $\widetilde{s}$ depends on $l$ and $n$, we will often write $\widetilde{s}(l, n)$ for it.

Proof of Lemma 5. Let $t \in S_{l, n}$. We can represent $\sum_{i=1}^{k} t_{i}(1 \leq$ $k \leq l$ ) by a staircase (see Figure 1). Assume there exists a $k_{0}$ such that $k_{0} n / l-\sum_{i=1}^{k_{0}} t_{i}>0$ is maximal. Then for $t^{\prime}=\lambda_{l}^{k_{0}}(t)$ we have

$$
\sum_{i=1}^{k} t_{i}^{\prime} \geq k n / l \quad \text { for all } 1 \leq k \leq l
$$

By construction of $\widetilde{s}$ we also have

$$
\sum_{i=1}^{k} t_{i}^{\prime} \geq \sum_{i=1}^{k} \widetilde{s}_{i} \geq k n / l \quad(1 \leq k \leq l)
$$

and by Lemma 4 we get $\varphi(\widetilde{s})>\varphi\left(t^{\prime}\right)$ and therefore

$$
\varphi(\widetilde{s}) \geq \min _{t^{\prime} \in \sigma(t)}\left\{\varphi\left(t^{\prime}\right)\right\} \quad \text { for all } t \in S_{l, n} .
$$
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Now we must show that $\varphi(\widetilde{s})=\min _{s \in \sigma(\widetilde{s})}\{\varphi(s)\}$. Let $\widetilde{s}^{\prime}:=\lambda_{l}^{m}(\widetilde{s})$ for an arbitrary $m$. Then by construction of $\widetilde{s}$ we see that

$$
\sum_{i=1}^{k} \widetilde{s}_{i}^{\prime} \leq \sum_{i=1}^{k} \widetilde{s}_{i} \quad(1 \leq k \leq l)
$$

and therefore $\varphi(\widetilde{s}) \leq \varphi\left(\widetilde{s}^{\prime}\right)$ (by Lemma 4).
From (3) we hence conclude
Corollary 1. For every $l$ and $n \leq l$ we have

$$
M_{l, n}=\sum_{j=1}^{l}(\lceil j n / l\rceil-\lceil(j-1) n / l\rceil) 2^{j-1} 3^{n-\lceil j n / l\rceil} .
$$

Using this explicit formula we now derive different estimates for $M_{l, n}$. A first rather rough estimate will be useful afterwards.

Proposition 1. For all $l$ and $n \leq n(l):=\left\lfloor l \log _{3} 2\right\rfloor$ we have

$$
\frac{M_{l, n}}{2^{l}-3^{n}} \leq \frac{n}{l} \cdot \frac{1}{2-3^{n / l}} .
$$

Proof. From Corollary 1 we infer that

$$
\begin{align*}
M_{l, n} & \leq \sum_{j=1}^{l}(\lceil j n / l\rceil-\lceil(j-1) n / l\rceil) 2^{j-1} 3^{n-j n / l}  \tag{6}\\
& =\sum_{i=1}^{l}(\lceil(l-i+1) n / l\rceil-\lceil(l-i) n / l\rceil) 2^{l-i} 3^{(i-1) n / l}
\end{align*}
$$

(where we have changed the order of summation). Observe now that $f_{i}:=$ $2^{l-i} 3^{(i-1) n / l}$ is a positive decreasing sequence. Furthermore, for all $k \leq l$ we have

$$
\sum_{i=1}^{k}(\lceil(l-i+1) n / l\rceil-\lceil(l-i) n / l\rceil) \leq \sum_{i=1}^{k} n / l .
$$

Applying Lemma 3 we hence conclude

$$
M_{l, n} \leq \sum_{i=1}^{l} 2^{l-i} 3^{(i-1) n / l} \frac{n}{l}=\frac{n}{l} \cdot \frac{2^{l}-3^{n}}{2-3^{n / l}}
$$

and the claim is proved.
The estimate (6) above is quite rough and in order to improve the result, we will consider appropriate pieces of the sequence $\widetilde{s}(l, n)$.

Proposition 2. If we set $x=2^{l} / 3^{n}$ and $m=2 n-l$, then

$$
\begin{equation*}
\frac{M_{l, n}}{3^{n}} \leq \alpha_{1} x^{1-1 / m}+\alpha_{2} \frac{x^{1-1 / m}-1}{x^{1 / m}-1} \tag{7}
\end{equation*}
$$

for all $l>6$ and $n=n(l)$. Here,

$$
\alpha_{1}=\frac{2 n+3 l}{9 m} \quad \text { and } \quad \alpha_{2}=\frac{6 n+l}{27 m} .
$$

Proof. For $l=1, \ldots, 159$, the assertion can be checked by direct computation, using Corollary 1 . If $l \geq 160$, then the sequence $\widetilde{s}$ (constructed as in Lemma 5) is composed of the sequences $110(=: Z)$ and $11010(=: A)$. So, let $\widetilde{s}=\left(a_{1}, \ldots, a_{m}\right), a_{i} \in\{A, Z\}$, be of length $l$. If $a$ denotes the number of $A$ and $z$ the number of $Z$ in $\widetilde{s}$, then it follows from

$$
5 a+3 z=l, \quad 3 a+2 z=n
$$

that $m=a+z=2 n-l$. Then

$$
\begin{equation*}
\varphi(\widetilde{s})=3^{n(\tilde{s})} \sum_{k=1}^{m}\left(\frac{8}{9}\right)^{\varepsilon_{Z}(k)}\left(\frac{32}{27}\right)^{\varepsilon_{A}(k)} \chi(k) \tag{8}
\end{equation*}
$$

where $\varepsilon_{Z}(k)$ and $\varepsilon_{A}(k)$ denote the numbers of $Z$ and $A$ respectively in the
initial sequence $\left(a_{1}, \ldots, a_{k-1}\right)$ of $\widetilde{s}$ and

$$
\chi(k)= \begin{cases}\frac{5}{9} & \text { if } a_{k}=Z \\ \frac{23}{27} & \text { if } a_{k}=A\end{cases}
$$

The formula (8) is easily proved by induction using the following formulas which are special cases of (4):

$$
\begin{aligned}
& \varphi(A *)=3^{n(A *)}\left(\frac{\varphi(*)}{3^{n(*)}} \cdot \frac{32}{27}+\frac{23}{27}\right), \\
& \varphi(Z *)=3^{n(Z *)}\left(\frac{\varphi(*)}{3^{n(*)}} \cdot \frac{8}{9}+\frac{5}{9}\right)
\end{aligned}
$$

Here, * denotes an arbitrary $0-1$ sequence. From

$$
\begin{equation*}
\frac{2 \varepsilon_{Z}(k)+3 \varepsilon_{A}(k)}{3 \varepsilon_{Z}(k)+5 \varepsilon_{A}(k)} \geq \frac{n}{l} \tag{9}
\end{equation*}
$$

we obtain

$$
\varepsilon_{Z}(k) \geq \varepsilon_{A}(k) \frac{5 n-3 l}{2 l-3 n}
$$

and on the other hand, from $\varepsilon_{A}(k)+\varepsilon_{Z}(k)=k-1$ and (9) it follows that

$$
\varepsilon_{A}(k) \leq(k-1) \frac{2 l-3 n}{2 n-l}
$$

Hence we can estimate as follows:

$$
\begin{align*}
\frac{\varphi(\widetilde{s})}{3^{n}} & =\sum_{i=1}^{m}\left(\frac{8}{9}\right)^{\varepsilon_{Z}(m-i+1)}\left(\frac{32}{27}\right)^{\varepsilon_{A}(m-i+1)} \chi(m-i+1)  \tag{10}\\
& \leq \sum_{i=1}^{m}\left(\left(\frac{8}{9}\right)^{\frac{5 n-3 l}{2 l-3 n}} \frac{32}{27}\right)^{(m-i) \frac{2 l-3 n}{2-l}} \chi(m-i+1) \\
& =\sum_{i=1}^{m} x^{1-i / m} \chi(m-i+1)
\end{align*}
$$

Notice that the sequence $x^{1-1 / m}$ is positive and decreasing, since $x=$ $\left.2^{l} / 3^{n} \in\right] 1,3[$. On the other hand, for arbitrary $k \in\{1, \ldots, m\}$ we have

$$
\sum_{i=1}^{k} \chi(m-i+1)=\frac{1}{27}\left(15 E_{Z}(k)+23 E_{A}(k)\right)
$$

where $E_{Z}(k)$ and $E_{A}(k)$ denote the number of $Z$ and $A$ respectively in $\left(a_{m-k+1}, \ldots, a_{m}\right)$. From

$$
\frac{2 E_{Z}(k)+3 E_{A}(k)+1}{3 E_{Z}(k)+5 E_{A}(k)} \geq \frac{n}{l}
$$

and $E_{Z}(k)+E_{A}(k)=k$ we derive that

$$
15 E_{Z}(k)+23 E_{A}(k) \leq k \frac{6 n+l}{m}+\frac{8 l}{m} .
$$

Thus

$$
\sum_{i=1}^{k} \chi(m-i+1) \leq \sum_{i=1}^{k} d_{i}
$$

if we set $d_{1}:=\alpha_{1}$ and $d_{i}:=\alpha_{2}$ for $i \geq 2$. Application of Lemma 3 to (10) and summation of the resulting geometric series finishes the proof.

Remark 1. Using similar arguments, one can estimate the growth of $M_{l, n}$. In fact, for all $l, n=n(l)$,

$$
\frac{1}{20} \leq \frac{M_{l, n}}{n 3^{n}} \leq \frac{7}{10}
$$

and for $l>10^{3}$ one can even replace $7 / 10$ by $1 / 2$.
Since we want to improve a criterion of Eliahou in the next section, it is now necessary to state one more technical lemma:

Lemma 6. For all $x \in] 1,3[$ and all $l>160$, and for $\alpha=0.9, n=n(l)$ and $\alpha_{1}, \alpha_{2}$, and $m$ as in Proposition 2 we have

$$
f(x):=\left(\alpha_{1} x^{1-1 / m}+\alpha_{2} \frac{x^{1-1 / m}-1}{x^{1 / m}-1}\right) \frac{3\left(x^{1 / n}-1\right)}{x-1} \leq \alpha .
$$

Remark 2. We will see in the proof that the value of $\alpha$ could be improved to $\lim _{z \rightarrow 1} f(z)=0.842 \ldots$ for $l$ large enough.

Proof of Lemma 6. Using $l \log _{3} 2-1 \leq n \leq l \log _{3} 2$ we first observe that

$$
\begin{aligned}
& \alpha_{1} \leq \frac{1}{9} \cdot \frac{2 \log 2+3 \log 3}{2 \log 2-\log 3-\frac{2 \log 3}{l}} \rightarrow \frac{1}{9} \cdot \frac{2 \log 2+3 \log 3}{2 \log 2-\log 3}=1.808 \ldots, \\
& \alpha_{2} \leq \frac{1}{27} \cdot \frac{6 \log 2+\log 3}{2 \log 2-\log 3-\frac{2 \log 3}{l}} \rightarrow \frac{1}{27} \cdot \frac{6 \log 2+\log 3}{2 \log 2-\log 3}=0.676 \ldots
\end{aligned}
$$

It can be checked elementarily that (for $l>160) f$ is concave for $x>1$. Hence, $f(x) \leq \lim _{z \rightarrow 1} f(z)+\lim _{z \rightarrow 1} f^{\prime}(z)(x-1)$. Calculating these values, on gets

$$
\begin{aligned}
\lim _{z \rightarrow 1} f(z) & =\frac{3}{n}\left(\alpha_{1}+\alpha_{2}(m-1)\right) \rightarrow 3 \alpha_{2}\left(2-\log _{2} 3\right)=0.842 \ldots \quad \text { as } l \rightarrow \infty \\
\lim _{z \rightarrow 1} f^{\prime}(z) & =\frac{3}{2 n^{2}}\left(\alpha_{1}+\alpha_{2}(m-1)\right)+\frac{3}{2 m n}\left(\alpha_{1}(m-2)-2 \alpha_{2}(m-1)\right) \\
& \rightarrow 0 \quad \text { as } l \rightarrow \infty
\end{aligned}
$$

and the claim follows easily from these facts.

We close this section with a further monotonicity lemma. We show that $M_{l, n}$ is increasing in $n$ for every fixed $l$ :

Lemma 7. If $n^{\prime}<n$ then $M_{l, n^{\prime}}<M_{l, n}$.
Proof. We may assume that $n=n^{\prime}+1$. Let $s=\widetilde{s}(l, n)$ and $s^{\prime}=\widetilde{s}\left(l, n^{\prime}\right)$ denote the $0-1$ sequences as constructed in Lemma 5 with the pairs $l, n$ and $l, n^{\prime}$ respectively. From the construction it follows that $t^{\prime}=1 s^{\prime} \in S_{l+1, n}$ dominates $t=0 s \in S_{l+1, n}$ in the sense that

$$
\sum_{i=1}^{k} t_{i} \leq \sum_{i=1}^{k} t_{i}^{\prime} \quad \text { for all } k \in\{1, \ldots, l+1\}
$$

Hence, Lemma 4 implies that $\varphi(t)>\varphi\left(t^{\prime}\right)$. Now (4) implies $\varphi\left(s^{\prime}\right)<\varphi(s)-$ $\frac{1}{2} 3^{n^{\prime}}$ and this proves the claim.

## 4. Comparison of different criteria

4.1. Crandall's criterion. The classical (implicit) estimate for the length of Collatz cycles is due to Crandall [1]:

Lemma 8 (Crandall). If $m>1$ is the minimum of a Collatz cycle generated by a sequence $s \in S_{l, n}$ with $n \leq n(l)$, then

$$
m<\frac{n(3+1 / m)^{n-1}}{2^{l}-3^{n}}
$$

Together with well-known facts about continued fractions this leads to Crandall's theorem.

Theorem 1 (Crandall). Let $p_{k} / q_{k}$ be convergents to $\log _{2} 3$. Then for $k>4$,

$$
n>\min \left(q_{k}, \frac{2 m}{q_{k}+q_{k+1}}\right)
$$

with $m$ and $n$ as in Lemma 8.
Using the fact that the Collatz conjecture was verified for all initial values $x_{0} \leq 2^{40}$, Lagarias [5] obtained as lower bound for the length of non-trivial Collatz cycles the value $l \geq 301994$.
4.2. Eliahou's criterion. In [3] Eliahou improved Crandall's estimate and obtained the following criterion.

Theorem 2 (Eliahou). If $k(m)$ denotes the smallest integer $k$ such that

$$
\frac{k}{n(k)} \leq \log _{2}\left(3+\frac{1}{m}\right)
$$

then for every Collatz cycle $C$ in $\mathbb{N}$,

$$
|C| \geq k(\min C)
$$

Using the theory of continued fractions Eliahou showed that $k\left(2^{40}\right)=$ 17087915 (this can also be checked directly from the definition).
4.3. Eliahou's criterion improved

Theorem 3. For every positive Collatz cycle $C$ in $\mathbb{Q}[(2)]$ we have

$$
|C| \geq k\left(\frac{\min C}{\alpha}\right)
$$

provided $|C|>160$.
Proof. Let $C$ be a positive Collatz cycle generated by some $s \in S_{l, n}$, $l>160$. Then by definition we have

$$
\begin{equation*}
\min C \leq \frac{M_{l, n}}{2^{l}-3^{n}} \leq \frac{M_{l, n(l)}}{2^{l}-3^{n(l)}} \tag{11}
\end{equation*}
$$

where we used the monotonicity Lemma 7 in the last step. Using the estimate in Proposition 2 and Lemma 6, we have

$$
\frac{M_{l, n(l)}}{2^{l}-3^{n(l)}} \leq f(x)\left(3 x^{1 / n(l)}-3\right)^{-1} \leq \alpha\left(2^{l / n(l)}-3\right)^{-1}
$$

where we used the notation of Lemma 6. From the last line and (11) we finally conclude

$$
\frac{|C|}{n(|C|)} \leq \log _{2}\left(3+\frac{\alpha}{\min C}\right)
$$

and the theorem is proved.
Theorem 3 tells in particular that Eliahou's estimates on the length of cycles (e.g. the one above in Section 4.3) are true with the weaker assumption that the Collatz conjecture only needs to be checked up to some value which is $10 \%$ smaller than the originally demanded value.
4.4. Optimal criterion. The following criterion (which according to Lemma 5 is optimal, since for every given cycle length there exists a cycle, namely the cycle generated by $\widetilde{s}$ in Lemma 5, with equality in (12) below) has the disadvantage that it is relatively costly to check it. However, we will include an example below which shows how to handle this problem.

Theorem 4. If $L(m)$ denotes the smallest integer $L$ such that for $n=$ $n(L)$,

$$
\frac{\sum_{j=1}^{L}\left(\lceil j n / L\rceil-\lceil(j-1) n / L\rceil 2^{j-1} 3^{n-\lceil j n / L\rceil}\right)}{2^{L}-3^{n}} \geq m
$$

then for every positive Collatz cycle $C$ in $\mathbb{Q}[(2)]$ we have

$$
\begin{equation*}
|C| \geq L(\min C) . \tag{12}
\end{equation*}
$$

As an example, suppose that the Collatz conjecture is verified for all initial values $x_{0} \leq m=212366032807211$. This is about three times larger
than the momentary world record of [7] which is $6.3 \cdot 10^{13}$. We want to prove that then the length of a non-trivial Collatz cycle is at least $L=102225496$.

First step: Using Theorem 2 or 3 and either the tables in [3] which list the function $k$ or direct computation, we conclude that $L \geq 17087915$.

Second step: A simple Mathematica procedure can check that

$$
\frac{n(l)}{l} \cdot \frac{1}{2-3^{n(l) / l}}<m
$$

or alternatively that

$$
\frac{1}{2} n(l)<m\left(\frac{2^{l}}{3^{n(l)}}-1\right)
$$

for all values of $l \in\left\{p_{16}, \ldots, p_{18}-1\right\} \backslash\left(A_{1} \cup A_{2}\right)$ where $A_{1}=\left\{k p_{16}: k=\right.$ $1, \ldots, 5\}$ and $A_{2}=\left\{k p_{16}+p_{14}: k=3,4,5\right\}$ (where $p_{14}=301994, p_{16}=$ 17087915 and $\left.p_{18}=102225496\right)$. The reason why $p_{17}$ is not dangerous is simply that $2^{p_{17}}-3^{q_{17}}$ is negative. Hence $M_{l, n(l)} /\left(2^{l}-3^{n(l)}\right)<m$ (according to Lemma 1 or Remark 1) for the mentioned set of values of $l$.

Third step: Using Corollary 1 we can check by direct computation that

$$
\frac{M_{l, n}}{2^{l}-3^{n}}<m
$$

for $l=p_{16}$ and $n=n(l)$.
Observe that $q_{16} \log _{3} 2=q+\varepsilon$ for some number $q \in \mathbb{N}$ and $\left.\varepsilon \in\right] 0,1 / 100[$ and this implies that $k n\left(q_{16}\right)=n\left(k q_{16}\right)$ for $k=1,2, \ldots, 100$. Hence the sequence $\widetilde{s}(l, n(l))$ constructed in Lemma 5 for $l=k q_{16}$ is just the concatenation of $k$ copies of the sequence $\widetilde{s}(l, n(l))$ constructed for $l=q_{16}$. Then from (4) it follows that

$$
\frac{M_{k q_{16}, n\left(k q_{16}\right)}}{2^{k q_{16}}-3^{n\left(k q_{16}\right)}}=\frac{M_{q_{16}, n\left(q_{16}\right)}}{2^{q_{16}}-3^{n\left(q_{16}\right)}}<m
$$

for $k=1,2, \ldots, 100$. This rules out in particular the whole set $A_{1}$ without further computation. The case $l \in A_{2}$ can be handled either with a similar argument or by direct verification.

Fourth step: From the first three steps we infer that

$$
\frac{M_{l, n(l)}}{2^{l}-3^{n(l)}}<m
$$

for all $l \in\left\{1, \ldots, p_{18}-1\right\}$. By the monotonicity Lemma 7 we finally conclude that in fact

$$
\frac{M_{l, n}}{2^{l}-3^{n}}<m
$$

for all $l \in\left\{1, \ldots, p_{18}-1\right\}$ and all $n \leq n(l)$. This proves the claim.

Notice that we would have used the value $m=2.9 \cdot 10^{14}$ in order to prove the same result by Eliahou's criterion.
5. Final remarks. All estimates on the length of Collatz cycles given so far are valid for rational Collatz cycles although they have been stated originally for integer Collatz cycles. But since we have seen that the minimum of rational cycles grows at least linearly in terms of their length (compare Remark 1), such an approach cannot be successful to prove (A). The only chance to achieve further progress in that question would hence involve number theoretical arguments, e.g. of the following kind:

If $\varrho_{l}$ denotes the right-shift permutation acting on $S_{l}$, i.e.

$$
\varrho_{l}:\left(s_{1}, \ldots, s_{l}\right) \mapsto\left(s_{l}, s_{1}, \ldots, s_{2}\right),
$$

then we obtain from (4) the following formulas which describe the effect of $\varrho_{l}$ on $\varphi$ :

$$
\begin{align*}
& \varphi\left(\varrho_{l}(s 0)\right)=\varphi(0 s)=2 \varphi(s 0), \\
& \varphi\left(\varrho_{l}(s 1)\right)=\varphi(1 s)=\frac{1}{3}\left(2 \varphi(s 1)+3^{n(s 1)}-2^{l(s 1)}\right) . \tag{13}
\end{align*}
$$

Then we have the following lemma.
Lemma 9. Let $s \in S_{l}, s \neq(0, \ldots, 0), \bar{s} 1 \in \sigma(s)$ and $2^{l(s)}-3^{n(s)}>0$. Then

$$
\begin{equation*}
\operatorname{gcd}\left(\varphi(\bar{s} 1), \varphi\left(\varrho_{l}(\bar{s} 1)\right)\right)=\operatorname{gcd}\left(\varphi(\bar{s} 1), 2^{l(s)}-3^{n(s)}\right) \tag{14}
\end{equation*}
$$

and in particular

$$
\begin{equation*}
\operatorname{gcd}(\varphi(t): t \in \sigma(s))=\operatorname{gcd}\left(\varphi(s), 2^{l(s)}-3^{n(s)}\right) . \tag{15}
\end{equation*}
$$

Proof. Let $x=\varphi(\bar{s} 1), l=l(s), n=n(s)$. Then from (13) we have $\varphi\left(\varrho_{l}(\bar{s} 1)\right)=\frac{1}{3}\left(2 x+3^{n}-2^{l}\right)$ and hence

$$
\operatorname{gcd}\left(x, \frac{1}{3}\left(2 x+3^{n}-2^{l}\right)\right)=\operatorname{gcd}\left(x, 2 x+3^{n}-2^{l}\right)=\operatorname{gcd}\left(x, 3^{n}-2^{l}\right) .
$$

Note that in the first line above we used the fact that $\frac{1}{3}\left(2 x+3^{n}-2^{l}\right) \in \mathbb{N}$ implies that $x$ is not a multiple of 3 . Observing then that

$$
\operatorname{gcd}\left(\varphi\left(s^{\prime} 0\right), \varphi\left(\varrho_{l}\left(s^{\prime} 0\right)\right)\right)=\operatorname{gcd}\left(\varphi\left(s^{\prime} 0\right), 2 \varphi\left(s^{\prime} 0\right)\right)=\varphi\left(s^{\prime} 0\right)
$$

we get (15).
Using Lemma 9 we see that $\neg(\mathrm{A})$ is equivalent to
(A') There exists a non-periodic $s \in S_{l}, l>3$, such that

$$
\operatorname{gcd}\{\varphi(t): t \in \sigma(s)\}=2^{l(s)}-3^{n(s)} .
$$
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Note added in proof. Recently, Tomás Oliveira e Silva (University of Aveiro, Portugal) has verified the Collatz conjecture for all initial values up to $3 \cdot 2^{50}$. Thus the length of non-trivial Collatz cycles is in fact at least 102225496.
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