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LP-decay of solutions to dissipative-dispersive
perturbations of conservation laws

by GRZEGORZ KARCH (Wroclaw)

Abstract. We study the decay in time of the spatial LP-norm (1 < p < o) of
solutions to parabolic conservation laws with dispersive and dissipative terms added

Ut — Ugzt — VUgr + bug = f(U)x or Ut + Uggxr — Vuga + bug = f(u)z,

and we show that under general assumptions about the nonlinearity, solutions of the
nonlinear equations have the same long time behavior as their linearizations at the zero
solution.

1. Introduction. It is well known that for ug € L'(R), the solution to
the one-dimensional heat equation

Ut = Ugy, tZO,xGR,
with the initial condition u(x,0) = ug(z) satisfies the estimate
[u(- )] Lo < CEP™D 2 Jug] 1.

This time decay is valid for more general parabolic equations, including non-
linear ones. For example, M. E. Schonbek [17, 18] considered n-dimensional
parabolic conservation laws u; — Au = div f(u) with initial conditions
up € L'(R™), and she has shown that for sufficiently regular ug the LP-norm
of the solution in the spatial variable decays like t"(1/P=1)/2  Her results are
generalized by M. Escobedo and E. Zuazua in [13] for less regular initial
data. They also show that the long time behavior of solutions is given by a
one-parameter family of self-similar solutions.

The aim of this paper is to examine similar decay properties of solu-
tions to more general one-dimensional evolution equations. We consider the
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Cauchy problem for two perturbed nonlinear conservation laws

(1.1) Ut — Uzt — Vg + DUy = f(U)y
and

where v > 0 and b are fixed constants, t > 0, z € R, supplemented with the
initial condition

(1.3) u(z,0) = up(z).

Both the equations are obtained from the hyperbolic conservation law u; —
f(u), = 0 by adding the simplest terms . Or —tzzt, and —vu,, modeling
dispersive and dissipative phenomena. In the case of b = 1 and f(u) =
—u?/2, (1.1) and (1.2) represent a marriage of the Benjamin-Bona—Mahony
[5] equation us 4+ uy — Ugyr + uu, = 0, or the Korteweg—de Vries equation
Ut + Ug + Upzr + v, = 0, with the classical Burgers equation u; + uu, =
V.. These equations arise as mathematical models for the unidirectional
propagation of nonlinear, dispersive, long waves. Here u(x,t) describes the
displacement of the medium from the equilibrium position, x and t are
proportional to the distance and elapsed time.

The long time behavior of solutions to (1.1) and (1.2) has already been
investigated. For example, Biler [6] and Dix [11] deal with equations more
general than (1.2), but they assume that f(u) = O(|u[P) as u — 0 for
sufficiently large p. Similar results concerning (1.1) are proved by Amick,
Bona, and Schonbek [4] for f(u) = —u?/2, and by Bona and Luo [7] and
Zhang [20], [21] for f(u) = —u"/r and r > 3. In these works the assumption
that f is sufficiently flat at 0 (that is, f(u) = O(Jul’) as u — 0 for p
sufficiently large) implies that solutions to the nonlinear equations (1.1) or
(1.2) have the identical decay properties as their linearizations (i.e. when
f =0). Another approach to study the decay of solutions to (1.1) and (1.2)
with small (in some sense) initial data, based on nonlinear scattering theory,
can be found in [3], [8], [11], [12], [15].

This work is devoted to investigating the asymptotic behavior of solu-
tions to (1.1) and (1.2) as ¢t — oo in the case of general nonlinearities, but we
restrict our attention mainly to solutions of (1.1). We obtain new estimates
of the LP-norms of solutions to the linearized problem (i.e. with f(u) = 0),
and this allows us to get the decay of solutions to the nonlinear equation.
Our argument involves an integral equation called the Duhamel formula (see
(2.4)) giving the solution in implicit form, and estimates of the LP-norms of
oscillatory integrals.

Remark 1.1. Of course, we can assume f(0) = 0, and replacing f(u) by
f(u)—= f'(0)u and b by b— f’(0) allows also postulating f’(0) = 0. Moreover,
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if f € C%*(R), then |f(u)| < Clul?, with C locally bounded in u. This will
be the main hypothesis on the nonlinearity in further considerations.

This paper is organized as follows. In Section 2 we discuss our main
results concerning (1.1). Section 3 presents simple asymptotic properties of
solutions to (1.1), a maximum principle in the case when v > |b| in (1.1),
and other technical tools. Section 4 contains proofs of Theorems 2.1 and 2.2
and Corollary 2.1. The decay in the pure dispersive case v = 0 in (1.1)
is examined in Section 5. In Section 6 we summarize the analogous theory
related to the equation (1.2).

NOTATION. We denote the LP(R)-norms by |- |,, the Sobolev space
W™P(R) norms by || - ||m,p, and the case p = 2 deserves the special no-
tation: W™2(R) = H™(R) and || - [[;m2 = || - lm- We shall also use the
Banach space

L3(R) = {g € L*(R) : {|g(@)*(1 + |a])? dw < oo}

endowed with the weighted norm [g|21 = ({]g(x)[*(1 + |z])? dz)/2. Clearly,
g € L?(R) if and only if § € H(R). For simplicity of notation we write
Lr H™ ... instead of LP(R), H™(R),... The Fourier transforms will be de-
noted by 9(§) = (27) ! { exp(—iz€)v(x) dz with the variable £ dual to z. All
the integrals with no integration limits are meant to be calculated over R.
Generic positive constants are denoted by C; they do not depend on z and
t, they may depend sometimes on ug, and they may vary from line to line.

2. Main results. In this section we present results concerning solu-
tions to (1.1). Their counterparts for the equation (1.2) are formulated in
Section 6.

For technical reasons, we change variables in (1.1) introducing the new
function v(z,t) = u(x + bt,t), which solves the problem

Vt = Vgt — VWaz + Ugze = f(u)xv
v(z,0) = ug(x).
Note that |v(-,t)|, = |u(-,t)|, for all t > 0 and p € [1, x0].

Our first step in the study of properties of solutions to the equation (2.1)
is to consider its linearization around the trivial solution u = 0, namely

(2.1)

(2.2) Vi — Vgt — VVgz + DUpza = 0.

Taking the Fourier transform with respect to the variable z we can solve
(2.2) and write this solution as the action of a semigroup of linear operators
S(t) on the initial condition wug:

(2.3) v(z,t) = S(t)uo(x) = |exp(t®(€) + iw€)io (£) de,
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where (&) = (—v€2 4 ib&3)(1 + £2)~1. The next proposition describes the
decay properties of solutions to the linearized equation (2.2).

PROPOSITION 2.1. Let 1 < p < oo and S(t) be the semigroup of linear
operators (2.3), ug € H' N L3. Then there exist positive constants C, «
independent of t, ug, and A = A(p, ||uo||1, |uol2,1) such that

1S(t)uo ()|, < C(1+ 1) HP=D2|ugly + A(p, [[uo 1, [uol2,1)e "

A (sufficiently regular) solution of (1.2) satisfies the integral equation
obtained from the variation of parameter formula or the Duhamel formula,
which can be checked using the Fourier transform with respect to x:

¢
(2.4) v(z,t) = S(thug(x) + | S(t — )K" % f(v(x, 7)) dr.
0

Here K (z) = exp(—|z|)/2 is the fundamental solution of the operator I —d2.

A solution v € C([0,T'); X) of (2.4) for some T > 0 and a Banach space
X is meant to be a generalized solution to (2.1) and is called a mild solution.
All results from this work concern mild solutions to (2.1), and (2.4) will be
the main tool in our proofs.

If ug € H® for s > 1, then the Cauchy problem (2.1) with v > 0 and f €
C!(R) has a unique global mild solution v € C([0,00). The local existence
can be shown by a standard argument using the Banach fixed point theorem.
This local solution can be extended to [0, 00), because ||v(-,t)||1 < |luoll1 (see
Proposition 3.1). If in addition ug € L', then v € C([0,00); L). We refer
the reader to [4, Theorem 2.2] for more details.

The local existence of mild solutions to (1.2) with ¥ > 0 in the space
CY([0,T); H') can be justified in a similar way. Moreover, if uy € L', then
u € C([0,T); LY). If |lugl|y is sufficiently small or if |f'(u)] < C(|ulP + 1)
with 0 < p < 2 (see [6]), then the problem (1.2), (1.3) is globally well-posed.
We refer to [2] for a discussion of other conditions guaranteeing the global
existence. The analysis is much more subtle when v = 0 in (1.2), and a
review of the recent theory can be found in [15].

An important tool in proving the decay of solutions to parabolic con-
servation laws is the property that the nonnegative initial data ug produce
nonnegative solutions wu(z,t) for all ¢ > 0. A direct consequence of this
is: for ug € LY(R™), |u(-,t)]1 < |ugl1 and this estimate gives the decay of
other LP-norms of u (cf. [13], [17], [18]). In the case of the equations (1.1)
and (1.2), the maximum principle mentioned above usually fails, hence it
is necessary to use different techniques in order to get boundedness of the
norm |u(-,t)|y for ¢ > 0. This bound seems to be crucial in the proof of the
decay of solutions to (1.1) and (1.2), as observed in [4, Lemma 5.1]. That
result says that if f(u) = —u?/2 and ug € L' N H!, then the estimates
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SUp;s [u(, 1)1 < oo and sup;sq t/2|u(-, )3 < oo of solutions to (1.1) or
(1.2) are equivalent. Similar considerations for other norms are used in the
proofs of Corollary 5.2 of [4] and Corollary 5.2 of [7]. We extend those re-
sults to general f and other LP-norms of u. Our first theorem says that for
general nonlinearities LP-decay properties of solutions to (1.1) for each p are
equivalent, and this extrapolation principle improves the results cited above.

THEOREM 2.1. Let v(z,t) be a solution of (2.1) with f € C*(R) and
v > 0 corresponding to the initial data ug € L3N H'. Assume that for some
po € [1,00) and a constant C' > 0,

(2.5) (- 1) ]py < C(1+1)/Po=D/2 0 for gl t > 0.

Then for every p € [1,00] there ezists a constant C = C(p, |uol2,1,||uol1)
such that the inequality (2.5) holds with py replaced by p.

COROLLARY 2.1. Suppose that S(t)ug(x) is defined by (2.3). Let 2 <p
< oo and uy € H?. Under the assumptions of Theorem 2.1 if f(0) = 0,
then

(-, t) — S(t)uo ()|, = ot HP~V/2)  as t — o0

Remark 2.1. If f7(0) = 0, then limy o t'/4v(-,t)|s = (Svm)~ /4 x
| {uo(x) dz|. This is a consequence of Corollary 2.1 and Lemma 3.3 of [4],
where this limit was computed for the linearized equation. This shows that
if {ug(z) dr # 0, then the decay rate t =1/ of the norm | - | is optimal.

Theorem 2.1 suggests the question when the assumed estimate (2.5) does
hold for some pg € [1,00). The next theorem gives three sufficient conditions
guaranteeing the validity of (2.5).

THEOREM 2.2. Let v denote the solution of (2.1) corresponding to the
initial condition ug € H' N L2, f € C*(R), and v > 0. Suppose in addition
that one of the following three conditions is satisfied:

(i) v > |b] and uy € H?,
(ii) |ugly is sufficiently small,
(iii) |f'(v)] < CJv|? for some C > 0.
Then for every 1 < p < oo there exists Cp, = C(p,uo) such that
(-, t)]p < Cp(1 +1)/P=V/2 for all t > 0.

For v > |b| the dissipative term dominates dispersive effects and then
the maximum principle mentioned above begins to be valid after finite time
and the inequality |v(-,t)[1 < |v(-,T)| holds for some "> 0 and all ¢t > T
(cf. Proposition 3.2 and Corollary 3.1). Hence we have (2.5) with pg = 1.

The decay result for (2.1) under the assumption (ii) is new, while an
analogous fact for (1.2) is known (see [11]).



70 G. Karch

The decay of solutions to (1.1) and (1.2) with f satisfying (iii) is proved
in [7] and [21]. Here we present a shorter, direct argument.

We also examine the decay in time when v = 0 in (1.1), that is, in the
absence of dissipative effects in our mathematical model. We consider the
L*°-decay of solutions to the initial value problem

(2.6) U — Uggt + by = f(u)s

with the initial condition u(z,0) = wug(z). Here we shall assume b # 0.
This assumption seems to be essential, because for f(u) = 0 the equation
Uy — Ugze¢ = 0 has no remarkable asymptotic properties. We can check using
the Fourier transform that in this case every sufficiently regular solution is
constant in time.

The solution of (2.6) satisfies the integral formula (2.4) with S(¢) replaced
by T'(t), the semigroup of linear operators associated with the linearization
of (2.6) at 0. In the Fourier variables we can write

(2.7) T (t)uo(w) = \exp(it¥ (§) + ix€)io (£) dé,

where ¥(£) = —b&(1 + £2)7L.

The next theorem improves results from [3] and from [12] for f(u) =
—uPT!/(p + 1). Our proof allows us to consider more general nonlinearities
and we assume that one of the norms ||ug||2,1 and ||ugl|1 of the initial condi-
tion is small enough, instead of assuming this either for |ug|; + [Jugl|s as in
(3], or for |ug|1 +|lug|7/2 as in [12]. The van der Corput lemma (Lemma 3.2)
used in the proof simplifies several technical computations.

THEOREM 2.3. Let u be the solution of (1.1) with the initial condition
ug € W2 N HY. Assume v =0, b# 0, and |f'(u)| < Clul? for some p > 4.
Then there exists 6 > 0 such that if either |Jug|l2,1 < 6 or ||uglls < 0, then

[u(-,)|oo < CA+8)"Y3  forall t >0,

where the constant C > 0 depends only on uy. Moreover, there existu™, u™
such that ||u(-,t) —uF(-,t)||1 tends to 0 as t tends to Foo, where uT (x,t) =
T(t)uT(x) is the solution of the linearized equation.

3. Basic lemmas and preliminary estimates. Our goal here is to
gather basic facts needed to prove the theorems from Section 2. The first
proposition collects some elementary properties of solutions to (1.1).

PROPOSITION 3.1. Assume that u is the solution of (1.1) corresponding
to the initial data ug € H?. Then

(1) [lul, )l < [luolly,
(1) e, ug, ug € L2(R x RT),
(iil) |uz (- t)]2 — 0 and |u(-,t)]|eo — 0 as t — oo.
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The proof follows the arguments for [4, Lemma 3.1] and [7, Lemma 4.1
and Corollary 4.2], and consequently we skip it.

If the dissipative term —vu,, dominates dispersive effects, then for suffi-
ciently large t the equation (1.1) generates a family of nonlinear contractions
on L'. We make this precise in the next proposition inspired by [16].

PROPOSITION 3.2. Suppose v > |b|, ug,wo € L* N H?, and u,w are the
solutions of (1.1) corresponding to the initial data ug, wo. Then there exists
T > 0 such that for all T < s <t,

(31) |’LL(-,t) _w('vt)h < |’LL(-,8) _w('78)|1'

Proof. We multiply (1.1) by K(z — y), where K(2) = e~1?1/2, and we

integrate with respect to y over R to obtain

(3.2) ug(z,t) = —vu(z,t) + vK xu(z,t) + K * [—bu+ f(u)](z,t).

Now multiplying by e”! and integrating over [s,t] we get
t

(3.3)  e"'u(x,t) = e"Su(x, s)+§ e’T(vK xu(z, )+ K'x[—bu+ f (u)](z, 7)) dT.
S

Considering a similar formula for w and subtracting it from (3.3) we obtain

t

(3.4) e’Hu —w)(x,t) = " (u —w)(z, s) + Se’”A(m, T) dT,
where
(3.5) Az, 1)

=vK*(u—w)(z,7) + K * [-blu —w) + f(u) — f(w)](x,7)

= 2 Vel w)(y,7) + b~ w) + F(u) — F(w)](w,7)} dy

xT

+ % | e {w(u—w)(y,m) — [~b(u—w) + f(u) — f(v)](y, 7)} dy.

— o0

Since (f(u)— f(w))(x,t)/(u—w)(z,t) — f'(0) = 0 as t — oo uniformly with
respect to  (from Proposition 3.1 and Remark 1.1), by the assumption on
v there exists T' > 0 such that |(f(u) — f(w))(z,t)/(u — w)(z,t)] < v — |b]
for every t > T and x € R, which implies

(f(u) = f(w))(z,t) (f(w) = f(w))(=,1)
(u —w)(x,t) (u —w)(z,t)

Keeping this in mind, using (3.5) and changing the order of integration we
get

v—>b+ = 2v.

'+‘V—|—b+
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(3.6)  [AC,)h
< %S | e+ b)(u —w)(y, 7) + (f(w) — f(w))(y, 7)| dy d
+ %S [ eI = )(u—w)(y,7) — (f(u) - F(w))(y, )| dy do

= % VI +0)(w = w)y ) + (f(u) = f(w)(y,7)]
+ 1w = 0)(u —w)(y,7) = (f(u) = f(w))(y, )|} dy

< V‘u('ﬂ—) - w('vt)‘l

for 7 > T. Hence if we assume T < s < t, and if we take the L'-norm of
(3.4) with respect to x, using (3.6), we obtain
t
eyt|u('7t) - w('vt)|1 < eus|u(" 8) - ’LU(', 8)|1 + VSEVT|U('7T) - ’LU(',T)|1 dr.
S

Now the Gronwall lemma applied to the function e”|u(-,t) — w(-,t)|; con-
cludes the proof.

If t > T, then the contraction property (3.1) allows us to obtain a sort of
maximum principle for solutions to (1.1). This is an immediate consequence
of a modification of a lemma proved by M. G. Crandall and L. Tartar [9].
We present here a full proof to show that we do not need their additional
assumptions about the set where our mappings are defined.

LEMMA 3.1 (Crandall and Tartar). Fiz M C L' and a mapping T :
M — L' preserving the integral, i.e. \T f(z)dx =\ f(x) dz, and satisfying
|Tf—Tgl1 <|f—gl1 for every f,g € M. Then f < g a.e. impliesTf <Tg
a.e.

Proof. Let f,g € M. We write s = (|s| + s)/2. The inequality f < g
a.e. gives

2\(Tf—Tg)"

W75 -Tgl+\(Tf Ty
<\lf—g+\f-9=2{r-9t =0
Thus Tf—Tg <0 a.e.

COROLLARY 3.1. Let v,u,w satisfy the assumptions of Proposition 3.2.
Suppose that u(x,s) < w(z,s) for every x € R and some s > T. Then
u(z,t) < w(x,t) for allt > s. In particular, if, for some s > T, u(x,s) >0
for every x € R, then u(x,t) > 0 for every x € R and t > s.
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Proof. We apply directly Lemma 3.1 with M = L*'NH?, f(x) = u(x, s),
and g(z) = v(z,s). We define Tu(z,s) = u(z,t) for s < t. The equality
Vu(z,t) de = §up(x) dz, which holds for every t > 0 and ug € M, shows that
T preserves the integral. Proposition 3.2 implies that 7 is a contraction for
t>1T.

Properties of solutions to (1.1) established in Proposition 3.2 and Corol-
lary 3.1 were observed by B. L. Lucier [16], but only for f globally Lipschitz
continuous. In that case the inequality (3.1) holds for every ¢ > s > 0. We
also refer to [4, Theorem 5.4], where similar considerations are presented for
f(u) = —u?/2, and to the paper of E. DiBenedetto and M. Pierre [10] inves-
tigating linear pseudoparabolic equations on a bounded open set {2 C R".

Remark 3.1. The application of the L'-norm to (3.3) with s = 0 and
the Gronwall lemma give

(3.7) lu(-,t)|1 < |uolre®

for a positive constant ¢ independent of t. To get it we can use the estimate
|f(u)| < Clul, which is valid for all f € C*(R), f(0) = 0, and for u belonging
to any bounded set. We stress the fact that the inequality (3.7) holds for
every ug € L' N H' and v > 0. On the other hand, Theorem 2.2 says that
some additional assumptions give the bound |u(-,t)|; < C for some C > 0
depending on ug but independent of .

To end this section, we formulate a basic technical tool useful in esti-
mating integrals with an exponential oscillating factor.

LEMMA 3.2 (van der Corput). Suppose h, g are sufficiently smooth func-
tions defined on [a,b] and h is real-valued. Then
b b
| Sexp(in(€)g(€) de| < O(n) (Ig(®)l + 19/ (©)] ¢ ).
where
o) = {B(min[mb} \h|)~1/2 if W' #0 on [a,b],
| 18(ming, 4 [RP])7H3if B3 #£0 on [a,b].

This is a well-known fact concerning one-dimensional oscillatory integrals
and the proof can be found e.g. in the book of Stein [19, Ch. VIII, §1,
Corollary of Proposition 2].

Here we also recall two results frequently used in the nonlinear scattering
theory for small solutions.

LEMMA 3.3. Suppose that a positive continuous function q defined on
[0,00) satisfies the inequality q(t) < ¢y + coq(t)"™ with some c1,co > 0, and
k > 1. Then there exists a constant § > 0 such that if either ¢; < § or
co <0, then q is bounded from above.
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Proof. The maximum of the function ¢ — ¢ — ¢; — c2¢” on [0,00) is
positive and finite if either ¢ or ¢y is small enough.

LEMMA 3.4. Assume « € (—1,0] and 8 < 0. There exists C independent
of t such that

t . C(l +t>a+,5+1 ’lf 1< B’
S(l—i—(t—T)) (1—|—T)*Bd7'§{0(1+t)a if p<—L

0

g/ 24 Si /2 the above inequality is

obtained by estimating each term by the supremum of one of the integrated
factors.

Proof. After splitting the integral into |

4. Decay of solutions to (1.1) in the presence of dissipative
effects (v > 0). The proof of Proposition 2.1 is preceded by a lemma,
where we compute the decay rate of the oscillatory integral S(t)¢ and its
derivatives for a cut-off function .

LEMMA 4.1. Let 1 < p < co. Fiz ¢ such that ¢ € CX(R), (&) =1 on

[=1/2,1/2], and (&) = 0 for |¢| > 1. Define Tp(z,t) = §£5o(€) exp(tP(€) +
ix&) d§. Then for every nonnegative integer k there exists a constant C in-
dependent of t such that

Tk (1], < C(1 4 )~ (k+1=1/P)/2,
Proof. First we show that
(4.1) |Ik(-,t)|2 < 0(1 + t)—k/2—1/4’

which is a consequence of the Plancherel formula:
2 2 2 2% _(e)\2 —2utg?
1Tk (-, 1) = 27| Tk (- £)]3 = 27§ €0 (€)* exp dg

Tie
<o | leon

1€1<1

—2ute?
1+ ¢

)%SSIW%WFW@%

lgl<1
< COt~1/2k S lw|?* exp(—vw?) dw < Ct~/27F,
In the estimations above we use the inequality 2¢2/(1 + £2) > £2 valid for

|¢] < 1 and the change of variables t'/2¢ = w. Since the L?norm is also

bounded independently of ¢, (4.1) is proved.
1/2, 11/2

Now the inequality |w|s < Clwly " |w'[;
the L°°-norm:
1/2 1/2
[Tk ()]s < CIZi( )15 T (O
SC(l_’_t)7(1/2+k)/4(1+t)7(1/2+k+1)/4

— C(l + t)f(k+1)/2‘

and (4.1) give the decay of



LP-decay of solutions 75

Before estimating the L'-norm we observe that for all (smooth, rapidly
decreasing) functions w = w(z) defined on R,

1/21/,~\711/2
(4.2) lwly < Clwly?|(@)[y

with a constant C' independent of w. Indeed, taking R = |[(w)'|2/|w]|2, we
obtain

wh= | Jw@lde+ | |w©)|dg

lEI<R |€E|>R
/ /
<(§ @) (§ mera)”
[§I<R IEI<R
e (F weae) (O e )
lEI>R IEI>R

< C(RV?|wls + R™V2|(@)|2) < Cluly?|(@)' |5,

Now the assumptions about ¢, (4.2), and the argument used in the proof of
(4.1) allow us to compute

_ 2 1/4
7t < O DIl P e ( Toer ) o)

2 | 3 2 1/4
(e (Z1e51)) )

§C((1+t)*(1/2+k))1/4{(1+t)—(1/2+k71)_’_t2((1+t)7(1/2+k+1)
+(1+t)_(1/2+k:+2)) _|_(1+t)—(1/2+k:)}1/4 é C(1+t)_k/2

An application of the interpolation inequality
(43) fwly < gl
which holds for all w € L' N L>°, completes the proof.

Proof of Proposition 2.1. First observe that L? C L', i.e. |ug|y <
Clugl2,1, which can be proved by the Schwarz inequality. We use the cut-off
function ¢ from Lemma 4.1 to decompose S(t)ug into two integrals

S(t)uo(z) = (&) exp(tP(€) + ia€)io(€) dé
+ 1 (1= 0(€)) exp(t8() + ix&)iin (&) dg
=L (z,t) + Iz(z,t).

The integral I; can be interpreted as the convolution of the function Zy(z, t)
and the initial data ug. Consequently, applying the Young inequality and
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Lemma 4.1 we conclude
1L (5 1)), < O+ 6) P70 ug)y,
Next we prove the exponential decay of the second integral. We have

I t)|oe < e7Pltig|y < Ce™"?[|ug]|1,

because |exp(t®(&))| < e *¥/° for every £ € R\ [~1/2,1/2].
We deduce the decay of L'-norm from the inequality (4.2):

10 < (10— 0(€) exp(t(©)in ) de)

2 1/4
« (1] 10 - ety expieaemmien | d)

_ 1/2, — 1/2 _ 1/2 — ~ 1/2
< Ce ugly (e~ fuoly/? + /2~ ug|y/T + e~ | (To)']5/%)

< Ce™*uglz,1.

The interpolation inequality (4.3) yields
1L+ t)|p < A(p, luol|1, [uolL2)e™"

Finally, we stress that here « represents positive numbers which depend on
p, but are independent of ¢ and wuyg.

Before proving Theorem 2.1 we establish the decay of S(t — 7)K’. We

point out that the estimations are somewhat subtle, because K ¢ L' (see
the proof of Lemma 4.2).

LEMMA 4.2. For every 1 < p < oo there exists a constant C, > 0 such
that

IS(H)K'|, < Cp(1 + 1)~ 11/

Proof. First we observe that K'(¢) = i¢(1+£2)~!, which can be checked
by a direct computation. Using the cut-off function ¢ from Lemma 4.1 we
decompose S(t)K’ into two integrals: over a neighborhood of 0 and over its
complement:

S () = {exp(td(€) + iz)ic(1 + )" d¢
= (&) exp(t®(€) + iag)ig(1 + £2) 7" dg
+ (1= 0(€)) exp(t@(€) + iz )i (1 + €)1 dg
= A(xz,t) + B(z,t).
Lemma 4.1 with £ = 1 shows immediately that
JA( t)]p < C(14 1)~ 010G,
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For the remainder term B(x,t), we get the exponential decay of |B(-,t)|;
by the inequality (4.2):

B.1)]s < c(WQ exp <—12+ut§22> . 522)2 d5>1/4

d e b N\ it
X<S'd_£<w(£)exp< 1+ t>1+£2>

< Cexp(—vt/4)(t/? exp(—vt/4) + exp(—vt/4)).

2 1/4
d£>

Here ¢ = 1 — ¢ is a smooth function supported on R\ [-1/2,1/2].

To estimate the L>°-norm of B(z,t) we fix ( € C2°(R) such that supp C
{€:2>]¢] > 1/2} and p(§) + >, C(27%¢) = 1 for £ € R, and we assume
in addition that ¢ is an even function, i.e. {((—§) = ((£). A construction of
such a dyadic symmetric partition of identity can be found e.g. in [19]. Now
we decompose B(z,t) into a series of integrals:

B(z,t) = \(&)@(€)it(1 + )" exp(td(€) + iat) dE

+ > V(€271 + &)~ exp(td(€) + iak) dE
k=0

|J | and |Ip|s decay exponentially, because t@(§) < —at for some positive
« on the supports of ¥y and (. Noting that ¢y = 1 on the support of
¢(27%¢) for k > 1, and changing the variables w = 27%¢ we compute

(4.4)  Ip(z) = 2% S((w)iw(l + 2% "L exp(tP(2Fw) + i22Fw) dw
= SC(w)iw(2_2k +w?)!
% exp <t—22kyw2 + 23kbw?

. ok
11 92k + 1x2 w) dw.

First suppose that b # 0. Lemma 3.2 with h(w) = #(23*bw?)(1 4 2%Fw?) =1 +
220w and g(w) = C(w)iw(27% + w?) T exp(t(—2%vw?)(1 + 22kw2) 1) gives
the estimate for Ij:

[Tk |oo < C(#2F)71/2 exp(—ta),
where the positive constants C' and « are independent of ¢,z and k. Hence
1B(t)]oo < [T loo + 2020 Hiloo < Ct71/2 exp(—ta).

We also need to prove that |B(-, )| < C for t € [0, 1], and this bound is
a standard consequence of the inequalities (see e.g. [19, the proof of Propo-
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sition 1, Ch. VI, §4])

I < {C(2’f\x+bt\)—1 if 2%z + bt| > 1,

(45) C(2F|x + bt| +27F) if 2% |z + bt| < 1,

with C independent of k, z, t. To show (4.5), we rewrite (4.4) in a more
convenient form

92k
(o) = [ @i 2 4 2)exp (1=

l/w2 - 2kwa eiQk(bt—&-r)w dw
1+ 22ky2

and observe that I (z) = Ekvt(—2k(bt + x)), where

_22k 2 _ 2k b
hip(W) = C(W)iw(272F + w?) " exp (t 11/:)22kw2 Z w)

is a smooth function with compact support, uniformly bounded with respect
to k and ¢ € [0,1].

We obtain the first estimate in (4.5) using integration by parts. To get
the second one, we estimate using the properties of { and assumptions on t:

[e%S) _22kyw2 2kbtw
. —2k 2\—1 i [ —
(S) 2((0'))%‘)(2 +w ) exp <t1 + 22kw2>81n<1 + 22kw2> dw‘

oo

1,1 (0)] =

dw

—22kpw? \  2kt|wh|
1422602 ) 1 + 22kw?

Since the first derivatives of all lAth(y) have a uniform bound for every k,
bounded ¢, and |y| < 1, the inequality |ﬁkt(y) - lAlkt(O)| < Cly| ends the
proof of (4.5).

If b = 0, then the proof of (4.5) is simpler and follows similar arguments
as before, hence we skip it.

Since both the norms |B(-,t)|; and |B(:,t)|e decay exponentially, the
same holds for other LP-norms of B(-,t) from the interpolation inequality
(4.3). The proof of Lemma 4.2 is complete.

Now we proceed with the proof of the extrapolation theorem.
Proof of Theorem 2.1. Multiplying equation (2.1) by v, and in-

tegrating over R and over [0,t] we get

t
(4.6) (- )15+ va (-, O3 + 20 [0 (2, ) de ds = [uol3 + |uoa 3.
0

Suppose pg € [1,2). In this case we improve the argument from [4, Theo-
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rem 5.1]. By (4.6) and the Plancherel formula we deduce

(4.7) %((l—i-t)S(v +v )dx)
= S(U +v )dx—Zy(l—I—t)Svid:E

= \[B(&, 1)) d¢ — 201 + 1) {25, 1)? dg + |02 da

< | 5(¢,1)]? de + {02 da.
l€l<(2v(1+t))—1/2
We estimate the first term of the right-hand side of (4.7). We fix p, g € [1, o0]

such that 1/p+1/¢ = 1 and 1/pg+1/(2¢g) = 1, and next we apply the Holder
and Hausdorff-Young inequalities:

(4.8) | B¢, 1) d¢

lgl<(2v(1+t))-1/2
< (1 +0))" VRGO, < O+ )Y ()7,

<CO(1+ t)*l/(QP)(l + t)l/pO*l = C(1+ t)fl/Q‘

Now (4.8) and the integration of (4.7) over [0,t] give |v(-,t)|s < C(1+1t)~1/4
since u, € L*(R x R™) by Proposition 3.1. This shows that we can consider
po > 2 only.

To estimate the LP-norm (1 < p < 00) of the solution v(z,t) we use the
Duhamel formula (2.4), where the first term is bounded by Proposition 2.1,
and we apply to the second term the Young inequality for the convolution
of S(t — 1)K’ and f(u) with respect to z and Lemma 4.2. Note that by
Remark 1.1 and the inequalities |u(-,t)|%, < 2|u(-,t)|2|uz(-,t)]2 < |Juol|?, we
can assume |f(u)| < Cul?.

Supposing that for some py € [2,00) the estimate (2.5) holds, we compute

(4.9) ol )y < 1SEuoly + § 1S =) K [141/p-2/p0) 1 [ (0, T))lp 2 d7
0
)

Cug)(1+t (1/p—1)/2

4 C§ 7.))(1/p—1)/2—1/p0‘v(_77_) ]200 dr
0

(uo)(l—i—t)(l/p 1)/2

+C§ 1+ (t —7))M/p=0/2=1ro (1 4 r)l/ro=1 gy,
0

Since 1/pg—1 € (—=1,0) and (1/p—1)/2—1/py € (—1,0) for every p € [1, ]
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and po > 2, by Lemma 3.4 the last integral is bounded by C/(1 4 t)(1/P=1)/2,
which finishes the proof of Theorem 2.1 in this case. We obtain the same
estimates if pg = 2 and 1 < p < co. Now, if we repeat our arguments for
some p € (2,00) (say for p = 4), we get the decay for p = co. This completes
the proof of Theorem 2.1.

Remark 4.1. We can extend this extrapolation principle to the L*°-
case. If we assume that |v(-,t)|sc < C(1 4 t)~/2 for some constant C' > 0,
then the idea from the second part of the proof of Theorem 2.1 gives the
following estimate of the LP-norm for p € [1,00):

(- 1)], < C(1+t)L/P=V/2(1 4 log(1 +t)).

For the proof we observe that

t

Va+t—m)*@+7) " dr <COL+1)*(1 +1log(1+1))

0
for every a > —1. This fact improves Lemma 3.4. Similar estimates give the
optimal decay (2.1), if we suppose additionally that |f(u)| < C|u|**¢ for
some € > (0.

Proof of Corollary 2.1. By Remark 1.1, f(0) = f/(0) = 0. If
f"”(0) = 0, then by Proposition 3.1(iii) for every ¢ > 0 there exists T' > 0
such that |f(v(z,t))| < elv(z,t)|? for every t > T and = € R. Using this fact
we fix T' > 0 and we decompose the range of integration in (4.8) into two
pieces: [0,7] and [T, t]. Now, by direct computations similar to (4.8), we get

T
( | st — )K"« f(u(.,T))dT‘

0 p

T
< 8(1 + (t — 7))M/P=D/2=1po (1 4 )P0t gr
0

<C(TM(1+t— T)(1/p—1)/2—1/po = o((1 + t)(l/p—l)/Q)’

because pg € [1, 00). Following (4.9) we can also estimate the second integral:
t
St =K % f(u(-, 7)) dr
T

p
t

<eC S(l + (75 — T))l/p_l)/Q_l/pO (1 + 7—)1/170—1 dr
T
<eC(1+t)A/r=1/2

for C independent of T" and an arbitrary ¢ > 0. This ends the proof of
Corollary 2.1.
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Proof of Theorem 2.2. We know from Proposition 3.2 that if v >
b, then |v(-,t)]y < |ug|; for every t > T > 0. Since v € C([0,00); L'),
there exists C' depending only on ug such that |v(-,t)|; < C for every ¢ > 0.
Therefore Theorem 2.1 gives the proof under the condition (i).

Now we need an estimate of |S(t)v|2 better than that in Proposition 2.1.
The Plancherel formula combined with the method from this proposition
give
(4.10) 1S(t)wlz < C(1+) 4wy + e @]y

<O+ 1)l + Cem® ully waly".

For fixed T' > 0 we have the following integral representation of solutions
to the equation (2.1):
t

(4.11) v(t) = S(t—T)(T) + | St — 1)K’ * f(v(r)) dr,
T
where t > T'. We use it in order to estimate the quantity
(4.12) qr(t) = s?p}{(l+T—T)1/4]v(-,7')\2}.
Te[T,t

Applying the L?-norm to (4.11), by (4.10) and Lemma 4.2, we get

(413) Jo(,0)l2 < C(L+ 1 =T) " o(T)y + Ce(t = Tlfuolh* v (T)]"
t
+C 1+ (= 7)) f(u(, 7)) dr.
T
Since by Remark 1.1, we can assume | f(u)| < C|u|?, after multiplication by
(14+t—T)"*, and then taking supremum over [T, t], we can rewrite (4.13) as

qr(t) < C(lo(D)1 + Juolly v (T)]3/% + g3 (1)).

But |vz(T)]2 — 0 as T — oo, and therefore by Lemma 3.3, ¢r(t) is a
bounded function, provided T is sufficiently large and |v(T")|; is sufficiently
small. However, the inequality (3.7) shows that for fixed T, [v(T)|; is small
if |ug|y is small. Again, an application of Theorem 2.1 finishes the proof in
the case (ii).

If we suppose (iii), then

(414)  [F)sl = [F' (v)vslr < Clo[2lval2 < Clolflvsl2 < Clofifvsf3.

In the above estimates, we use the Gagliardo-Nirenberg inequality |v]|? <
C|v|1|vz|2. Hence computing the L'-norm of (2.4), by Lemma 4.2, and
(4.14), we obtain
t t
() < Clugh + C {|F(u(r))a]1 dr < cluoh + C | [u(r) |1 [ua(7)|3 dr.
0 0
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Now we use the Gronwall lemma for |u(t)[; and (4.6) in order to get
t
u(®)]s < Cluols exp (C §ur (73 dr) < Cluoly exp(C(20) ™ fugl1)
0
Theorem 2.1 again completes the proof.

5. Decay in the pure dispersive case (v = 0). Our analysis of the
nonlinear equation (2.6) is based on the L>°-estimate of the operator T'(t) K.

LEmMA 5.1. If IA((S) = (14 &%), then there exists a constant C' > 0
such that

IT(t)K |0 < C(1+1)71/3

Proof. We first observe that |T(t)K (z)| < (1 + &%)~ d¢ < oo, which
means that we can assume ¢ > 1. The main idea of the proof consists in the
dyadic decomposition of T'(¢)K into a series of integrals and estimating all
the terms using the van der Corput lemma.

We take functions ¢, ¢ € C2°(R) such that ¢(&) + > ey C(275¢) =1 for
every £ € R, (&) =1 for £ € [—2,2] and supp ¢ C [—3, 3], and we write

T(t)K (x) = \p(€) exp(itW (&) + ix€)(1 + €2) 7 de
ZS 27F€) exp(it®(€) 4 ix€)(1 + €2) "L de¢

=J+ Z Tk

An easy computation shows that the second and third derivatives of the
function h(&) = t¥ () + x£ are independent of x, and h”(£) = 0 only for £ €
{0, —v/3,v/3}, but A®) (&) # 0 at those points. Therefore using Lemma 3.2
and the remark from the beginning of the proof we obtain | 7| < C(1+t)~1/3.

In the case of J; we first change variables 27%¢ = w, and next use
Lemma 3.2 with h(w) = t¥(2*w) +22%w and g(w) = ((w)(272F +w?)~L. We
have |h"(w)| > Ct27* for w € supp((w), where C is independent of k and
t, and this implies

|Tk| = Z’k‘ [¢(w) exp(it (280) + iz2Fw) (272 +w?)~t dw| < Ct 2R,

Thus we get |T(#)K (z)| < |T| + Y peo | T < Ct71/3 for t > 1.

Proof of Theorem 2.3. We use the Duhamel formula (2.4) with
S(t) replaced by T'(t) in order to show that the quantity

q(t) = sup ((1+7)ful7)|)

<7<t
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satisfies the inequality
(5.1) q(t) < Clluollz,1 + lluollig()P~H).
First observe that by Lemma 5.1 we get
T (t)uoloo = [T(H)K * (1 — 2)uolos < |T(#)K |0l(1 — 33)uoh
< CA+t) "3 ugll2,1-
Now we deduce from the formula (2.4) the inequality

[u( )l < O+ )73 lugl2a
+ @+ =) TS () e () dr
0

< O(L+ )" Jluollz,n + uolh § (1 + (8 = 7))~ lul-, 75 dr,
0

giving (5.1), because by Lemma 3.5,
t
Q+@E=—m) 3 +7) @B dr <Cc+7)71/3
0
for p>4. Now Lemma 3.4 proves that ¢(t) remains bounded if either ||ug||2,1
or |Jug||; are sufficiently small.
The proof of existence of uT follows in the same manner as in [12].

6. Decay of solutions to the equation (1.2). In this section we
briefly review analogous properties of solutions to the equation (1.2). We
assume here that v > 0. An analysis of the case ¥ = 0 can be found e.g. in
[8], [15], and in the references given there.

The first step in our considerations is to investigate the decay of solutions
to the linearized problem

(6.1) U F Vggz — Vg +bv, =0,  v(z,0) = vg(z).

The LP-estimates of solutions to (6.1) for p € [2,00] are well known (see
[11]) and using the inequality (4.5) it is possible to extend these results to
p € [1,2). Since the solution of (6.1) for vg € L? N L' can be represented in
the form v(x,t) = S(t) * vo(x), where

S(t)(l’) _ 86(71/§2+i537ib£)t+im5 df,

following the idea of the proof of Lemma 4.1 one can show
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PROPOSITION 6.1.  Suppose vg € WL, For every p € [1,00] and any
nonnegative integer k there exists C > 0 depending on vy but independent
of t such that

(8* /0 v (-, t)], < Ct=(k+1=1/P)/2,

It is important in the analysis of the nonlinear equation that replacing
b by b— f(0) and f(u) by f(u) — f'(0)u allows us to postulate that f(0) =
f/(0) = 0in (1.2). Now, in order to adapt the proofs from Section 4 we need
an a priori bound
(6.2) sup [u(:, ?)]oc < 00,

>0

which gives the estimate |f(u)| < Clu|? for u in a bounded set. It is known
that |u(-,t)]2 < |uglz. If we showed that sup,sg |uz(-,t)|2 < oo, then we
would obtain (6.2) by the Sobolev imbedding theorem. It is known (see [2],
[6], [11], [14]) that some additional assumptions on ug and f(u) give the
boundedness in time of |u, (-, t)|2. We formulate the extrapolation theorem
for (1.2) under the assumption (6.2).

THEOREM 6.1. Let u(x,t) be the solution of (1.2) with f € C?*(R)
and v > 0 corresponding to the initial data ug € L' N H'. Suppose that
SUp;> |U(+,t)|ee < 00. Assume that for some py € [1,00) and a constant
C >0,

(6.3) (-, 1) p < CtA/Po=D/2 0 for qil > 0.

Then for every p € [1,00] there exists a constant C = C(p, |uo|1, ||uo||1) such
that the inequality (6.3) holds for pg = p.

The proof is similar to the proofs of the results from Section 2 and
consequently we skip it.

Remark 6.1. If we know that |u(-,t)|cc — 0 as t — oo and f”(0) =0,
then under the assumptions of Theorem 6.1 one can show

lu(-,t) = St uo()|p = o(t(l/pfl)/Q) as t — oo
for p > 2, following the proof of Corollary 2.1.

Here we do not consider the decay of solutions to (1.2) for small initial
conditions. For a deeper discussion of this case we refer the reader to [11].
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