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CERTAIN FUNCTION SPACES RELATED

TO THE METAPLECTIC REPRESENTATION

BY

KRZYSZTOF N O W A K (WROC LAW)

1. Introduction and statements of the results. LetG be a Lie group
and let µ be a unitary representation of G acting on L2(Rd). For a pair of
functions f , φ, where f is defined on G and φ ∈ L2(Rd), the generalized

convolution-product operator Sf,φ is defined as follows:

(1) Sf,φh(g) = f(g)〈h, µgφ〉,
where h ∈ L2(G), g ∈ G and 〈 , 〉 denotes the inner product in L2(Rd).

If G = R
d and µyφ(x) = φ(x − y), then Sf,φ is just the composition

of the operators of convolution with φ∗, where φ∗(x) = φ(−x), and point-
wise multiplication with f . Such an operator is called a convolution-product

operator .
Let us recall that for any compact operator T : H1 → H2, where H1, H2

are two Hilbert spaces, the Nth singular value sN(T ) is the Nth element
of the nonincreasing rearrangement of the sequence of the eigenvalues of
(T ∗T )1/2. The Schatten class Sp consists of those compact operators T :
H1 → H2 for which the sequence {sN (T )} ∈ lp, 0 < p ≤ ∞. The norm in
Sp (quasi-norm for p < 1) is defined as follows:

‖T‖Sp = ‖{sN}‖lp .
The operator Sf,φ is called local if

(i) f is bounded,
(ii) the support of f is compact,
(iii) |f(g)| ≥ ε > 0 on some open set.

It is not hard to observe that if f1, f2 satisfy conditions (i)–(iii) then the
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norms

‖Sf1,φ‖Sp , ‖Sf2,φ‖Sp (0 < p ≤ ∞)

are equivalent, i.e. there are constants c1, c2 > 0, which do not depend on φ
(but may depend on f1, f2 and p), such that

c1‖Sf1,φ‖Sp ≤ ‖Sf2,φ‖Sp ≤ c2‖Sf1,φ‖Sp

(compare Propositions 3.1 and 3.2 of [N2]). Our target is to find, for local
Toeplitz operators Sf,φ, explicit descriptions of the norms ‖Sf,φ‖Sp in terms
of φ. As we have remarked, up to equivalence of norms, such a description
does not depend on the choice of f .

Observe that whenever f1, f2 are bounded functions with compact sup-
port and |f1| = |f2|, then Sf1,φ and Sf2,φ have the same singular values, in
particular for all 0 < p ≤ ∞ the norms (quasi-norms for p < 1) ‖Sf1,φ‖Sp

and ‖Sf2,φ‖Sp are equal. This follows immediately from definition (1) since
for any h1, h2 ∈ L2(R),

〈S∗
f,φSf,φh1, h2〉 =

\
G

|f(g)|2〈h1, µgφ〉〈µgφ, h2〉 dg.

A description of the norms ‖Sf,φ‖Sp , up to equivalence, in the case of the
Euclidean space equipped with translations is given in [N1]. For 0 < p ≤ 2,
estimates from above, in this case, were known long ago (see [S]). It occurred,
in the local case, that the same lp(L2) norms that provide estimates from
above for 0 < p ≤ 2 are also good for two-sided estimates for all 0 < p ≤ ∞.

Analogous descriptions for the Heisenberg group equipped with the
Schrödinger representation and the “ax+ b” group with the natural action
by translations and dilations are presented in [N2].

This paper provides descriptions of the norms ‖Sf,φ‖Sp when one takes
for µ the restrictions of the metaplectic representation to one- and two-
dimensional subgroups of the double cover of SL(2,R).

Our results deal exclusively with local operators Sf,φ. We do not need to
define the metaplectic representation on the whole double cover of SL(2,R).
It is enough to define it on some open neighbourhood of the identity.

Let us recall ([F], p. 185) that the map

(2) Φ(A)(ξ, x) =
b

2
ξ2 − aξx− c

2
x2, A =

(
a b
c −a

)
,

is a Lie algebra isomorphism from the algebra sl(2,R) onto the space Q of
real homogeneous quadratic polynomials on R

2, equipped with the Poisson
bracket.

We will treat the metaplectic representation as the double-valued uni-
tary representation of SL(2,R) which on the matrices of the form eA,
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A ∈ sl(2,R), is defined by the formula ([F], p. 186)

(3) µ(eA) = ±e2πiΦ(A)w .

We denote by Φ(A)w the operator with symbol Φ(A) in Weyl’s pseudodif-
ferential calculus. The exponent on the right is understood in the sense of
symbolic calculus of normal operators. We recall that for a general symbol
σ the Weyl pseudodifferential operator is defined by the formula

σwh(x) =
\\

σ

(
ξ,

x+ y

2

)
e2πi(x−y)ξh(y) dy dξ.

In our computations we will take the + sign in (3).

Let A, N , K denote the following subgroups of SL(2,R):

A =

{(
t 0
0 t−1

)
: t > 0

}
, N =

{(
1 0
t 1

)
: t ∈ R

}
,

K =

{(
cos t sin t
− sin t cos t

)
: t ∈ R

}
.

The elements

(4) AA =

(
1 0
0 −1

)
, AN =

(
0 0
1 0

)
, AK =

(
0 1
−1 0

)

of sl(2,R) correspond to the one-dimensional subgroupsA, N ,K. The meta-
plectic representation restricted to the subgroups A, N is given by the fol-
lowing formulas ([F], p. 187):

µ(exAA)h(y) = e2πixΦ(AA)wh(y) = e−x/2h(e−xy),(5)

µ(exAN )h(y) = e2πixΦ(AN )wh(y) = e−πixy2

h(y).(6)

The corresponding symbols are Φ(AA) = −ξx and Φ(AN) = −x2/2.

The operator Φ(AK)w equals 1
2 (D

2 +X2), where Dh(x) = 1
2πih

′(x) and
Xh(x) = xh(x). This is just the Hermite operator and

µ(exAK ) = e2πixΦ(AK)w

is a group of unitary operators, frequently called the Hermite group.

Let H be a connected one-dimensional subgroup of SL(2,R). Take AH ∈
sl(2,R) such that H = {etAH : t ∈ R}. There are precisely three classes
of one-parameter subgroups of SL(2,R) under the equivalence associated
with inner automorphisms of SL(2,R) (see [HH]). Hence there is a matrix
BH ∈ SL(2,R) such that

(7) BHAHB−1
H =





AA if det(AH) < 0,
AN if det(AH) = 0,
AK if det(AH) > 0,
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and

(8) BH = DHOH ,

where DH is a diagonal matrix with positive entries, OH is an orthogonal
matrix, and both have determinant 1.

For 0 < p ≤ ∞ we introduce the norms (quasi-norms for 0 < p < 1)

‖φ‖Wp
A
=

(∑

n∈Z

( n+1\
n

∣∣∣
∞\
0

φ(x)x−1/2x−2πiξ dx
∣∣∣
2

dξ
)p/2)1/p

+
(∑

n∈Z

( n+1\
n

∣∣∣
∞\
0

φ(−x)x−1/2x−2πiξ dx
∣∣∣
2

dξ
)p/2)1/p

,

‖φ‖Wp
N
=

(∑

n≥0

(√
n+1\
√
n

|φ(x)|2 dx
)p/2)1/p

+
(∑

n≥0

(−
√
n+1\

−√
n

|φ(x)|2 dx
)p/2)1/p

,

‖φ‖Wp
K

=
(∑

n≥0

|〈φ, hn〉
∣∣∣
p)1/p

,

where hn is the nth Hermite function,

(9) hn(x) =
21/4√
j!

( −1

2
√
π

)j

eπx
2 dj

dxj
(e−2πx2

).

Now we are ready to state our results. Let H be a Lie subgroup of
SL(2,R). We consider local operators Sf,φ, f ∈ Cc(H). For a representation
we take the restriction of the metaplectic representation to H. Since, for the
description of ‖Sf,φ‖Sp , the dependence on f is not essential, we drop the
letter f in our notation and write SH,φ instead of Sf,φ.

Our first result deals with one-dimensional subgroups of SL(2,R).

Theorem 1. Let H be a one-dimensional , connected Lie subgroup of

SL(2,R). Let AH be such that H = {etAH : t ∈ R} and let BH , DH , OH

be matrices satisfying conditions (7), (8). For any 0 < p ≤ ∞ the following

equivalence of norms (quasi-norms) holds:

‖SH,φ‖Sp ∼= ‖µ(DH)µ(OH)φ‖Wp
B
,

where

B =





A if det(AH) < 0,
N if det(AH) = 0,
K if det(AH) > 0.
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Our second result provides a description of the norms for two-dimensional
Lie subgroups of SL(2,R). Before stating it we need to introduce some more
notation and recall some facts.

All two-dimensional subalgebras of sl(2,R) are conjugate under the ac-
tion of orthogonal matrices with determinant 1 ([HH], p. 22), i.e. for every
two-dimensional, connected, Lie subgroup H there is an orthogonal matrix
OH which has determinant 1 and satisfies

(10) OHHO−1
H = NA.

Let m ∈ C∞
c (0,∞) be a nonnegative function which satisfies the condition

(11)
∑

k∈Z

mk(x) = 1, mk(x) = m(x/ek), x > 0.

We denote by M the Mellin transform, i.e.

Mf(ξ) =

∞\
0

f(x)e−2πi log x log ξ dx

x
, ξ > 0.

Let

(12)
φ+
k,l = ζ−1/2M−1(mlM(ξ1/2mk(ξ)φ(ξ)))(ζ),

φ−
k,l = ζ−1/2M−1(mlM(ξ1/2mk(ξ)φ(−ξ)))(−ζ).

For 0 < p ≤ ∞ we introduce

(13) ‖φ‖p
Wp

NA

=
∑

l

(∑

k≤0

‖φ+
k,l‖2L2

)p

+
∑

l

(∑

k≤0

‖φ−
k,l‖2L2

)p

+
∑

k>0,l

(
1

[e2k]

[e2k]∑

r=0

‖φ+
k,l+r‖2L2

)p

+
∑

k>0,l

(
1

[e2k]

[e2k]∑

r=0

‖φ−
k,l+r‖2L2

)p

.

Theorem 2. Let H be a two-dimensional , connected Lie subgroup of

SL(2,R). Let OH be a matrix satisfying (10) and let 0 < p ≤ ∞. The

following equivalence of norms (quasi-norms) holds:

‖SH,φ‖Sp ∼= ‖µ(OH)φ‖Wp
NA

.

Comments. (i) The operators µ(DH), µ(OH) are interpreted as phase
space dilation and rotation. Theorems 1 and 2 show that all the norms
obtained from one- and two-dimensional subgroups of SL(2,R) by phase
space dilations and rotations reduce to the norms W p

A, W
p
N , W p

K , and W p
NA.

(ii) The norms that show up in Theorem 1 for detAH ≤ 0 are versions of
the mixed norm lp(L2). They are obtained from it by changes of variables
and an application of the Fourier transform.

(iii) One can apply the results of [N1] to obtain, in Theorem 1, two-sided
eigenvalue estimates instead of norm equivalence.
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We refer the reader to [R] and [N2] for more background and motivation
and to [Fe] for a survey on mixed norm spaces.

Acknowledgements. The author thanks Prof. Karl Hofmann for sev-
eral interesting comments.

2. Preliminaries. In this section we collect several facts about the Fock
space, the metaplectic representation and convolution-product operators.
These facts are needed for the proofs of Theorems 1 and 2.

Recall that the Bargmann transform

(14) Bf(z) = 21/4
∞\
−∞

f(x)e2πxz−πx2−(π/2)z2

dx

is a unitary map from L2(R) onto the Fock space

F =
{
F : F entire on the complex plane,

\
C

|F (z)|2e−π|z|2 dz < ∞
}
,

and that the system of functions

(15) {πn/2zn/(n!)1/2}n≥0

is an orthonormal basis of F .
Let Ot be a rotation matrix, i.e.

(16) Ot =

(
cos t sin t
− sin t cos t

)
.

Fact 1 ([F], p. 184). Up to a phase factor (i.e. a complex number of

absolute value 1),

(17) Bµ(Ot)B
−1F (z) = F (eitz), F ∈ F .

Fact 2 ([F], p. 51). Let hn be the nth Hermite function defined in (9).
Then

(18) B(hn) = πn/2zn/(n!)1/2.

Fact 3 ([St], p. 578). For B ∈ SL(2,R),

(19) µ(B)σwµ(B−1) = (σ ◦ B∗)w.

Lemma 1 ([N2], Proposition 3.8). If b(l) is an absolutely summable, pos-
itive definite sequence and b(0) > 0, then for 0 < p ≤ ∞,

(20) ‖b(n−m)aman‖p/2Sp/2
∼=

∑

n≥0

|an|p.

Lemma 2 ([N1], p. 306). If f ∈ Cc(R), f 6= 0, then

(21) ‖f(x)φ(y − x)‖Sp ∼= ‖φ̂‖lp(L2), ‖f(x)e−πixyφ(y)‖Sp ∼= ‖φ‖lp(L2),

where ‖φ‖lp(L2) = (
∑

n(
Tn+1

n
|φ(x)|2 dx)p/2)1/p.
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Lemma 3 ([N2], p. 60). Let τ be the unitary representation of the “ax+b”

group P = {(b, a) : b ∈ R, a > 0} acting on L2(0,∞), given by the formula

(22) τ(b, a)φ(y) = e−πibya1/2φ(ay).

Then

(23) ‖SP,φ‖pSp =
∑

l

(∑

k≤0

‖φk,l‖2L2

)p

+
∑

k>0,l

(
1

[ek]

[ek]∑

r=0

‖φk,l+r‖2L2

)p

,

where

φk,l = ζ−1/2M−1(mlM(ξ1/2mk(ξ)φ(ξ)))(ζ).

Proofs of Theorems 1 and 2

Proof of Theorem 1. The steps of the proof are the following:

(i) ‖SK,φ‖Sp ∼= ‖φ‖Wp
K
,

(ii) ‖SN,φ‖Sp ∼= ‖φ‖Wp
N
,

(iii) ‖SA,φ‖Sp ∼= ‖φ‖Wp
A
,

(iv) reduction of the general case to (i)–(iii).

(i) Consider the composition of the inverse Bargmann transform B−1

and the operator SK,φ. By Fact 1 we obtain

SK,φB
−1F (x) = f(x)〈B−1F, µ(exAK )φ〉

= f(x)〈F,Bµ(exAK )B−1Bφ〉
= f(x)

\
C

F (z)Φ(eixz)e−π|z|2 dz, Φ = Bφ.

It follows that the integral kernel of SK,φB
−1 is

(24) f(x)Φ(eixz).

Expand Φ(z) with respect to the orthonormal basis πn/2zn/(n!)1/2:

(25) Φ(z) =

∞∑

n=0

an
πn/2zn

(n!)1/2
.

We may assume that f ∈ C∞
c and that f ≥ 0. An obvious calculation shows

that the integral kernel of BS∗
K,φSK,φB

−1 equals

(26)
∑

n,m

\
f(t)2e−i(n−m)t dt aman

πm/2wm

(m!)1/2
· π

n/2zn

(n!)1/2
.

It follows that the matrix of the operator BS∗
K,φSK,φB

−1 with respect to

the basis {πn/2zn/(n!)1/2}n≥0 equals

(27) f̂2(n−m)aman.
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By Lemma 1 and (27) we obtain

‖SK,φ‖pSp = ‖S∗
K,φSK,φ‖p/2Sp/2(28)

= ‖{f̂2(n−m)aman}n,m≥0‖p/2Sp/2
∼=

∞∑

n=0

|an|p.

By Fact 2 we have

(29) an =

〈
Bφ,

πn/2zn

(n!)1/2

〉
=

〈
φ,B−1

(
πn/2zn

(n!)1/2

)〉
= 〈φ, hn〉.

Part (i) follows from (28) and (29).
(ii) Since the formula (6) holds we may assume that φ = 0 on (−∞, 0).
Let UN : L2((0,∞)) → L2((0,∞)) be the unitary map defined by the

formula

(30) UNφ(y) = 21/2y1/2φ(y2).

Its inverse equals

(31) U−1
N φ(y) = 2−1/2y−1/4φ(y1/2).

It follows from (6), (30) and (31) that

(32) U−1
N µ(exAN )UNφ(y) = eπixyφ(y).

By (32) we see that

SN,φUNh(x) = f(x)〈UNh, µ(exAN )φ〉
= f(x)〈h,U−1

N µ(exAN )UNU−1
N φ〉

= f(x)
\
R

h(y)eπixy(U−1
N φ)(y) dy,

thus the integral kernel of SN,φUN equals

(33) f(x)eπixy(U−1
N φ)(y).

From Lemma 2 and (33) we conclude that

‖SN,φ‖pSp
∼= ‖U−1

N φ‖plp(L2) =
∑

n≥0

(√
n+1\
√
n

|φ(x)|2 dx
)p/2

.

(iii) As in (ii) we may assume that φ = 0 on (−∞, 0). This is a conse-
quence of the formula (5).

Define a unitary map UA : L2(R) → L2((0,∞)) by the formula

(34) UAh(x) = x−1/2h(log x).

Its inverse equals

(35) U−1
A h(u) = eu/2h(eu).
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From (5), (34) and (35) we conclude that

(36) U−1
A µ(exAA)UAh(y) = h(y − x).

By the same argument as in (ii) we check that the integral kernel of SA,φUA

is

(37) f(x)(U−1
A φ)(y − x).

From Lemma 2 and (37) we obtain

‖SA,φ‖pSp
∼=

∑

n∈Z

( n+1\
n

|(U−1
A φ)∧(λ)|2 dλ

)p/2

=
∑

n∈Z

( n+1\
n

∣∣∣
∞\
0

φ(x)x−1/2e2πiλ log x dx
∣∣∣
2

dλ
)p/2

.

(iv) Let A ∈ SL(2,R). By Fact 3 we obtain

SH,φµ(A)−1h(x) = f(x)〈µ(A)−1h, µ(exAH )φ〉(38)

= f(x)〈h, µ(A)e2πixΦ(AH )wµ(A)−1µ(A)φ〉
= f(x)〈h, e2πix(Φ(AH )◦A∗)wµ(A)φ〉.

Since

Φ(AH)(w) = − 1
2
〈AHJw,w〉, where J =

(
0 1
−1 0

)
,

and JB∗
H = B−1

H J we obtain

Φ(AH)B∗
Hw = − 1

2 〈AHJB∗
Hw,B∗

Hw〉(39)

= − 1
2
〈BHAHB−1

H Jw,w〉 = Φ(AB)w.

Combining (38) and (39) provides

‖SH,φ‖Sp = ‖SB, µ(BH )φ‖Sp ∼= ‖µ(BH)φ‖Wp
B
.

Proof of Theorem 2. Observe that the map

(40) Ψ((b, a)) =

(
a−1/2 0
a−1/2b a1/2

)

is a group isomorphism from the “ax+ b” group P onto NA. Since

(41)

(
a−1/2 0
a−1/2b a1/2

)
=

(
1 0
b 1

)(
a−1/2 0
0 a1/2

)

the metaplectic representation is defined on NA as follows:

(42) µ

((
a−1/2 0
a−1/2b a1/2

))
φ(y)

= µ

((
1 0
b 1

))
µ

((
a−1/2 0
0 a1/2

))
φ(y) = eπiby

2

a1/4φ(a1/2y).
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It follows easily from (42) that

(43) UNµNAU
−1
NA = τ,

where UN is the map defined in part (ii) of the proof of Theorem 1, µNA is
the restriction of µ to the subgroup NA, and τ is defined in Lemma 3. We
combine (43) and Lemma 3 to get

(44) ‖SNA,φ‖Sp ∼= ‖φ‖Wp
NA

.

The last part follows in the same way as part (iv) of the proof of Theorem 1.
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