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A STRUCTURE THEOREM FOR SETS OF LENGTHS

BY

ALFRED G E R O L D I N G E R (GRAZ)

1. Introduction. Let R be a noetherian domain. Then every non-zero
element a ∈ R has a factorization a = u1 . . . uk into irreducible elements
of R. The number of factors, k, is called the length of the factorization,
and the set of lengths L(a) is defined as the set of all possible k. Sets of
lengths play a central role in factorization theory of integral domains (cf.
the survey articles in [An]). If all sets L(a) consist of exactly one element,
then the domain is called half-factorial. By definition, factorial domains are
half-factorial. Suppose that R is not half-factorial. Since R is noetherian, all
sets of lengths are finite. However, for every N ∈ N+ there exists some a ∈ R
such that #L(a) ≥ N . If R is a ring of integers in a number field, then even
equality holds (observed by J. Śliwa 1982 in [Sl]) and the sets L(a) have a
well-defined structure: in essence they are unions of arithmetical progressions
(proved in [Ge1], 1988). In the meantime this result was extended to more
general monoids and domains (cf. [Ge3] and the literature cited there).

In this paper we present a new approach to a Structure Theorem for Sets
of Lengths, which unifies, strengthens and extends all hitherto known results.
This is made possible by extracting its combinatorial kernel. In Section 2
we start with a result from additive number theory, which will be used to
derive a Structure Theorem for Sets of Lengths in a very general setting
(Theorem 3.2). All therein described phenomena appear already in rings of
algebraic integers (Realization Theorem 3.5).

Theorem 3.2 will be applied to arithmetically relevant monoids and the
associated integral domains including certain weakly Krull domains, in par-
ticular orders in global fields (Theorems 8.3 and 9.3). The significance of the
assumptions in the Structure Theorem may be seen in Theorem 8.5, which
provides simple Krull monoids not satisfying the assertion of the Structure
Theorem.

All this needs a lot of monoid-theoretical preparations, done in Sections
4 to 7. Along the way we introduce new and generalize well-known concepts
from factorization theory. Apart from being used for the Structure Theorem
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226 A. GEROLDINGER

these concepts seem to be of their own interest (cf. Theorem 7.4). Notations
and terminology are consistent with those in the survey articles [Ch-Ge],
[HK2] by Chapman, Halter-Koch and myself in [An].

2. A combinatorial result on sumsets. In this section we study
finite subsets of the integers. Let N denote the non-negative integers and
N+ the positive integers. For convenience we set min ∅ = max ∅ = 0. For a
set X let Pfin(X) denote the set of all finite subsets of X. If a, b ∈ Z, then
[a, b] = {x ∈ Z | a ≤ x ≤ b} is the closed interval and (a, b], [a, b), (a, b)
have their usual meaning. For a finite subset L = {a1, . . . , ak} ⊆ Z with
a1 < . . . < ak, we call

∆(L) = {ai − ai−1 | 2 ≤ i ≤ k} ⊆ N+

the set of differences of L; by definition, ∆(L) = ∅ if and only if #L ≤ 1.
Furthermore, L is an arithmetical progression with difference d if and only
if ∆(L) = {d}. For a family L of finite subsets of Z we set

∆(L) =
⋃
L∈L

∆(L) ⊆ N+.

For a subset L′ ⊆ Z,

L+ L′ = {a+ b | a ∈ L, b ∈ L′}

denotes the sumset of L and L′. For every b ∈ Z we set

L+ b = b+ L = L+ {b}.

We are mainly interested in the inner structure of finite subsets of Z and
give the following definition.

Definition 2.1. A finite subset L ⊆ Z is called an

1. arithmetical multiprogression (of period (δ1, . . . , δµ) with 0 = δ0 <
δ1 < . . . < δµ = d, distance d ∈ N+ and period length µ ∈ N+) if

L = {m+ δ0 + k0d,m+ δ1 + k1d, . . . ,m+ δµ−1 + kµ−1d | ki ∈ N such that

m+ δi + kid ≤ maxL for 0 ≤ i ≤ µ− 1}

where m = minL,

2. almost arithmetical (multi)progression (of given period) bounded by
M ∈ N+ if L = L1∪L∗∪L2 where L∗ is an arithmetical (multi)progression,
maxL1 < minL∗, maxL∗ < minL2 and #Li ≤M for every 1 ≤ i ≤ 2.

If L is an arithmetical multiprogression with period (δ1, . . . , δµ), then
L is the union of µ arithmetical progressions with difference d = δµ, and
∆(L) = {δi − δi−1 | 1 ≤ i ≤ µ} where δ0 = 0.
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Next we define the key invariant for our investigations of finite sets of
integers. For every d ∈ N+ set

κd(L) = max{#(L ∩ (m,m+ d]) | m ∈ L}.
Clearly,

κd(L) ≤ d

min∆(L)
.

We now present the main result of this section. Its proof will be done in
a series of lemmata.

Proposition 2.2. Let L ⊆ Z be a finite set , d ∈ N+ and κ = κd(L).
Suppose there are sets L1, L2 ⊆ Z with L1 +L2 ⊆ L, min(L1 +L2) = minL,
max(L1 + L2) = maxL, min∆(L2) + max∆(L2) ≤ d and L1 = {a, a +
δ1, . . . , a+ δκ} where 0 = δ0 < . . . < δκ ≤ d. Then L = L1 +L2 and L is an
arithmetical multiprogression of period (δ1, . . . , δµ) for some µ ∈ {1, . . . , κ}.
Furthermore, if ∆(L2) 6= ∅, then δµ ∈ ∆(L2).

Lemma 2.3. L = L1 + L2.

P r o o f. Let c ∈ L be given. We have to show that c ∈ L1 +L2. Set L2 =
{b1, . . . , bk} with b1 < . . . < bk. Then b1 + a = min(L1 + L2) = minL ≤ c.
If b1 + a = c, we are done. Otherwise, let i ∈ {1, . . . , k} be maximal with
bi + a < c. If i = k, then

bi + a+ d ≥ bi + a+ δκ = max(L1 + L2) = maxL ≥ c.
Let i < k; since bi+1 − bi ≤ max∆(L2) ≤ d and by the maximality of i, it
follows that

bi + a+ d ≥ bi+1 + a ≥ c.
Hence, in both cases we have

{c, bi + a+ δ1, . . . , bi + a+ δκ} ⊆ L ∩ (bi + a, bi + a+ d].

Since
#(L ∩ (bi + a, bi + a+ d]) ≤ κd(L) = κ,

we infer that

c ∈ {bi + a+ δ1, . . . , bi + a+ δκ} ⊆ L1 + L2.

Lemma 2.4. Let b, b+ δ ∈ L2 with 0 < δ ≤ d. Then δ ∈ {δ1, . . . , δκ}. In
particular , ∆(L2) ⊆ {δ1, . . . , δκ}.

P r o o f. Since max∆(L2) ≤ d, the second statement is an immediate
consequence of the first. Since

{b+ a+ δ1, . . . , b+ a+ δκ, b+ a+ δ} ⊆ L ∩ (b+ a, b+ a+ d]

and since

#(L ∩ (b+ a, b+ a+ d]) ≤ κ,
it follows that b+ a+ δ ∈ {b+ a+ δi | 1 ≤ i≤ κ}, whence δ ∈ {δ1, . . . , δκ}.
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Lemma 2.5. Suppose δµ ∈ ∆(L2) for some µ ∈ {1, . . . , κ}. Then δµk+j =
kδµ + δj for all 0 ≤ j < µ and all k ≥ 0 with µk + j ≤ κ.

P r o o f. Suppose that b, b+ δµ ∈ L2. Then

{a+ (b+ δµ), a+ δ1 + (b+ δµ), . . . , a+ δκ + (b+ δµ)} ∪
{a+ δµ + b, a+ δµ + (δµ+1 − δµ) + b, . . . , a+ δµ + (δκ − δµ) + b}

⊆ L ∩ [a+ b+ δµ, a+ b+ δµ + d].

Since κ = κd(L), it follows that

(∗) {δi − δµ | µ+ 1 ≤ i ≤ κ} ⊆ {δ1, . . . , δκ}.

Now we shall prove that δκ − δµ < δκ−µ+1. Assume to the contrary that
δµ+δκ−µ+1 ≤ δκ. Then b+a+δ1, . . . , b+a+δµ, b+δµ+a+δ1, . . . , b+δµ+
a+ δκ−µ+1 are κ+ 1 pairwise distinct elements lying in L∩ (b+a, b+a+d],
a contradiction. Therefore, δκ − δµ < δκ−µ+1 and hence (∗) gives

{δi − δµ | µ+ 1 ≤ i ≤ κ} ⊆ {δ1, . . . , δκ−µ},

which implies

(∗∗) δµ+j = δµ + δj

for all 1 ≤ j ≤ κ− µ.

Finally, we verify the assertion of the lemma by induction on k. Clearly,
it holds true for k = 0. Suppose k ≥ 1 and pass from k − 1 to k using (∗∗):

δµk+j = δµ(k−1)+µ+j = δµ + δµ(k−1)+j

= δµ + (k − 1)δµ + δj = kδµ + δj .

Proof of Proposition 2.2. Lemma 2.3 states that L = L1 + L2, and
it remains to verify that L is an arithmetical multiprogression. Set L2 =
{b1, . . . , bk} with b1 < . . . < bk. If k = 1, then L = b1 +L1 and the assertion
holds with µ = κ. Suppose k ≥ 2; then ∆(L2) 6= ∅ and hence by Lemma 2.4
we have min∆(L2) = δµ for some µ ∈ {1, . . . , κ}. For 1 ≤ r ≤ k set

L(r) = {bi + a+ δj | 1 ≤ i ≤ r, 0 ≤ j ≤ κ}.

Then L(k) = L1 + L2 = L and hence it is sufficient to verify that

L(r) = {m+ k0δµ,m+ δ1 + k1δµ, . . . ,m+ δµ−1 + kµ−1δµ | ki ∈ N such that

m+ δi + kiδµ ≤ maxL(r) for every 0 ≤ i ≤ µ− 1}

with m = a+ b1. We proceed by induction on r.
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Using Lemma 2.5 we infer that

L(1) = {b1 + a+ δi | 0 ≤ i ≤ κ}

= {b1 + a+ kδµ + δj | 0 ≤ j ≤ µ− 1, k ≥ 0 with µk + j ≤ κ}

= {m+ k0δµ,m+ δ1 + k1δµ, . . . ,m+ δµ−1 + kµδµ | ki ≥ 0 such that

m+ δi + kiδµ ≤ m+ δκ = maxL(1)}.
Let r ≥ 2 and suppose the assertion is true for r − 1. We have

L(r) = L(r−1) ∪ {br + a+ δi | 0 ≤ i ≤ κ}
= {m+ k0δµ,m+ δ1 + k1δµ, . . . ,m+ δµ−1 + kµ−1δµ | ki ≥ 0 such that

m+ δi + kiδµ ≤ maxL(r−1) = br−1 + a+ δκ}
∪ {br + a+ k0δµ, . . . , br + a+ δµ−1 + kµ−1δµ | ki ≥ 0 such that

br + a+ δi + kiδµ ≤ br + a+ δκ = maxL(r)}.
Therefore, it is sufficient to show that, for every 0 ≤ i ≤ µ− 1, ci = br + a+
δi ∈ L(r−1). Let i ∈ {0, . . . , µ− 1}. Since d ≥ max∆(L2) + min∆(L2) and
δi < δµ = min∆(L2) it follows that

br − br−1 + δi ≤ max∆(L2) + δi < d,

whence

ci = br−1 + a+ (br − br−1 + δi) ∈ L ∩ (br−1 + a, br−1 + a+ d].

On the other hand, we have

{br−1 + a+ δ1, . . . , br−1 + a+ δκ} ⊆ L(r−1) ∩ (br−1 + a, br−1 + a+ d]

⊆ L ∩ (br−1 + a, br−1 + a+ d].

Because #(L∩ (br−1 + a, br−1 + a+ d]) ≤ κ, the three sets are equal, which
implies that ci ∈ L(r−1).

3. A structure theorem for sets of lengths.Throughout this paper,
monoids are assumed to be commutative and cancellative. If not stated
otherwise, we shall use multiplicative notation. Let H be a monoid. Then
H× denotes the group of invertible elements, andH is called reduced ifH× =
{1}. The monoid Hred = H/H× is the associated reduced monoid of H. The
irreducible elements of H are called atoms and A(H) is the set of atoms.
For a subset H ′ ⊆ H we denote by [H ′] the submonoid of H generated by
H ′, and we say that H ′ ⊆ H is divisor closed if a ∈ H, b ∈ H ′ and a | b
implies that a ∈ H ′. The monoid H is called atomic if H = [A(H) ∪H×].

Suppose that H is atomic and let a ∈ H. If a = u1 . . . uk with u1, . . . , uk
∈ A(H), we say that k is the length of the factorization. The set L(a) ⊆ N of
all possible k is called the set of lengths of a. If a ∈ H×, then set L(a) = {0},
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and L(a) = {1} if a ∈ A(H). Define

L(H) = {L(a) | a ∈ H}
as the system of sets of lengths. H is called a BF-monoid (bounded factor-
ization monoid) if all L ∈ L(H) are finite and in this case we set

∆(H) = ∆(L(H)) ⊆ N+.

Let H be a BF-monoid with finite, non-empty set of differences ∆(H).
Let r ≥ 1 and d = (d1, . . . , dr) ∈ ∆(H)r; set

Φd(H) = {a ∈ H | there exist m0, . . . ,mr with mi −mi−1 = di

for 1 ≤ i ≤ r such that {m0, . . . ,mr} ⊆ L(a)}.
Clearly, Φd(H) is an ideal in H.

For a ∈ Φd(H) let ϕd(a) ∈ N be defined as the minimum of all N ∈ N
such that there exists some a∗ ∈ Φd(H) with a = a∗b satisfying

maxL(a∗b)−minL(a∗)−maxL(b) ≤ N
and

minL(b) + maxL(a∗)−minL(a∗b) ≤ N.
Further, set

ϕd(H) = sup{ϕd(a) | a ∈ Φd(H)} ∈ N ∪ {∞}
and

ϕ(H) = max

{
ϕd(H)

∣∣∣∣ d ∈ ∆(H)r, 1 ≤ r ≤ 2
max∆(H)

min∆(H)

}
.

Lemma 3.1. Let H be an atomic monoid and S ⊆ H a divisor closed
submonoid.

1. A(S) = S ∩A(H) and S is atomic. For every a ∈ S, LH(a) = LS(a),
∆(S) ⊆ ∆(H) and if H is a BF-monoid , then so is S.

2. ϕ(S) ≤ ϕ(H).

P r o o f. 1. Obvious.
2. It is sufficient to show that ϕd(S) ≤ ϕd(H) for every d ∈ ∆(S)r with

1 ≤ r ≤ 2
max∆(S)

min∆(S)
≤ 2

max∆(H)

min∆(H)
.

Fix such a d. Since Φd(S) = Φd(H)∩S, it follows from the very definition
that ϕd(S) ≤ ϕd(H).

Theorem 3.2 (Structure Theorem for Sets of Lengths). Let H be a BF-
monoid with finite, non-empty set ∆(H) and with ϕ(H) <∞. Let a ∈ H.

1. The set of lengths L(a) is an almost arithmetical multiprogression of
some distance δ ∈ ∆(H) bounded by ϕ(H).
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2. If L(a) contains an arithmetical progression with difference min∆(H)

and of length 2max∆(H)
min∆(H) , then the sets of lengths of multiples of a are almost

arithmetical progressions with difference min∆(H) bounded by ϕ(H).
3. There exists some ψ(a) ∈ N+ such that for all b ∈ H with aψ(a) | b | ak

for some k ≥ ψ(a) the sets L(b) are almost arithmetical progressions with
the same difference δ ∈ ∆(H) bounded by ϕ(H).

P r o o f. 1. Define d = 2 max∆(H), κ = κd(L(a)) and let {m,m +
δ1, . . . ,m + δκ} ⊆ L(a) with 0 = δ0 < δ1 < . . . < δκ ≤ d. By definition
of κ it follows that di = δi − δi−1 ∈ ∆(H) for every 1 ≤ i ≤ κ. Set
d = (d1, . . . , dκ) ∈ ∆(H)κ and recall that κ ≤ 1

min∆(L(a))d ≤
1

min∆(H)d.

Choose a∗ ∈ Φd(H) with a = a∗b for some b ∈ H such that

maxL(a)−minL(a∗)−maxL(b) ≤ ϕ(H)

and

minL(b) + maxL(a∗)−minL(a) ≤ ϕ(H).

Set L2 = L(b); obviously, there is some n ∈ N+ such that

L1 = {n, n+ δ1, . . . , n+ δκ} ⊆ L(a∗).

If ∆(L2) = ∅, then L = L2 + {n, n+ δ1} is an arithmetical progression with
difference δ1 ∈ ∆(H). Suppose ∆(L2) 6= ∅ and define

L = L(a) ∩ [min(L1 + L2),max(L1 + L2)].

Then L1 + L2 ⊆ L, minL = min(L1 + L2), maxL = max(L1 + L2) and
κd(L) = κd(L(a)). Therefore, by Proposition 2.2, L = L1 + L2 is an arith-
metical multiprogression of period (δ1, . . . , δµ) and distance δµ ∈ ∆(L2) ⊆
∆(H) for some 1 ≤ µ ≤ κ. In both cases we infer that

maxL(a)−maxL ≤ maxL(a)−minL1 −maxL(b) ≤ ϕ(H)

and

minL−minL(a) = minL1 + minL(b)−minL(a) ≤ ϕ(H).

2. If L(a) contains such an arithmetical progression, then the same is
true for L(ab) for every b ∈ H. Hence it is sufficient to prove the assertion for
L(a). Using the above notations the assumption gives δi = imin∆(H) for
1 ≤ i ≤ κ. Hence L(a) is an almost arithmetical multiprogression of distance
δµ = µmin∆(H) and period (δ1, . . . , δµ), i.e., it is an almost arithmetical
progression with difference min∆(H).

3. Clearly, S = {b ∈ H | b divides some power of a} is a divisor closed
submonoid of H. Lemma 3.1 implies that S is a BF-monoid with ∆(S) ⊆
∆(H), ϕ(S) ≤ ϕ(H) and LS(b) = LH(b) for every b ∈ S. Therefore, we may
study factorizations of elements of S in S instead of H and apply part 2 of
the Theorem for the monoid S. Obviously, min∆(S) = min∆({L(an) | n ∈
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N+}). If ∆(S) = ∅, nothing has to be proved. So, suppose min∆(L(ak)) =

min∆(S) = δ, and set ψ(a) = 2kmax∆(S)
min∆(S) . Then L(aψ(a)) contains an arith-

metical progression with difference δ and length 2max∆(S)
min∆(S) . Thus, part 2

implies the assertion.

In Section 8 we are going to discuss how this abstract Structure Theorem
can be applied to monoids of arithmetical relevance. These will include Krull
monoids with finite divisor class group, such as rings of integers in algebraic
number fields. Apart from factorial monoids the arithmetic of such Krull
monoids is best understood and is considered to be simplest.

Our next aim in this section is to prove a Realization Theorem. We
show that for every period and every M ∈ N+ there exists a Krull monoid
with finite class group G which has arbitrarily long sets of lengths being
almost arithmetical multiprogressions of given period and with bound not
less than M .

It is sufficient to prove such a result for the classical block monoid B(G)
which was introduced by W. Narkiewicz in [Na1]. We use standard notations
(cf. [HK2; Section 5]). In particular, we have B(G) ⊆ F(G), where F(G) is
the free abelian monoid with basis G, and we write L(G) instead of L(B(G)).

Lemma 3.3. Let a1, a2 ∈ N+ with gcd(a1, a2) = d and k ∈ N+ with
k ≥ a1. Then

L = {m1a1 +m2a2 | 0 ≤ m1,m2 ≤ k}
= {x1, . . . , xα, y, y + d, . . . , y + ld, z1, . . . , zβ}

where 0 = x1 < . . . < xα, z1 < . . . < zβ , y − xα ≥ 2d, z1 − (y + ld) ≥ 2d
and α = β = (a1/d− 1)(a2/d− 1)/2.

P r o o f. Obviously, it is sufficient to consider the case d = 1.

Set A = {a1, a2} and consider the linear form f = a1X1 + a2X2. Then
the Frobenius number g(A) is defined as the largest integer g ∈ N+ which
is not represented by f . Let n(A) denote the number of positive integers
which are not represented by f . It is well known that

g(A) = (a1 − 1)(a2 − 1)− 1 and n(A) =
g(A) + 1

2

(cf. [Sc; p. 435]). Therefore, if we set

{m1a1 +m2a2 | m1,m2 ∈ N} = {0 = x1, x2, . . . , xα, y, y + 1, y + 2, . . .}

with x1 < . . . < xα, y − xα ≥ 2, then g(A) = y − 1, n(A) = y − 1− (α− 1),
whence α = y − n(A) = (g(A) + 1)/2. In other words, α− 1 is the number
of positive integers below g(A) + 1 which are represented by f .
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Obviously, k ≥ a1 implies that y = g(A) + 1 ∈ L and we may set

L = {0 = x1, . . . , xα, y, y + 1, . . . , y + l, z1, . . . , zβ}
with z1 < . . . < zβ and z1 − (y + l) ≥ 2. Since

L = {(k −m1)a1 + (k −m2)a2 | 0 ≤ m1,m2 ≤ k}
= ka1 + ka2 − {m1a1 +m2a2 | 0 ≤ m1,m2 ≤ k}
= zβ − L = {0, zβ − zβ−1, . . . , zβ − z1, zβ − (y + l), . . .}

and

zβ − (y + l)− (zβ − z1) = z1 − (y + l) ≥ 2,

it follows that xα = zβ − z1, whence α = β.

The following result was achieved by F. Kainrath in [Ka].

Proposition 3.4. 1. Let G be an infinite abelian group. Then every
L ⊆ N+ \ {1} lies in L(G). Thus, L(G) = Pfin(N+ \ {1}) ∪ {{0}, {1}}.

2. For every finite set L ⊆ N+ \ {1} there exists some N ∈ N+ such that
L ∈ L(G) for every cyclic group G with #G ≥ N .

P r o o f. 1. See Theorem 1 in [Ka].
2. This is a consequence of part 1 in the case G = Z. For details see

[Ka; part 2 of the proof of the Theorem].

Theorem 3.5 (A Realization Theorem). Let µ ∈ N+, (δ1, . . . , δµ) ∈ Nµ
with 0 = δ0 < δ1 < . . . < δµ = d and M ∈ N. Then there exists a finite
abelian group G having the following property : for every sufficiently large
k ∈ N+ there is some Lk ∈ L(G) with #Lk ≥ k such that

Lk = {x1, . . . , xα, y, . . . , y + δµ−1,
y + d, . . . , y + δµ−1 + d,

...
y + ld, . . . , y + δµ−1 + ld, z1, . . . , zβ},

where x1 < . . . < xα, z1 < . . . < zβ , y − xα ≥ 2d − δµ−1, z1 − (y + ld +
δµ−1) ≥ 2d − δµ−1 and M ≤ α, β ≤ µM , i.e., Lk is an almost arithmeti-
cal multiprogression of given period (δ1, . . . , δµ) bounded by µM but not by
(M − 1).

P r o o f. 1. We prove the assertion in the case µ = 1. Suppose M ≥ 1.
There are integers n1 ≥ n2 ≥ 4 such that

M =
1

2

(
n1 − 2

d
− 1

)(
n2 − 2

d
− 1

)
and d = gcd(n1−2, n2−2) (e.g. choose n1 = (2M+1)d+2 and n2 = 2d+2).
For 1 ≤ i ≤ 2 let gi ∈ Cni with ord(gi) = ni, Bi = (−gi)nignii and obviously

L(Bki ) = {2k, 2k + (ni − 2), . . . , 2k + k(ni − 2)}
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for every k ≥ 1. Set G′ = Cn1
⊕ Cn2

and Ak = Bk1B
k
2 . Then L′k = L(Ak) ∈

B(G′) and

L′k = L(Bk1 ) + L(Bk2 ) = 4k + {m1(n1 − 2) +m2(n2 − 2) | 0 ≤ m1,m2 ≤ k}.
By Lemma 3.3 it follows that, for sufficiently large k,

−4k + L′k = {u1, . . . , ur, v, . . . , v + ld, w1, . . . , wr}
with 0 = u1 < . . . < ur, w1 < . . . < wr, v − ur ≥ 2d, w1 − (v + ld) ≥ 2d,
r = M and #L′k ≥ k.

If M = 0, set n1 = d + 2, G′ = Cn1 , B1 as above and A′k = Bk1 . Then
L′k = L(A′k) has the required form.

2. Suppose µ ≥ 2. By Proposition 3.4 there is some n3 ∈ N+ and a block
B3 ∈ B(Cn3) such that

L(B3) = {2, 2 + δ1, . . . , 2 + δµ−1}.
Define G = G′ ⊕ Cn3

and Lk = L(AkB3). Then Lk = L(Ak) + L(B3) and

−(4k + 2) + Lk = L(1) ∪̇ L(2) ∪̇ L(3)

where

L(1) = {ui + δj | 1 ≤ i ≤ r, 0 ≤ j ≤ µ− 1},
L(2) = {v + id + δj | 0 ≤ i ≤ l, 0 ≤ j ≤ µ− 1},
L(3) = {wi + δj | 1 ≤ i ≤ r, 0 ≤ j ≤ µ− 1}.

Write Lk as in the formulation of the theorem and define

xα = (4k + 2) + maxL(1), y = (4k + 2) + v,

z1 = (4k + 2) + minL(3).

Then

M = r ≤ #L(1) = α ≤ µM, M = r ≤ #L(3) = β ≤ µM,

y − xα = v −maxL(1) = v − (ur + δµ−1) ≥ 2d− δµ−1

and

z1 − (y + ld+ δµ−1) = minL(3) − (v + ld+ δµ−1)

= w1 − (v + ld)− δµ−1 ≥ 2d− δµ−1.

Remarks. Let G be the group in Theorem 3.5.

1. Admitting weaker bounds for α and β we may choose G to be either
cyclic or a p-group for any given prime p.

2. Let H be a Krull monoid with class group G such that each class
contains a prime divisor. Then by [Ge1; Proposition 1] we have L(H) =
L(G), whence the above result holds for H.

3. Class field theory shows that there exists a cyclic algebraic number
field K with ring of integers oK whose ideal class group contains G (cf.
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[Wa; Corollary 3.9]). Thus L(G) ⊆ L(oK) and the above sets Lk stem from
algebraic integers ak ∈ oK .

4. Tamely generated subsets.We introduce the notion of tamely gen-
erated subsets. BF-monoids H with finite sets ∆(H) and for which the sets
Φd(H) are tamely generated satisfy ϕ(H) <∞ and thus the Structure The-
orem for Sets of Lengths holds (Proposition 4.8). This will be the key result
for applying the abstract Theorem 3.2 to concrete monoids (cf. Section 8).
We start with some monoid-theoretical preparations.

For a set P let F(P ) denote the free abelian monoid with basis P . Every
element a ∈ F(P ) will be written in the form

a =
∏
p∈P

pnp ∈ F(P )

with np = vp(a) ∈ N and np = 0 for all but finitely many p ∈ P . We set
σ(a) =

∑
p∈P vp(a) ∈ N.

Let H be an atomic monoid. The free abelian monoid

Z(H) = F(A(Hred))

with basis A(Hred) is called the factorization monoid of H. Let π = πH :
Z(H) → Hred denote the canonical homomorphism. Since H is atomic, π
is surjective. For an element a ∈ H the elements of

ZH(a) = Z(a) = π−1(aH×) ⊆ Z(H)

are called factorizations of a. H is said to be an FF-monoid (finite factoriza-
tion monoid) if for every a ∈ H the set Z(a) is finite. The distance function
d : Z(H)×Z(H)→ N is defined by

d(z, z′) = max

{
σ

(
z

gcd(z, z′)

)
, σ

(
z′

gcd(z, z′)

)}
∈ N

for two factorizations z, z′ ∈ Z(H). It has all expected properties of a dis-
tance function (cf. [Ge3; Lemma 3.1]). In particular, we shall use the fact
that

|σ(z)− σ(z′)| ≤ d(z, z′)

for every z, z′ ∈ Z(H).

Definition 4.1. Let H be an atomic monoid and H ′ ⊆ H a subset.

1. The tame degree tH(H ′, X) of H ′ with respect to a set X ⊆ Z(H) is
the minimum of all N ∈ N ∪ {∞} having the following property: if a ∈ H ′,
z ∈ Z(a) and x ∈ X is a factorization of a divisor of a, then there exists a
factorization z′ ∈ Z(a) with x | z′ (in Z(H)) and d(z, z′) ≤ N .
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2. We say that H ′ is locally tame if tH(H ′,Z(a)) <∞ for all a ∈ H;H ′

is called tame if the tame degree

t(H ′) = tH(H ′,A(Hred)) <∞.
The concept of tameness of factorizations was already used successfully

in [Ge3, Ge4]. However, in this paper we have strengthened the notion of
local tameness. It coincides with the old one for FF-monoids; furthermore,
tame FF-monoids are locally tame. This can be easily seen by the following
(trivial) lemma, which will be used without further mention.

Lemma 4.2. Let H be a reduced atomic monoid.

1. For every H ′ ⊆ H and X ⊆ Z(H) we have

tH(H ′, X) = sup{tH(H ′, x) | x ∈ X} ≤ sup{supLH(a) | a ∈ H ′}.
2. If H ′ ⊆ H is divisor closed and x1, . . . , xr ∈ Z(H), then

t
(
H ′,

r∏
i=1

xi

)
≤

r∑
i=1

t(H ′, xi).

3. Suppose H = H1×H2, M ∈ N+, H
′ = {a = a1a2 ∈ H | maxLH2(a2)

≤ M} and X ⊆ Z(H1) finite. If H is a locally tame monoid , then
tH(H ′, XZ(H2)) <∞.

P r o o f. Parts 1 and 2 follow immediately from the definition.
3. Since X is finite, there is a finite set B ⊆ H such that X ⊆

⋃
b∈B Z(b).

Let a = a1a2 ∈ H ′ and z = xy ∈ XZ(H2). Then by parts 1 and 2 we have

tH(a, z) = tH1
(a1, x) + tH2

(a2, y)

≤ tH1
(a1, X) +M ≤ max{tH1

(a1,Z(b)) | b ∈ B}+M <∞,
which implies the assertion.

Let H be a monoid. We say that H satisfies the ACCP (ascending chain
condition for principal ideals) if every ascending chain of principal ideals
becomes stationary (equivalently, every non-empty set of principal ideals
contains a maximal element with respect to inclusion). Let E ⊆ I ⊆ H be
subsets. If I⊆EH, then E is called a generating system of I. E is said to be
a minimal generating system of I if no proper subset is a generating system.
If E is a generating system of I, then it is also a generating system of IH.
We say that I is finitely generated if it has a finite generating system.

Lemma 4.3. Let H be a monoid and I ⊆ H a subset.

1. For a subset E ⊆ I whose elements are pairwise non-associated , the
following conditions are equivalent :

(a) {eH | e ∈ E} is the set of maximal elements of {aH | a ∈ I} with
respect to inclusion.
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(b) E is a minimal generating system of I.

2. If E and E′ are minimal generating systems of I, then EH× = E′H×.
3. If H satisfies the ACCP , then every generating system of I contains

a minimal generating system.

P r o o f. 1. Straightforward.
2. In a minimal generating system elements are pairwise non-associated.

Therefore, 1 implies that {eH | e ∈ E} = {e′H | e′ ∈ E′}, whence the
assertion follows.

3. Let E ⊆ I be a generating system of I. It is sufficient to find a minimal
generating system for E. Since H satisfies ACCP, the set {eH | e ∈ H}
contains maximal elements which implies the assertion by 1.

Definition 4.5. Let H be an atomic monoid and I ⊆ H a subset. A
generating system E ⊆ I is said to be

(a) of bounded length if sup{supL(e) | e ∈ E} <∞.
(b) tame in H, or a tame generating system (for I and with bound

N ∈ N), if for every a ∈ I there exists some e ∈ E dividing a such that
tH(a,Z(e)) ≤ N .

We say that I is tamely generated if it has a tame generating system.

Lemma 4.6. Let H be an atomic monoid and I ⊆ H a subset.

1. I ⊆ H is tamely generated if and only if Ired ⊆ Hred is tamely gener-
ated.

2. Let E′ ⊆ E ⊆ I be two generating systems. If E is a tame generating
system, then so is E′.

3. If H satisfies the ACCP and IH is tamely generated , then so is I.

P r o o f. 1. This follows immediately from the definition.
2. Suppose that E is a tame generating system for I with bound N ∈ N+.

Let a ∈ H; then there is some e ∈ E dividing a such that t(a,Z(e)) ≤ N .
Since E′ is a generating system, there is some e′ ∈ E′ dividing e. Therefore,
we infer that e′ | e | a and clearly

t(a,Z(e′)) ≤ t(a,Z(e)) ≤ N.
3. By part 1 we may suppose that H is reduced. Let E be a tame gener-

ating system for IH. By Lemma 4.3.2, IH has a unique minimal generating
system E∗ and by 4.3.3 it follows that E∗ ⊆ E and E∗ ⊆ I. From part 2 we
infer that E∗ is a tame generating system for IH and hence for I.

Proposition 4.7. Let H be a locally tame monoid.

1. Every finitely generated subset is tamely generated.
2. If H is finitely generated , then every subset is tamely generated.
3. If H is tame, then every generating system of bounded length is tame.
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P r o o f. 1. Let I ⊆ H be generated by a finite set E ⊆ I. Then for every
a ∈ I there is some a∗ ∈ E dividing a such that

t(a,Z(a∗)) ≤ t(H,Z(a∗)) ≤ max{t(H,Z(e)) | e ∈ E} <∞,

since H is locally tame.

2. Finitely generated monoids satisfy the ACCP and every ideal is finitely
generated (cf. [Gi; Theorems 5.1 and 7.8]). Hence, by Lemma 4.6 it is suffi-
cient to consider ideals instead of arbitrary subsets and thus 1 implies the
assertion.

3. Let I ⊆ H be a subset, E ⊆ I a generating system, a ∈ I and e ∈ E
dividing a. Then, by Lemma 4.2.2,

t(a,Z(e)) ≤ t(H,Z(e))

≤ sup{supL(e) | e ∈ E} · sup{t(H,u) | u ∈ A(Hred)}
= sup{supL(e) | e ∈ E} · t(H).

Our interest in tamely generated subsets is motivated by the following
result.

Proposition 4.8. Let H be a BF-monoid with finite, non-empty set

∆(H). If for every 1 ≤ r ≤ 2max∆(H)
min∆(H) and every d ∈ ∆(H)r the set Φd(H)

is tamely generated , then ϕ(H) <∞. Thus the Structure Theorem for Sets
of Lengths holds.

P r o o f. Let 1 ≤ r ≤ 2max∆(H)
min∆(H) and d ∈ ∆(H)r. Suppose that Φd(H) is

tamely generated with bound N ∈ N+, i.e., there exists a generating system
E ⊆ Φd(H) such that for every a ∈ H there is some a∗ ∈ E with a∗ | a and
t(a,Z(a∗)) ≤ N .

Let a ∈ H; we show that for every divisor a∗ of a with a = a∗b the
following two assertions hold:

(i) maxL(a)−minL(a∗)−maxL(b) ≤ t(a,Z(a∗)),

(ii) minL(b) + maxL(a∗)−minL(a) ≤ t(a,Z(a∗)).

Hence by the very definition of ϕd(a) it follows that ϕd(a) ≤ N . Therefore,
we have ϕd(H) ≤ N and hence ϕ(H) <∞. It remains to prove (i) and (ii).

(i) Choose some z ∈ Z(a) with σ(z) = maxL(a) and some u ∈ Z(a∗)
with σ(u) = minL(a∗). Then there exists a factorization z′ = uw ∈ Z(a)
with d(z, z′) ≤ t(a, u). Hence,

maxL(a)−minL(a∗)−maxL(b) ≤ σ(z)− σ(u)− σ(w) = σ(z)− σ(z′)

≤ d(z, z′) ≤ t(a, u) ≤ t(a,Z(a∗)).

(ii) Choose some z ∈ Z(a) with σ(z) = minL(a) and some v ∈ Z(a∗)
with σ(v) = maxL(a∗). Similarly to (i), there exists a factorization z′ =
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vw ∈ Z(a) with d(z, z′) ≤ t(a, v), which implies that

minL(b) + maxL(a∗)−minL(a) ≤ σ(w) + σ(v)− σ(z) = σ(z′)− σ(z)

≤ d(z, z′) ≤ t(a, v) ≤ t(a,Z(a∗)).

5. Strongly primary monoids. Inspired by N. Bourbaki (cf. p. 298
of [Bo]) we define strongly primary ideals in monoids and introduce a new
class of monoids, called strongly primary monoids. The main examples we
have in mind stem from ring theory. They will be discussed in Lemmata 9.1
and 9.2.

Let D be a monoid. A submonoid H ⊆ D is said to be saturated if
a, b ∈ H and a | b in D implies that a | b in H. Therefore, H ⊆ D is saturated
if and only if Hred ⊆ Dred is saturated. The factor group G of the quotient
groups of D and H is called the class group of H ⊆ D. Class groups will be
written additively. For a ∈ D we denote by [a] ∈ G the class of a; obviously,
we have [a] = 0 ∈ G if and only if a ∈ H. Suppose that D is reduced. For
an element x =

∏r
i=1 ui ∈ ZD(a) ⊆ Z(D) with u1, . . . , ur ∈ A(D) we set

[x] =
∏r
i=1[ui] ∈ F(G). Clearly, we have a ∈ H if and only if [x] ∈ B(G).

Primary ideals and monoids were studied in [Ge5]. We repeat their
definition and point out their relationship with strongly primary ideals and
monoids.

Definition 5.1. Let H be a monoid with H 6= H× and let m = H \H×
denote the unique maximal ideal.

1. The monoid H is said to be

(i) primary if for every a, b ∈ H \H× we have a | bn for some n ∈ N+;
(ii) strongly primary if H is atomic and for every a ∈ H \H× there

exists some MH(a) = M(a) ∈ N+ such that a | b for every b ∈ H with
supL(b) ≥M(a);

(iii) finitely primary (of exponent α ∈ N+) if H is a submonoid of a
factorial monoid F with s pairwise non-associated prime elements p1, . . . , ps,

H ⊆ F = [p1, . . . , ps]× F×,
such that the following two conditions are satisfied:

(a) (p1 . . . ps)
αF ⊆ H,

(b) if εpα1
1 . . . pαss ∈ H (where ε ∈ F× and αi ∈ N) then either α1 =

. . . = αs = 0, ε ∈ H× or α1 ≥ 1, . . . , αs ≥ 1.

2. An ideal I ⊆ H is said to be

(i) primary if a, b ∈ H, ab ∈ I and a 6∈ I implies that bn ∈ I for some
n ∈ N+,

(ii) strongly primary if there exists some k ∈ N+ such that mk ⊆ I.
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Lemma 5.2. 1. For an atomic monoid H with ∅ 6= m = H \ H× the
following conditions are equivalent :

(a) H is strongly primary.

(b) Every proper ideal is strongly primary.

(c) Every proper principal ideal is strongly primary.

2. A strongly primary ideal is primary. In particular , a strongly primary
monoid is primary.

3. A saturated atomic submonoid of a strongly primary monoid is strongly
primary.

4. A monoid is strongly primary if and only if its associated reduced
monoid is strongly primary.

P r o o f. 1. (a)⇒(b). Let I ⊆ H be an ideal with I 6= H. Choose some
a ∈ I. Then there exists some M(a) ∈ N+ such that a | b for every b ∈ H
with supL(b) ≥M(a). This implies that mM(a) ⊆ aH ⊆ I.

(b)⇒(c). Obvious.

(c)⇒(a). Let a ∈ H \ H×. Then there exists some k ∈ N+ such that
mk ⊆ aH. SetM(a) = k and take some arbitrary b ∈ H with supL(b) ≥ k.
Then b ∈ mk ⊆ aH, whence a | b.

2. Let I ⊆ H be a strongly primary ideal and a, b ∈ H with ab ∈ I and
a 6∈ I. Then there is some k ∈ N+ such that mk ⊆ I ⊆ m. Assume to the
contrary that b 6∈ m; then b ∈ H× and a = (ab)b−1 ∈ I, a contradiction.
Thus b ∈ m and bk ∈ mk ⊆ I, whence I is primary. The second assertion
follows from part 1 and from Lemma 1 in [Ge5].

3. Let D be a strongly primary monoid and H ⊆ D a saturated atomic
submonoid. Let a, b ∈ H such that a - b in H. Then a - b in D and hence

supLH(b) ≤ supLD(b) <MD(a).

Therefore H is strongly primary with MH(a) =MD(a).

4. Obvious.

Lemma 5.3. Every finitely primary monoid is a locally tame, strongly
primary BF-monoid.

P r o o f. Let

H ⊆ F = [p1, . . . , ps]× F×

be a finitely primary monoid of exponent α ∈ N+ and let all notations be as
in the previous definition. Without restriction we assume that H is reduced.
By [Ge5; Proposition 6] it is a BF-monoid.
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To show that H is strongly primary, let a, b ∈ H \H× be given with a - b.
Hence there is some i ∈ {1, . . . , s} such that

maxL(b) ≤ min{vpj (b) | 1 ≤ j ≤ s} ≤ vpi(b)
< vpi(a) + α ≤ max{vpj (a) | 1 ≤ j ≤ s}+ α =:M(a).

To show that H is locally tame, we choose some a ∈ H and have to find
an upper bound for t(H,Z(a)). Let b ∈ H with a | b, z = u1 . . . ur ∈ Z(b)
and x ∈ Z(a). Then

σ(x) ≤ maxL(a) ≤ max{vpj (a) | 1 ≤ j ≤ s} =M(a)− α
and a divides u1 . . . um for some m ≤ M(a). Set u1 . . . um = ac. If s ≥ 2,
then by [Ge5; Lemma 6], c has a factorization y ∈ Z(c) with σ(y) ≤ 2α.
If s = 1, then every atom w ∈ H satisfies vp1(w) ≤ 2α − 1; thus c has a
factorization y ∈ Z(c) with

σ(y) ≤ vp1(u1 . . . uma
−1) ≤ m(2α− 1)− (M(a)− α) ≤M(a)(2α− 2) + α.

Setting

z′ = xyum+1 . . . ur ∈ Z(a)

we obtain

d(z, z′) ≤ max{m,σ(x) + σ(y)} ≤ M(a)(2α− 1) + 1,

whence t(H,Z(a)) ≤M(a)(2α− 1) + 1.

Proposition 5.4. In a locally tame, strongly primary monoid every sub-
set has a tame generating system of bounded length.

P r o o f. Let H be a locally tame, strongly primary monoid and I ⊆ H a
subset. Fix some a∗ ∈ I and choose an arbitrary b ∈ I. If a∗ - b, then

t(b,Z(b)) ≤ maxL(b) <M(a∗).

If a∗ divides b, then t(b,Z(a∗)) ≤ t(H,Z(a∗)). Hence I is tamely generated
by E = {a∗} ∪ {b ∈ I | a∗ - b}.
Lemma 5.5. Let H ⊆ D = D1×D2 be a saturated atomic submonoid of an

atomic monoid D with class group G, finite set G1 = {[u] ∈ G | u ∈ A(D)}
and M ∈ N+. Then D2,M = {c ∈ D2 | maxLD(c) ≤ M} allows a finite
partition, say D2,M =

⋃ϕ
i=1 Ci, with the following property : if a = bc ∈ H

with b ∈ D1, c ∈ D2,M and if c′ ∈ D2,M is in the same class Ci as c, then
bc′ ∈ H and LH(a) = LH(bc′).

P r o o f. Without restriction we may suppose that H and D are reduced.
1. For every a ∈ D and every z ∈ ZD(a) we study product decomposi-

tions

(∗) z =

k∏
λ=1

vλ

l∏
λ=1

wλ
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where all vλ are irreducible in H and no wλ is divisible by an irreducible
element of H. Such a decomposition gives rise to the following tuple:

(∗∗) (k, {{[x] ∈ F(G1) | x ∈ ZD(w1)}, . . . , {[x] ∈ F(G1) | x ∈ ZD(wl)}}).

For a ∈ D let T (a) denote the set of all tuples (∗∗) arising from product
decompositions (∗).

2. We show that for all b ∈ D1 and c ∈ D2 with bc ∈ H the set LH(bc)
just depends on T (b) and T (c). Hence, in particular, LH(bc) = LH(bc′) for
all b ∈ D1 and c, c′ ∈ D2 with T (c) = T (c′) and bc, bc′ ∈ H.

Let b ∈ D1 and c ∈ D2 be such that bc ∈ H. Then LH(bc) is the set of
all k + k′ + l for which there exist tuples

(k, {X1, . . . , Xl}) ∈ T (b) and (k′, {X ′1, . . . , X ′l}) ∈ T (c)

where Xi, X
′
i⊆F(G1), having the following property: there is a permutation

σ ∈ Sl such that for all 1 ≤ i ≤ l, all S ∈ Xi and all S′ ∈ Xσ(i), the sequence
SS′ is an irreducible block in B(G1).

3. To verify that T = {T (c) | c ∈ D2,M} is finite, let c ∈ D2,M be given
and consider a tuple of the form (∗∗) in T (c). Clearly,

k + l ≤ maxLD(c) ≤M

and, for 1 ≤ i ≤ l,

#{[x] ∈ F(G1) | x ∈ ZD(wi)} ≤ (#G1 − 1)D(G1)−1.

Hence T is finite, say T = {T1, . . . , Tϕ}. Then, for 1 ≤ i ≤ ϕ we set

Ci = {c ∈ D2,M | T (c) = Ti}

to obtain the required partition.

Proposition 5.6. Let H ⊆ D ×D′ be a saturated atomic submonoid of
the atomic monoid D×D′ with class group G, finite set G1 = {[u] ∈ G | u ∈
A(D×D′)} and suppose that D is a finite product of locally tame, strongly
primary BF-monoids. Then every subset I ⊆ D of the form

I = {a ∈ D | ab ∈ H and LH(ab) ∈ P},

where b ∈ D′ and P ⊆ Pfin(N+), has a generating system of bounded length,
which is tame in D.

P r o o f. Suppose D =
∏
ν∈Ω Dν where every Dν is a locally tame,

strongly primary BF-monoid. We proceed by induction on #Ω. If #Ω = 1,
the assertion follows from Proposition 5.4. Suppose #Ω ≥ 2 and let b, P
and I be as above. Choose some a∗ ∈ I and set M =

∑
ν∈ΩM(a∗ν) and

M ′ = M + maxLD′(b).
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Consider a partition Ω = Ω1 ∪̇ Ω2 with ∅ 6= Ω1 6= Ω and set Di =∏
ν∈Ωi Dν for 1 ≤ i ≤ 2. Let

(D2 ×D′)M ′ = {w ∈ D2 ×D′ | maxL(w) ≤M ′} =

ϕ⋃
j=1

Cj

where the partition into the Cj ’s has the properties of Lemma 5.5. Let
1 ≤ j ≤ ϕ; choose some cj ∈ Cj and define

Ij = {a ∈ D1 | acj ∈ H and LH(acj) ∈ P} ⊆ D1.

By induction hypothesis we infer that Ij has a tame generating system
Ej ⊆ Ij with bound Nj and with sup{supLD(e) | e ∈ Ej} = Kj . Let
N resp. K denote the maximum over all Nj resp. Kj and all partitions
Ω = Ω1 ∪̇Ω2 with ∅ 6= Ω1 6= Ω.

Let a ∈ I; we have to find some a′ ∈ I which divides a such that
tD(a,Z(a′)) and maxLD(a′) are universally bounded. To begin with, set
Ω1 = {ν ∈ Ω | maxL(aν) ≥M(a∗ν)}, Ω2 = Ω \Ω1 and Di =

∏
ν∈Ωi Dν for

1 ≤ i ≤ 2.
If Ω1 = Ω, then a∗ν | aν for all ν ∈ Ω and hence a∗ | a. In this case we

set a′ = a∗; obviously, tD(a,Z(a∗)) ≤ tD(D,Z(a∗)) and maxLD(a∗) are
bounded in a∗.

If Ω1 = ∅, we set a′ = a and infer that

tD(a,Z(a′)) ≤ maxLD(a) =
∑
ν∈Ω

maxLDν (aν) <
∑
ν∈Ω
M(a∗ν) = M.

From now on suppose that ∅ 6= Ω1 6= Ω and set a = a1a2 with ai ∈ Di

for 1 ≤ i ≤ 2. Then

maxLD2(a2) =
∑
ν∈Ω2

maxLDν (aν) <
∑
ν∈Ω2

M(a∗ν) ≤M

and hence

maxLD2×D′(a2b) ≤M ′.
Let

(D2 ×D′)M ′ =

ϕ⋃
j=1

Cj

be as above and suppose that a2b and cj are in the same class Cj for some
j ∈ {1, . . . , ϕ}. Since ab = a1a2b ∈ H and LH(ab) ∈ P , it follows that
a1cj ∈ H and LH(a1cj) ∈ P , i.e., a1 ∈ Ij . Therefore, there exists some
â ∈ Ej dividing a1 such that tD1

(a1,Z(â)) ≤ N . Now, we define

a′ = âa2 ∈ D1 ×D2 = D.

Clearly, a′ divides a in D,

maxLD(a′) = maxLD1
(â) + maxLD2

(a2) ≤ K +M



244 A. GEROLDINGER

and

tD(a,Z(a′)) = tD1(a1,Z(â))+tD2(a2,Z(a2)) ≤ N+maxLD2(a2) ≤ N+M.

In order to show that a′ ∈ I we have to verify that a′b ∈ H and LH(a′b) ∈ P .
Since â ∈ Ij , it follows that âcj ∈ H and LH(âcj) ∈ P . This implies that
âa2b ∈ H and LH(âa2b) = LH(âcj) ∈ P , i.e., a′ = âa2 ∈ I.

6. Strictly saturated submonoids. Let H,D be atomic monoids and
H ⊆ D a saturated submonoid with class group G. Set G1 = {[u] ∈ G | u ∈
A(D)}. Then Davenport’s constant D(G1) is defined as

D(G1) = sup{σ(U) | U ∈ B(G1) is irreducible} ∈ N ∪ {∞}.

In [Ge3; Lemma 4.4] it was shown that D(G1) is the minimum of all N ∈
N ∪ {∞} satisfying the following property: for all u1, . . . , un ∈ A(D) with∏n
i=1 ui ∈ H there exists a subset ∅ 6= J ⊆ {1, . . . , n} with #J ≤ N such

that
∏
j∈J uj ∈ H.

For k ∈ N+ we set

µk(H) = sup{supL | minL ≤ k, L ∈ L(H)} ∈ N+ ∪ {∞}.

Then for the elasticity

%(H) = sup

{
supL

minL

∣∣∣∣ L ∈ L(H)

}
∈ N+ ∪ {∞}

we have µk(H) ≤ k%(H) for every k ∈ N+ (cf. [Ch-Ge; Section 2.2a]).

Let H ⊆ D be saturated with D(G1) < ∞. Then µk(D) < ∞ for all
k ∈ N+ (resp. %(D) < ∞) implies that µk(H) < ∞ for all k ∈ N+ (resp.
%(H) < ∞) (cf. [G-L; Theorem 1]). However, there are arithmetical finite-
ness properties which do not carry over from D to H (see [Ge2; Proposition
6.5] for an example where D has finite catenary degree but H does not).
We introduce the concept of strictly saturated submonoids H ⊆ D, which
makes it possible to carry over arithmetical properties as local tameness or
the finiteness of the catenary degree from D to H (see Theorems 7.4 and
7.5).

Definition 6.1. Let D be an atomic monoid, H ⊆ D a saturated sub-
monoid with class group G and G1 = {[u] ∈ G | u ∈ A(D)}.

1. Let %(H,D) denote the minimum of all N ∈ N ∪ {∞} having the
following property: for all a ∈ H having a factorization y ∈ ZD(a) with
[y] ∈ B(G) irreducible, there exists a factorization y∗ ∈ ZH(a) with σ(y∗)
≤ N .

2. We say that H ⊆ D is strictly saturated if H is atomic, D(G1) < ∞
and %(H,D) <∞.
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Let D be a reduced atomic monoid and H ⊆ D a strictly saturated
submonoid. For every factorization x =

∏r
i=1 ui ∈ Z(H) with ui ∈ A(H)

we call

ZD(x) =
{ r∏
i=1

yi

∣∣∣ yi ∈ ZD(ui)
}
⊆ Z(D)

the set of factorizations induced by x. For X ⊆ Z(H) we set

ZD(X) =
⋃
x∈X

ZD(x) ⊆ Z(D).

For every a ∈ H and every y ∈ ZD(a) with [y] ∈ B(G) irreducible we fix a
factorization y∗ ∈ ZH(a) with σ(y∗) ≤ %(H,D). For a ∈ H and y ∈ ZD(a)
we set

ZH(y) =
{ r∏
i=1

y∗i

∣∣∣ y =
r∏
i=1

yi with 1 6= yi ∈ Z(D)

such that [yi] ∈ B(G) is irreducible
}
⊆ ZH(a).

Lemma 6.2. Let D be a reduced atomic monoid and H ⊆ D a strictly
saturated submonoid with class group G and G1 = {[u] ∈ G | u ∈ A(D)}.
Then for every a ∈ H the following holds:

1. ZH(a) =
⋃
y∈ZD(a) ZH(y).

2. For every x ∈ ZH(a) and every y ∈ ZD(x) we have

σ(x) ≤ σ(y) ≤ σ(x)D(G1).

3. For every y ∈ ZD(a) and every x ∈ ZH(y) ⊆ ZH(a) we have

σ(x) ≤ σ(y)%(H,D) ≤ σ(x)D(G1)%(H,D).

4. For every y, y′ ∈ ZD(a) there exist x ∈ ZH(y) and x′ ∈ ZH(y′) such
that

d(x, x′) ≤ (D(G1) + d(y, y′))%(H,D).

P r o o f. 1. Let x =
∏r
i=1 ui ∈ ZH(a) be given with ui ∈ A(H). For every

1 ≤ i ≤ r choose some yi ∈ ZD(ui); then [yi] is irreducible in B(G) and
y∗i ∈ ZH(ui) = {ui}, whence y∗i = ui. Since y =

∏r
i=1 yi ∈ ZD(a), it follows

that

x =
r∏
i=1

ui =
r∏
i=1

y∗i ∈ ZH(y).

The other inclusion is clear by definition.

2. By the very definition of ZD(x) we have σ(x) ≤ σ(y). The inequality
σ(y) ≤ σ(x)D(G1) follows from the definition of D(G1).
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3. Let y =
∏r
i=1 yi ∈ ZD(a) with 1 6= yi ∈ Z(D), [yi] ∈ B(G) irreducible

and x =
∏r
i=1 y

∗
i ∈ ZH(y). Then

r ≤ σ(x) =

r∑
i=1

σ(y∗i ) ≤ r%(H,D) and r ≤ σ(y) =

r∑
i=1

σ(yi) ≤ rD(G1),

which implies the assertion.
4. Suppose

y = y1y2 and y′ = y1y
′
2

with y1, y2, y
′
2 ∈ Z(D) such that d(y, y′) = max{σ(y2), σ(y′2)}. There ex-

ists some y0 ∈ Z(D) with y0 | y1 and σ(y0) ≤ D(G1) such that y0y2 and
y0y
′
2 are factorizations of some element b ∈H. Choose factorizations x1 ∈

ZH(y1y
−1
0 ), x2 ∈ ZH(y0y2) and x′2 ∈ ZH(y0y

′
2). Then x = x1x2 ∈ ZH(y) ⊆

ZH(a) and x′ = x1x
′
2 ∈ ZH(y′). Using statement 3 we infer that

d(x, x′) ≤ max{σ(x2), σ(x′2)} ≤ (D(G1) + d(y, y′))%(H,D).

Proposition 6.3. Let H ⊆ D be a saturated submonoid of a reduced
atomic BF-monoid D with class group G,G1 = {[u] ∈ G | u ∈ A(D)} and
D(G1) <∞.

1. %(H,D) ≤ µD(G1)(D) ≤ D(G1)%(D). In particular , H ⊆ D is strictly
saturated if D is factorial (i.e., H is a Krull monoid).

2. If D is a coproduct of finitely primary monoids having some common
exponent α ∈ N+ and exp(G) <∞, then H ⊆ D is strictly saturated.

P r o o f. 1. Let a ∈ H and y ∈ ZD(a) be such that [y] ∈ B(G) is
irreducible. Then σ(y) ≤ D(G1) and hence maxLD(a) ≤ µD(G1)(D). Since
maxLH(a) ≤ maxLD(a) we infer that %(H,D) ≤ µD(G1)(D). The second
inequality follows from the observation at the beginning of this section.

2. By [HK4; Theorem 3], H is a BF-monoid, whence atomic. Thus it
remains to show that %(H,D) <∞. Suppose D =

∐
ν∈Ω Dν where each Dν

is finitely primary of exponent α ∈ N+ and set β = αexp(G). Let a ∈ H
and z ∈ ZD(a) be such that [z] ∈ B(G) is irreducible. Then there is a
subset I ⊆ Ω such that a =

∏
i∈I ai with 1 6= ai ∈ Di and z =

∏
i∈I zi with

zi ∈ ZDi(ai). Obviously,

#I ≤
∑
i∈I

σ(zi) = σ(z) ≤ D(G1).

Let i ∈ I; suppose

Di ⊆ Fi = [pi,1, . . . , pi,si ]× F×i
and

ai = εi

si∏
j=1

p
ki,j
i,j
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with εi ∈ F×i . Set

I1 = {i ∈ I | ki,j ≥ 2β + α for all 1 ≤ ν ≤ si}
and let i∈I1. For j∈{1, . . . , si} let ki,j = 2βli,j+α+ri,j with 0 ≤ ri,j < 2β.
Set

bi =
( si∏
j=1

p
2li,j
i,j

)β
and ci =

(
εi

si∏
j=1

p
α+ri,j
i,j

)
;

then bi ∈ H, ci ∈ Di and ai = bici. For i ∈ I \ I1 set ci = ai. Next set

b =
∏
i∈I1

bi and c =
∏
i∈I

ci.

Obviously, we have a = bc with b ∈ H and c ∈ D, whence c ∈ H since
H ⊆ D is saturated.

We choose some y ∈ ZH(c) and obtain

σ(y) ≤ maxLH(c) ≤ maxLD(c)

=
∑
i∈I

maxLDi(ci) ≤
∑
i∈I

(2β + α) ≤ σ(z)(2β + α).

Let i ∈ I1; we have to find a suitable factorization xi ∈ ZH(bi). If si = 1,
we choose any xi ∈ ZH(bi) and infer that

σ(xi) ≤ maxLH(bi) ≤ maxLDi(ai) ≤ σ(zi)%(Di) <∞
since Di has finite elasticity (cf. [HK2; Proposition 4.1]). Suppose si ≥ 2;
set

bi,1 =
(
pi,1

si∏
j=2

p
2li,j−1
i,j

)β
and bi,2 =

(
p

2li,1−1
i,1

si∏
j=2

pi,j

)β
.

Then bi,1, bi,2 ∈ H and bi = bi,1bi,2. For 1 ≤ j ≤ 2 we choose a factorization
xi,j ∈ ZH(bi,j), infer that

σ(xi,j) ≤ maxLH(bi,j) ≤ maxLD(bi,j) ≤ β
and set xi = xi,1xi,2 ∈ ZH(bi). Then x =

∏
i∈I1 xi ∈ ZH(b) and

σ(x) =
∑
i∈I1

σ(xi) ≤
∑
i∈I1

σ(zi)(%+ 2β) ≤ σ(z)(%+ 2β)

where % = max{%(Di) | i ∈ I1 with si = 1}.
Summing up we have xy ∈ ZH(bc) with a = bc and

σ(xy) ≤ σ(z)(4β + %+ α),

whence %(H,D) ≤ D(G1)(4β + %+ α).

Let H ⊆ D be a saturated submonoid of a reduced atomic monoid D.
As a final topic in this section we show that H ⊆ D is strictly saturated if
and only if this holds true for the associated block monoid. We briefly recall
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the concept of (general) block monoids. For proofs and detailed information
the reader is referred to [HK2; Section 5] and [Ge2; Section 4].

Let H ⊆ D be a saturated atomic submonoid with class group G of the
reduced atomic monoid D. Let D = F(P ) × T be the canonical decom-
position of D and G0 = {[p] ∈ G | p ∈ P}. We define a homomorphism
ι : F(G0)× T → G by

ι(g1 . . . gnt) = g1 + . . .+ gn + [t]

(where g1, . . . , gn ∈ G and t ∈ T ) and set

B = ι−1(0) ⊆ F(G0)× T.

Then B ⊆ F(G0) × T is saturated with class group G and B is called the
block monoid of (H ⊆ D). The homomorphism

β : F(P )× T → F(G0)× T, a = p1 . . . pnt 7→ β(a) = [p1] . . . [pn]t,

satisfies β(H) = B and we obtain the following commutative diagram:

H ↪→ D = F(P )× T [·]→ G
β↓ β↓ ||
B ↪→ F(G0)× T ι→ G

Since β(A(D)) = A(F(G0) × T ) and β−1(A(F(G0) × T )) = A(D), it fol-
lows that β induces an epimorphism β : Z(D) → Z(F(G0) × T ) such
that β(ZD(a)) = ZF(G0)×T (β(a)) for every a ∈ D. Similarly, we have

β(A(H)) = A(B) and β−1(A(B)) = A(H) and hence there is an epimor-
phism β : Z(H)→ Z(B) such that β(ZH(a)) = ZB(β(a)) for every a ∈ H.
In particular, LH(a) = LB(β(a)).

Proposition 6.4. Let H ⊆ D = F(P ) × T be a saturated atomic
submonoid of the reduced atomic monoid D with class group G, G0 =
{[p] ∈ G | p ∈ P} and B ⊆ F(G0) × T the associated block monoid. Then
%(H,D) = %(B,F(G0) × T ) and H ⊆ D is strictly saturated if and only if
B ⊆ F(G0)× T is strictly saturated.

P r o o f. This is straightforward from our previous discussion.

7. The catenary degree and local tameness. For the arithmetical
relevance of the catenary degree the reader is referred to [Ge3, Ge4, Ge2].
Here we show that if H ⊆ D is strictly saturated, then c(D) < ∞ implies
that c(H) <∞ (see Theorem 7.4). Together with Proposition 6.3 this gen-
eralizes former results (cf. [G-L; Theorem 2] and [Ge2; Theorem 5.4]) and
shows the power of the concept of strictly saturated submonoids. A similar
transfer result will be proved for local tameness (see Theorem 7.5).
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Definition 7.1. Let H be an atomic monoid.

1. Let a ∈ H, z, z′ ∈ Z(a) and N ∈ N ∪ {∞}. An N -chain (of factor-
izations) from z to z′ is a finite sequence (zi)

k
i=0 of factorizations zi ∈ Z(a)

such that z = z0, zk = z′ and d(zi−1, zi) ≤ N for 1 ≤ i ≤ k.
2. The catenary degree c(H ′) ∈ N ∪ {∞} of a subset H ′ ⊆ H is the

minimal N ∈ N ∪ {∞} such that for all a ∈ H and any two factorizations
z, z′ ∈ Z(a) there is an N -chain of factorizations from z to z′. For brevity,
we write c(a) instead of c({a}) for every a ∈ H.

Let H be an atomic monoid. Then H is factorial if and only if c(H) =
0. If H is not factorial but has finite catenary degree, then as an easy
consequence of the definitions we obtain

max∆(H) ≤ c(H)− 2,

i.e., the set ∆(H) is finite.

Lemma 7.2. Let D be an atomic monoid and H ⊆ D a strictly saturated
submonoid with class group G and G1 = {[v] ∈ G | v ∈ A(D)}. Let a ∈ H
and y ∈ ZD(a). Then for any two factorizations x, x′ ∈ ZH(y) there is a
D(G1)%(H,D)-chain of factorizations from x to x′.

P r o o f. We suppose that H and D are reduced and define a monoid
homomorphism

f : Z(D)→ G

by f(v) = [v] for every v ∈ A(D) and set S = Ker(f) ⊆ Z(D). Then S is
a Krull monoid with class group G and G1 is the set of classes containing
prime divisors (cf. [Ge6; Lemma 3]). Thus S has finite catenary degree
c(S) ≤ D(G1) (see [Ge2; Propositions 4.2 and 4.3]).

Since a ∈ H and y ∈ ZD(a), it follows that y ∈ S. Let z =
∏r
ν=1 zν ∈

ZS(y) with zν =
∏
i∈Iν vi ∈ A(S) and vi ∈ A(D). Then [zν ] =

∏
i∈Iν [vi] ∈

B(G) is irreducible in B(G). We obtain a bijection

g : ZS(y)→ ZH(y), z =

r∏
ν=1

zν 7→ g(z) =

r∏
ν=1

z∗ν .

Any two factorizations z, z′ ∈ ZS(y) can be concatenated by a D(G1)-chain
of factorizations using the canonical distance function d = dS : Z(S)2 =
F(A(S))2 → N. The function g maps atoms zν ∈ S to factorizations z∗ν ∈ H
whose lengths (in Z(H)) are bounded by %(H,D). Hence any two factor-
izations x, x′ ∈ ZH(y) can be concatenated by a D(G1)%(H,D)-chain of
factorizations (using the distance function d = dH : Z(H)2 → N).

Proposition 7.3. Every reduced , locally tame, strongly primary BF-
monoid H has finite catenary degree with c(H) ≤ max{t(H,u),M(u)} for
every u ∈ A(H).
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P r o o f. Let H be as in the hypothesis. Fix some u ∈ A(H) and set
t = t(H,u). We assert that

c(H) ≤ max{t,M(u)}.

For every a ∈ H there exists some k = k(a) ∈ N with k ≤ maxL(a) such
that uk | a but uk+1 - a. We proceed by induction on k(a). If a ∈ H with
k(a) = 0, then

c(a) ≤ maxL(a) <M(u).

Let a ∈ H and z, z′ ∈ Z(a) be given with k = k(a) ≥ 1. Suppose the
assertion holds for all b ∈ H with k(b) < k. Since u divides a, there is
some factorization x ∈ Z(u−1a) such that d(z, ux) ≤ t. Similarly, there is
some x′ ∈ Z(u−1a) with d(z′, ux′) ≤ t. Clearly, k(u−1a) < k(a). Hence, by
induction hypothesis there exists a max{t,M(u)}-chain from x to x′, which
gives a max{t,M(u)}-chain from z to z′.

Theorem 7.4. Let H ⊆ D be a strictly saturated submonoid of an atomic
monoid D.

1. If D has finite catenary degree, then so does H. More precisely , c(H)≤
(D(G1) + c(D))%(H,D).

2. Suppose D =
∐
i∈I Di where all Di are reduced , locally tame, strongly

primary BF-monoids and there are ui ∈ A(Di) such that sup{tDi(Di, ui),
M(ui) | i ∈ I} <∞. Then H has finite catenary degree and ∆(H) is finite.

P r o o f. 1. Let a ∈ H and x, x′ ∈ ZH(a) be given. We choose factoriza-
tions y ∈ ZD(x) and y′ ∈ ZD(x′). Since D has finite catenary degree c(D),
there exists a c(D)-chain of factorizations y = y0, y1, . . . , yl = y′ from y to
y′. By Lemma 6.2.4 there are factorizations

xi ∈ ZH(yi) and x̃i ∈ ZH(yi+1), for 0 ≤ i ≤ l − 1,

with d(xi, x̃i) ≤ (D(G1) + c(D))%(H,D). Furthermore, by Lemma 7.2 there
are D(G1)%(H,D)-chains

from x ∈ ZD(y) to x0 ∈ ZD(y),
from x̃i−1 ∈ ZD(yi) to xi ∈ ZD(yi) for 1 ≤ i ≤ l − 1, and
from x̃l−1 ∈ ZD(yl) to x′ ∈ ZD(yl).

Putting all together we obtain a (D(G1) + c(D))%(H,D)-chain from x to x′.
2. This follows from part 1 and Proposition 7.3.

Theorem 7.5. Let H ⊆ D be a strictly saturated submonoid of an atomic
monoid D with class group G and G1 = {[u] ∈ G | u ∈ A(D)}. Let H ′ ⊆ H
and X ⊆ Z(H) with sup{σ(x) | x ∈ X} = M ∈ N+. If tD(H ′, ZD(X)) is
finite, then so is tH(H ′, X). More precisely ,

tH(H ′, X) ≤M + %(H,D)D(G1)(MD(G1) + tD(H ′, ZD(X))).
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In particular , if D is a (locally) tame BF-monoid , then the same is true
for H.

P r o o f. Without restriction we may suppose that H and D are reduced.
Let a ∈ H ′, z =

∏m
i=1 ui ∈ ZH(a) with ui ∈ A(H) and x ∈ X. We have to

find an upper bound for tH(a, x).
As explained at the beginning of Section 6, z induces a factorization

z̃ =
∏m
i=1 z̃i ∈ ZD(z) ⊆ ZD(a) with z̃i ∈ ZD(ui), whence σ(z̃i) ≤ D(G1)

for 1 ≤ i ≤ m. Similarly, x induces a factorization x̃ ∈ ZD(X) with σ(x̃) ≤
σ(x)D(G1) ≤MD(G1).

By definition of tameness in D, there exists a factorization z̃′ ∈ ZD(a)
with x̃ | z̃′ and d(z̃, z̃′) = t ≤ tD(H ′, ZD(X)). Therefore, after a suitable
renumbering we may write z̃′ in the form

z̃′ =

m−t∏
i=1

z̃iy
′

where y′ ∈ Z(D) with σ(y′) ≤ tD(G1). Set

x̃1 = gcdZ(D)

(m−t∏
i=1

z̃i, x̃
)
.

Then there are x̃2, ỹ2 ∈ Z(D) such that x̃ = x̃1x̃2 and y′ = x̃2ỹ2. After a
further renumbering we have, for some ỹ1 ∈ Z(D),

m−t∏
i=1

z̃i =

m−t−s∏
i=1

z̃ix̃1ỹ1

with s ≤ σ(x̃1) ≤ σ(x̃) and σ(ỹ1) ≤ σ(x̃1)(D(G1)− 1). Setting ỹ = ỹ1ỹ2 we
get

z̃′ =

m−t−s∏
i=1

z̃ix̃1ỹ1x̃2ỹ2 =

m−t−s∏
i=1

z̃ix̃ỹ

with

σ(ỹ) ≤ σ(x̃)(D(G1)− 1) + σ(y′) ≤ D(G1)(MD(G1) + t).

If ỹ ∈ ZD(b), then b ∈ H and by Lemma 6.2 there is some y ∈ ZH(ỹ) ⊆
ZH(b) with σ(y) ≤ σ(ỹ)%(H,D). Setting

z′ =

m−t−s∏
i=1

uixy

we obtain

tH(a, x) ≤ d(z, z′) ≤ max{s+ t, σ(x) + σ(y)}
≤M + %(H,D)D(G1)(MD(G1) + tD(H ′, ZD(X))).

Hence, tH(H ′, X) is restricted by the above bound.
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Corollary 7.6. Let H ⊆ D be a strictly saturated submonoid of an
atomic monoid D and I ⊆ H a subset. Then every generating system E ⊆ I
of bounded length, which is tame in D, is tame in H.

P r o o f. Suppose E ⊆ I is a generating system, tame in D, with bound
N and sup{supLH(e) | e ∈ E} = M . Let a ∈ I; then there is some e ∈ E
with tD(a,ZD(e)) ≤ N . By Theorem 7.5 it follows that

tH(a,ZH(e)) ≤M + %(H,D)D(G1)(MD(G1) +N),

which implies the assertion.

8. The Structure Theorem revisited. In this section we use the re-
sults from our monoid-theoretical investigations (in particular, Propositions
4.7, 4.8 and Corollary 7.6) to apply the abstract Structure Theorem 3.2 to
concrete monoids.

LetH be a BF-monoid with finite, non-empty set∆(H) and with ϕ(H) <
∞. Let a ∈ H; then by Theorem 3.2.3 there exists some ψ ∈ N satisfying
the following property (P):

(P) for all b ∈ H with aψ | b | ak for some k ≥ ψ, the sets L(b) are almost
arithmetical progressions with the same difference δ ∈ ∆(H) bounded
by ϕ(H).

Obviously, if ψ ∈ N satisfies (P), then so does every ψ′ ∈ N with ψ′ ≥ ψ.
Let ψ(a) ∈ N denote the minimum of all ψ ∈ N satisfying (P) and define

ψ(H) = sup{ψ(a) | a ∈ H} ∈ N ∪ {∞}.
Obviously, ψ(H) < ∞ if and only if there exists some ψ ∈ N satisfying
property (P) for every a ∈ H.

Suppose that ∆(H) = ∅. Then all sets of lengths contain exactly one ele-
ment. In order to simplify formulations, we say thatH satisfies the Structure
Theorem for Sets of Lengths and set ϕ(H) = 0 and ψ(H) = 1.

Proposition 8.1. Let H be a finitely generated monoid. Then H is a
tame FF-monoid with finite catenary degree, finite set ∆(H) and ϕ(H) <∞.
Thus the Structure Theorem for Sets of Lengths holds and ψ(H) <∞.

P r o o f. By [HK4; Theorem 2] and [Ge4; Proposition 3.4], H is a tame
FF-monoid. Hence it has finite catenary degree and ∆(H) is finite (cf. [Ge4;
Proposition 3.3]). If ∆(H)=∅, then nothing more has to be proved. Suppose
∆(H) 6= ∅. By Proposition 4.7 all subsets are tamely generated, whence
Proposition 4.8 implies that ϕ(H) <∞ and that the Structure Theorem for
Sets of Lengths holds.

Suppose H is generated by u1, . . . , us ∈ A(H). For ∅ 6= I ⊆ {1, . . . , s}
set uI =

∏
i∈I ui and define

ψ = max{ψ(uI) | ∅ 6= I ⊆ {1, . . . , s}} ∈ N.
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Let a =
∏
i∈I u

ki
i ∈ H be given with ∅ 6= I ⊆ {1, . . . , s} and ki ∈ N+.

We show that ψ(a) ≤ ψ, which implies that ψ(H) ≤ ψ. Let b ∈ H with
aψ | b | ak for some k ≥ ψ. Then

u
ψ(uI)
I | aψ | b | ak |ukmax{ki|i∈I}

I .

Therefore, by definition of ψ(uI) the set L(b) is an almost arithmetical
progression bounded by ϕ(H).

Proposition 8.2. Let H ⊆ D =
∏n
i=1Di be a strictly saturated sub-

monoid with class group G. Suppose that G1 = {[u] ∈ G | u ∈ A(D)} is
finite and that all Di are locally tame, strongly primary BF-monoids. Then
H is a locally tame BF-monoid with finite catenary degree, finite set ∆(H)
and ϕ(H) <∞. Thus the Structure Theorem for Sets of Lengths holds and
ψ(H) <∞.

P r o o f. H is a BF-monoid, since it is a saturated submonoid of a BF-
monoid (cf. [HK4; Theorem 3]). From Theorem 7.5 it follows that H is locally
tame. By Theorem 7.4, c(H) and ∆(H) are finite. If ∆(H) = ∅ we are done;
hence suppose that ∆(H) 6= ∅. For every d ∈ ∆(H)r the set Φd(H) has a
generating system of bounded length which is tame in H (cf. Proposition
5.6 and Corollary 7.6). Therefore, Proposition 4.8 implies that ϕ(H) <∞.

Without restriction we may assume that H and D are reduced. For every
subset ∅ 6= I ⊆ {1, . . . , n} for which

H ∩
∏
i∈I

(Di \ {1}) 6= ∅

we fix some cI =
∏
i∈I ci ∈ H with 1 6= ci ∈ Di. Define

ψ = max{M(c
ψ(cI)
i ) | i ∈ I and ∅ 6= I ⊆ {1, . . . , n} as above} ∈ N.

We show that ψ(a) ≤ ψ for every a ∈ H, which implies that ψ(H) ≤ ψ.
Let 1 6= a =

∏
i∈I ai ∈ H be given with 1 6= ai ∈ Di, ∅ 6= I ⊆ {1, . . . , n}

and let b ∈ H such that aψ | b | ak for some k ≥ ψ. Since

maxLDi(a
ψ
i ) ≥ maxLDi(a

M(c
ψ(cI )

i
)

i ) ≥M(c
ψ(cI)
i )

it follows that c
ψ(cI)
i | aψi in Di for every i ∈ I. Therefore c

ψ(cI)
I divides aψ

in D and hence in H. Since Di is primary, there is some li ∈ N such that
ai | clii in Di. Thus there is some l ∈ N such that ak | clI in H. Summing up
we obtain

c
ψ(cI)
I | aψ | b | ak | clI ,

whence the assertion follows from the definition of ψ(cI).

Theorem 8.3. Let H ⊆ D = F(P ) ×
∏n
i=1Di be a strictly saturated

submonoid with class group G. Suppose that G1 = {[u] ∈ G | u ∈ A(D)} is
finite and that all Di are locally tame, strongly primary BF-monoids. Then
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H is a locally tame BF-monoid with finite catenary degree, finite set ∆(H)
and ϕ(H) <∞. Thus the Structure Theorem for Sets of Lengths holds and
ψ(H) <∞.

P r o o f. By Theorem 7.5, H is locally tame and, by Theorem 7.4, it has
finite catenary degree. All assertions on lengths of factorizations hold for H
if and only if they hold for the associated block monoid B (cf. [Ge2; Section
4] and [HK2; Section 5]). By Proposition 6.4, B ⊆ F(G0) ×

∏n
i=1Di is a

strictly saturated submonoid with G0 = {[p] ∈ G | p ∈ P} ⊆ G1. Since G0

is finite, F(G0) ×
∏n
i=1Di =

∏
g∈G0

F({g}) ×
∏n
i=1Di is a finite product

of locally tame, strongly primary BF-monoids. Therefore, Proposition 8.2
implies the assertion.

The main example for the above class of monoids are weakly Krull
monoids H with weak divisor theory ϕ : H → D =

∐
i∈I Di such that

the following holds: the weak divisor class group is finite, all primary com-
ponents Di are finitely primary and for almost all Di we have Di ' (N,+).
If all Di are isomorphic to (N,+), then H is a Krull monoid and the weak
divisor theory ϕ : H → D ' F(P ) is a divisor theory.

Under stronger assumptions main parts of the above theorem were al-
ready proved in [Ge1; Satz 1] and [Ge3; Theorem 6.2]; for geometric versions
of this result the reader is referred to [HK1] and [HK2; Section 3]. However,
the finiteness of ψ(H) is new even for Krull monoids.

In the rest of this section we show that there exists a locally tame Krull
monoid H with finite catenary degree and finite set ∆(H) but which does
not satisfy the Structure Theorem for Sets of Lengths (see Theorem 8.5). In
particular, we show that every finite set L ∈ N+ \ {1} can be realized as a
set of lengths in a Krull monoid. This already follows from Proposition 3.4.
However, if G is an infinite abelian group, then B(G) is not locally tame,
nor does it have finite catenary degree. Recall that Krull monoids are FF-
and hence BF-monoids.

Proposition 8.4. For every finite subset L ⊆ N+ \ {1} there exists
a finitely generated reduced Krull monoid H with L ∈ L(H) and c(H) ≤
max∆(L) + 2.

P r o o f. We proceed by induction on the number of elements of L. For this
we show that there is some element a ∈ H having the following properties:

(i) L(a) = L,

(ii) a has exactly one factorization z∗ with σ(z∗) = minL and this
factorization is squarefree,

(iii) a has an irreducible divisor u ∈ A(H) such that w ∈ Z(a) and u |w
implies w = z∗.
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Suppose L = {k} for some k ∈ N+. Then let H be the free abelian

monoid with basis u1, . . . , uk and set a =
∏k
i=1 ui. Obviously, all required

properties are satisfied.

To do the induction step let L ⊆ N+ \ {1} be a finite set with #L ≥ 2

and suppose that the monoid H ′, a′ ∈ H ′, z′ =
∏ψ
j=1 uj ∈ ZH′(a′) and

u = u1 satisfy the properties for the set L′ = L \ {minL}. Define

H = [H ′, v, w] ⊆ Q(H ′)× Γ = G

and a = a′, where Z ' Γ = Q(F({v})) and w = v−1(u1 . . . ud) with d =
minL′ −minL+ 2. Clearly, H is a finitely generated reduced monoid with
Q(H) = G. By properties (i)–(iii) for H ′ we infer that

ZH(a) = ZH′(a) ∪
{
z∗ = vw

ψ∏
j=d+1

uj

}
,

which implies

LH(a) = LH′(a) ∪ {σ(z∗)} = L′ ∪ {2 + minL′ − d} = L.

Obviously, z∗ is squarefree in Z(H) and z∗ is the only factorization of a in
H with σ(z∗) = minL. Furthermore, we have v ∈ A(H), v | a and v appears
only in the factorization z∗. Thus properties (i)–(iii) are satisfied by H, a,
z∗ and v. We proceed in two steps to verify the remaining assertions.

1. To prove that H is a Krull monoid it remains to show that H is root
closed (cf. [HK3; Theorem 5]). Let y = xvϕ ∈ G with x ∈ Q(H ′) and ϕ ∈ Z
such that ym = b ∈ H for some m ∈ N+. Since vw ∈ H ′, the element b has
a factorization which is not divisible by vw.

Case 1: b = cvs = xmvϕm with c ∈ H ′ and s ∈ N. Then

cx−m = vϕm−s ∈ Q(H ′) ∩ Γ = {1}.

This implies that xm = c ∈ H ′, whence x ∈ H ′, since H ′ is root closed.
Furthermore, ϕ = s/m ∈ N and thus y = xvϕ ∈ H.

Case 2: b = cws = xmvϕm with c ∈ H ′ and s ∈ N. Then

cx−m(u1 . . . ud)
s = vϕm+s ∈ {1}.

This implies that −ϕ = s/m ∈ N and

((u1 . . . ud)
ϕx)m = c ∈ H ′.

Since H ′ is root closed, it follows that (u1 . . . ud)
ϕx ∈ H ′, whence

y = xvϕ = x(u1 . . . ud)
ϕw−ϕ ∈ H.

2. To verify the assertion on the catenary degree, let b ∈ H and z =
vrwsx, z′ = vr

′
ws

′
x′ ∈ ZH(b) be given with r, r′, s, s′ ∈ N and x, x′ ∈ Z(H ′).
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Since vw = u1 . . . ud there is a d-chain of factorizations from z to

z̃ = vr−tws−tx̃

with t = min{r, s} and x̃ ∈ Z(H ′). Similarly, there is a d-chain from z′ to

z̃′ = vr
′−t′ws

′−t′ x̃′

with t′ = min{r′, s′} and x̃′ ∈ Z(H ′). By comparing the associated product
decompositions in G it follows that r − t = r′ − t′ and s − t = s′ − t′.
By induction hypothesis there is a c(H ′)-chain of factorizations from x̃ to x̃′

with c(H ′) ≤ max∆(L′)+2. Putting all this together we obtain an N -chain
from x to x′ with

N ≤ max{minL′ −minL+ 2,max∆(L′) + 2} = max∆(L) + 2.

Theorem 8.5. 1. For every system L of finite sets L ⊆ N+ \ {1} there
exists a locally tame Krull monoid H with L ⊆ L(H) and c(H) ≤ sup∆(L)
+ 2.

2. There exists a locally tame Krull monoid H with finite catenary degree
and finite set ∆(H) which does not satisfy the Structure Theorem for Sets
of Lengths.

P r o o f. 1. For every L ∈ L let HL have the properties of Proposition
8.4. Then we define

H =
∐
L∈L

HL.

Since finitely generated monoids are locally tame, each HL is a locally tame
Krull monoid, whence H is a locally tame Krull monoid. Furthermore,

L ⊆
⋃
L∈L
L(HL) ⊆ L(H)

and

c(H) = supL∈Lc(HL) ≤ supL∈L{max∆(L) + 2}.
2. By part 1 it is sufficient to find a system L with finite set ∆(L) such

that the sets L ∈ L are not almost arithmetical multiprogressions bounded
by some fixed M ∈ N+.

For this choose some d ∈ N+ with d ≥ 2 and set

Ln = {n+ kd | 0 ≤ k ≤ 2n} ∪ {n+ nd+ 1}
for every n ∈ N+. Then

L = {Ln | n ∈ N+}
has the required properties.

9. Applications to integral domains. Let R be an integral domain.
Then R• = R \ {0} denotes its multiplicative monoid, R× = R•× its group



SETS OF LENGTHS 257

of units and R# = R•/R× the reduced multiplicative monoid. Obviously,
R# is isomorphic to H(R), the monoid of principal ideals. We say that R is
a local domain if it has just one maximal ideal. The proof of the following
lemma may be found in [Ge5; Theorem 2].

Lemma 9.1. Let R be an integral domain.

1. R• is primary if and only if R is a one-dimensional , local domain.

2. R• is finitely primary if and only if R is a one-dimensional , local
domain, the complete integral closure R̂ is a semilocal principal ideal domain
and the conductor R̂/R is non-zero.

Lemma 9.2. Let R be a noetherian domain. Then R• is a BF-monoid
and the following conditions are equivalent :

(a) R is a one-dimensional , local domain,

(b) R• is primary ,

(c) R• is strongly primary ,

If the integral closure R is a finite R-module, then there are further
equivalent conditions:

(d) R• is a locally tame, strongly primary BF-monoid ,

(e) R• is finitely primary.

P r o o f. R• is a BF-monoid by [HK4; Theorem 7]. By Lemma 9.1 condi-
tions (a) and (b) are equivalent. Lemmata 5.2 and 5.3 show that (e)⇒(d)⇒
(c)⇒(b).

(a)⇒(c). Let R be a one-dimensional local domain with maximal ideal
m = R \R× and let a ∈ R• \R×. Then

√
aR = m and there is some n ∈ N+

such that mn ⊆ aR ⊆ m. Thus aR is strongly primary and the assertion
follows from Lemma 5.2.

(a)⇒(e). Suppose that R is one-dimensional, local, noetherian and R is
a finite R-module. Then R• is finitely primary by [HK6; Proposition 6].

An integral domain R is said to be weakly Krull (cf. [A-M-Z]) if

R =
⋂

p∈X(R)

Rp

where X(R) denotes the set of height-one prime ideals and the intersection
is of finite character. Let R be weakly Krull. Then the canonical homomor-
phism

ϕ : R• → D =
∐

p∈X(R)

R#
p

is a weak divisor theory. The monoid It(R) of t-invertible t-ideals (equipped
with t-multiplication) is isomorphic to D and the t-class group Ct(R) =
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It(R)/H(R) is isomorphic to the weak divisor class group (cf. [HK5; Sec-
tion 4]). If R is one-dimensional, then It(R) coincides with the monoid of
invertible ideals (equipped with usual ideal multiplication) and Ct(R) =
Pic(R).

A weakly Krull domain R is said to be of finite type (cf. [HK2; Sec-
tion 6]) if its integral closure R is a Krull domain and a finitely generated
R-module. Krull domains and noetherian weakly Krull domains R whose
integral closures R are finite R-modules (including orders in global fields)
are the most important examples of weakly Krull domains of finite type.

Theorem 9.3. Let R be a weakly Krull domain of finite type.

1. The monoid It(R) is a locally tame BF-monoid with finite catenary
degree, finite set ∆(It(R)) and ϕ(It(R)) <∞. Thus the Structure Theorem
for Sets of Lengths holds and ψ(It(R)) <∞.

2. If the number of classes in the t-class group Ct(R) containing multi-
plicative irreducible ideals is finite, then all assertions above hold for R•.

P r o o f. As discussed above we have

R# ' H(R) ⊆ It(R) '
∐

p∈X(R)

R#
p .

All R#
p are finitely primary and hence locally tame, strongly primary BF-

monoids. For almost all p ∈ X(R) the localization Rp = Rp is a discrete

valuation ring and hence R#
p is isomorphic to (N,+) (cf. [HK2; Lemma

6.3]). Therefore, Theorem 8.3 implies the assertion with H = D = It(R).
Because of the above finiteness condition Theorem 8.3 implies the asser-

tion with H = H(R) and D = It(R).
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