
ACTA ARITHMETICA
LXXXIX.4 (1999)

p-adic logarithmic forms and group varieties II

by

Kunrui Yu (Hong Kong)

1. Introduction. The present paper is a continuation of the studies in
Yu [10], where we have brought the p-adic theory of linear forms in loga-
rithms more in line with the complex theory as in Baker and Wüstholz [1].
The purpose here is to refine upon our results in [10].

Let α1, . . . , αn (n ≥ 1) be non-zero algebraic numbers andK be a number
field containing α1, . . . , αn with d = [K : Q]. Denote by p a prime ideal
of the ring OK of integers in K, lying above the prime number p, by ep

the ramification index of p, and by fp the residue class degree of p. For
α ∈ K, α 6= 0, write ordp α for the exponent to which p divides the principal
fractional ideal generated by α in K; define ordp 0 = ∞. We shall estimate
ordpΞ, where

(1.1) Ξ = αb11 · · ·αbnn − 1

with b1, . . . , bn being rational integers and Ξ 6= 0. Let

hj = max(h0(αj), log p) (1 ≤ j ≤ n),

where h0(α) for algebraic α is defined by the formula below (1.5), and let B
be given by (1.8). Then as a consequence of Theorem 1, we have

ordpΞ < 19(20
√
n+ 1 d)2(n+1)en−1

p · pfp

(fp log p)2 · log(e5nd)h1 · · ·hn logB.

From now on we shall keep the notation introduced in the third para-
graph of §1 in [10]. (For the self-containedness, we repeat part of it here.)
We assume that K satisfies the following condition:

(1.2)
{
ζ3 ∈ K if p = 2,
either pfp ≡ 3 (mod 4) or ζ4 ∈ K if p > 2,
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where ζm = e2πi/m (m = 1, 2, . . .). Set

(1.3) q =
{

2 if p > 2,
3 if p = 2.

Let N be the set of non-negative rational integers and set

(1.4) u = max{k ∈ N | ζqk ∈ K}, α0 = ζqu .

Define

(1.5) h′(αj) = max
(
h0(αj),

fp log p
d

)
(1 ≤ j ≤ n),

where h0(α) denotes the absolute logarithmic Weil height of an algebraic
number α, i.e.,

h0(α) = δ−1
(

log a0 +
δ∑

i=1

log max(1, |α(i)|)
)
,

where the minimal polynomial for α is

a0x
δ + a1x

δ−1 + . . .+ aδ = a0(x− α(1)) · · · (x− α(δ)), a0 > 0.

Let κ ∈ N and ϑ be defined by

φ(pκ) ≤ 2ep < φ(pκ+1),(1.6)

ϑ =
{

(p− 2)/(p− 1) if p ≥ 5 with ep = 1,
pκ/(2ep) otherwise,

where φ is Euler’s φ-function. Denote by

(1.7) Φ(p) = pfp − 1

the Euler function of the prime ideal p. Let B be a real number satisfying

(1.8) B ≥ max(|b1|, . . . , |bn|, 3).

Let ωq(n) (n = 1, 2, . . .) be the two sequences (for q = 2, 3) of positive
rational numbers, defined in [10], §5, which we shall recall in §2 for self-
containedness. We note that ωq(n) ≤ n!/2n−1 for n = 1, 2, . . . , and a lower
bound for ϑ is given in §2, (2.8).

Theorem 1. Suppose that

(1.9) ordp αj = 0 (1 ≤ j ≤ n).

If Ξ = αb11 · · ·αbnn − 1 6= 0, then

ordpΞ < C(n, d, p)h′(α1) · · ·h′(αn) logB,

where
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C(n, d, p) =
c

epϑ
max(p−fpepϑ, q−n)(aepκ)n · (n+ 1)n+2

(n− 1)!
· ωq(n)(1.10)

× Φ(p)
qu
· dn+2

(fp log p)3 ·max(fp log p, log(e4(n+ 1)d)),

with
a = 16, c = 712 if p > 2,

a = 32, c = 58 if p = 2.
Furthermore if α1, . . . , αn satisfy

(1.11) [K(α1/q
0 , α

1/q
1 , . . . , α1/q

n ) : K] = qn+1,

then C(n, d, p) can be replaced by C(n, d, p)/ωq(n).

Let

(1.12) C∗(n, d, p) = C(n, d, p)/(n+ 1),

where C(n, d, p) is given by (1.10).

Theorem 2. Suppose that (1.9) holds and

(1.13) ordp bn = min
1≤j≤n

ordp bj .

Let B, Bn, Ψ be such that

(1.14) max
1≤j≤n

|bj | ≤ B, |bn| ≤ Bn ≤ B, Ψ = pfp(8n3d log(5d))n.

If Ξ = αb11 · · ·αbnn − 1 6= 0, then for all real δ with

0 < δ ≤ dn−1h′(α1) · · ·h′(αn−1)fp log p

we have

ordpΞ < C∗(n, d, p)d−n max(dnh′(α1) · · ·h′(αn)h̃, δB/Bn),

where
h̃ = 3 log(δ−1Ψ(dn−1h′(α1) · · ·h′(αn−1))2Bn).

If α1, . . . , αn satisfy condition (1.11), then C∗(n, d, p) can be replaced by
C∗(n, d, p)/ωq(n), and Ψ in (1.14) can be replaced by Ψ = max(pfp , (5n)2nd).

It is straightforward to deduce, from Theorems 1 and 2, precise versions
in terms of K0 = Q(α1, . . . , αn) and ordp0 , and without assuming ordp0 αj =
0 (1 ≤ j ≤ n), where p0 is a prime ideal of the ring of integers in K0, also
versions for α1, . . . , αn being rational (see Yu [9], III, §4).

For n ≥ 2, Theorems 1 and 2 indicate that we can replace the term
nn−1 that occurs in the expressions for C(n, d, p) and C∗(n, d, p) in [10],
Theorems 1 and 2, by cn−1

p where cp = 2eϑepfp log p with ϑ defined by
(1.6). Plainly this gives an improvement on our results in [10] when n > cp
and this is significant in applications. Indeed, the present paper and [10]



340 K. Yu

have led to an improvement on Stewart and Yu [7] to the effect that 2/3 in
the Theorem of [7] can be replaced by 1/3. (See our subsequent joint paper,
On the abc conjecture II .) The refinement was stimulated by a lecture given
by Matveev in Oberwolfach in 1996 (see [5]) in which he indicated that he
could eliminate a term n! from certain linear form estimates in the complex
case. The crucial new idea in the present paper came out from discussions
with M. Waldschmidt during his short visit to my university at the end of
May 1996. This is to apply the pigeon-hole principle to the set of integral
points (λ1, . . . , λr), where λ = (λ−1, λ0, λ1, . . . , λr) ∈ Λ♣ with Λ♣ defined
by §10, (10.14), thereby constructing improved auxiliary rational functions
(see §10). This idea is then incorporated into the whole structure of [10].
Thus, though stimulated by Matveev’s lecture, our work in the p-adic case
involves a different approach and it is in substance quite independent.

Throughout the remaining part of this paper, [10] will be quoted fre-
quently; for convenience, we shall refer to formulae, theorems and so on
in [10] by adjoining a ♣, e.g., (8.9)♣, Theorem 7.1♣, §6♣.

I am indebted to discussions with M. Waldschmidt mentioned above.
The search for constants c0, c1, c3, c4, c5 in §9 was carried out by my wife

Dehua Liu, who designed a program, using PARI GP 1.39, for the search
and verification. I would like to express my warm gratitude to her for her
great support.

2. Preliminaries. Let ς1 and ς2 be constants given by the following list:

(2.1)

(I) if p = 3 or p = 5 with ep ≥ 2, then ς1 = 1.2133, ς2 = 1.0202;

(II) if p ≥ 5 with ep = 1, then ς1 = 1.3128, ς2 = 1.0415;

(III) if p ≥ 7 with ep ≥ 2, then ς1 = 1.3701, ς2 = 1.0568;

(IV) if p = 2, then ς1 = 1.176, ς2 = 1.014.

Let r ∈ Z be such that

(2.2) r/(fp log p) > epϑ+ 0.6,

where ϑ is given by (1.6). Set

(2.3) % = (fp log p)/r, χ(x) = e−%x(x+ epϑ), x0 = 1/%− epϑ.

Thus x0 > 0.6 and x0 6∈ Q, since log p 6∈ Q. Further we let m and N be
defined by

(2.4) m =





1 if 0.6 < x0 < 1,
[x0] if x0 > 1 and {x0} ≤ 1/%− 1/(e% − 1),
[x0] + 1 if x0 > 1 and {x0} > 1/%− 1/(e% − 1),

(2.5) epN = (1 + (2n)−1 · 10−100)−1(m + epϑ).
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Remark (The roles of m and N). Here we introduce m and N under
assumption (2.2), which will occur as (8.12) in §8. We shall define an equiv-
alence relation on Λ♣ (see §10, (10.14)) by (10.15), in which m will play an
important role. Note that N will appear in §11, (11.24). In contrast, with-
out assumption (2.2), we take m = 0 in (2.5); then N becomes θ which is
defined by (8.1)♣, and (11.24) degenerates into (11.24)♣, thus we return to
the construction in [10].

Lemma 2.1. We have

(2.6) m + epϑ < ς1r/(fp log p),

(2.7) 1/χ(m) < ς2/χ(x0).

P r o o f. Note that we have, by (1.6),

(2.8) ϑ ≥ ϑ0 with epϑ0 := 3/2, 3/4, 1/2, 2,

for cases (I), (II), (III), (IV) in (2.1). We first prove (2.6). If 0.6 < x0 < 1,
then

m + epϑ <
1
%

(1 + 0.4%) <
1
%

(
1 +

0.4
epϑ+ 0.6

)
<

ς1r

fp log p
.

If x0 > 1 and {x0} > 1/%− 1/(e% − 1), then, by (2.8) and (2.1),

m + epϑ <
1
%
· %e%

e% − 1
<

1
%

(
xex

ex − 1

)

x=1/(epϑ+1)
≤ ς1r

fp log p
.

(2.6) is trivially true for the remaining case of (2.4).
We now show (2.7). If 0.6 < x0 < 1, then by (2.8) and (2.1),

χ(m)/χ(x0) = e−%(1−x0)(1+%(1−x0)) ≥ (e−x(1+x))x=0.4/(epϑ+0.6) > 1/ς2.

If x0 > 1 and {x0} ≤ 1/%− 1/(e% − 1), then by (2.8) and (2.1),

χ(m)/χ(x0) = e%{x0}(1− %{x0}) ≥ (ex(1− x))x=x1 > 1/ς2,

where x1 = (1− y/(ey − 1))y=1/(epϑ+1).
If x0 > 1 and {x0} > 1/%− 1/(e% − 1), then by (2.8) and (2.1),

χ(m)/χ(x0) = e−%(1−{x0})(1 + %(1− {x0})) ≥ (e−x(1 + x))x=x2 > 1/ς2,

where x2 = 1/(epϑ + 1) − x1. The proof of (2.7) and the lemma is thus
complete.

Recall ω2(n) and ω3(n) defined in §5♣. That is, for q = 2, 3 we define
ωq(1) = ωq(2) = 1 and for n > 2,

ω2(n) = 4s−n · (s+ n+ 1)!/(2s+ 1)!,(5.1)♣

ω3(n) = 6t−n · (2t+ n+ 1)!/(3t+ 1)!,(5.2)♣

where

s = [1/4 +
√
n+ 17/16](5.3)♣
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and t is the unique rational integer such that

(5.4)♣ g(t) := 9t3 − 8t2 − (8n+ 5)t− 2n(n+ 1) ≤ 0 and g(t+ 1) > 0.

Hence t = [xn], where xn is the unique real zero of g(x), which can be
determined explicitly by Cardano’s formula.

Lemma 2.2. We have, for n = 2, 3, . . . ,

ω2(n)
ω2(n− 1)

≥ n+ 2
4

,(2.9)

ω3(n)
ω3(n− 1)

≥ n+ 4
6

.(2.10)

P r o o f. It is easy to verify that (2.9) holds for 2 ≤ n ≤ 6. Write s =
s(n) for s defined by (5.3)♣. Suppose now n ≥ 7. Then s(n) ≥ 3 and
s(n)− s(n− 1) ∈ {0, 1}. If s(n)− s(n− 1) = 0, then by (5.1)♣,

ω2(n)
ω2(n− 1)

=
s+ n+ 1

4
>
n+ 2

4
.

If s(n) − s(n − 1) = 1, then by (5.1)♣ and the discussion in [10] following
(5.20)♣, we have

ω2(n)
ω2(n− 1)

=
(s+ n+ 1)(s+ n)

(2s+ 1)2s
≥ s+ n

4
>
n+ 2

4
.

This completes the proof of (2.9).
It remains to show (2.10). Write t = t(n) for t defined by (5.4)♣ and let

g(x, y) = 9x3 − 8x2 − (8y + 5)x− 2y(y + 1).

We now prove that

(2.11) t(n)− t(n− 1) ∈ {0, 1}, n = 5, 6, . . .

By PARI GP 1.39, it is easy to verify that (2.11) holds for 5 ≤ n ≤ 31. If
n ≥ 32, then g(0.5n2/3 + 1, n) < g(0.6n2/3, n) < 0, whence by (5.4)♣,

(2.12) t = t(n) > 0.5n2/3 (n ≥ 32).

In order to prove (2.11), it suffices to verify

(2.13) g(t− 1, n− 1) ≤ 0 (n ≥ 32).

Now by n ≥ 32 and (2.12) we obtain

g(t, n)− g(t− 1, n− 1) = 27t2 − 51t− 12n+ 20 > 0.

This together with g(t, n) ≤ 0 (by (5.4)♣) yields (2.13) and (2.11).
Now we are ready to prove (2.10). (2.10) is trivially true for n = 2, 3, 4.

Note that t = t(n) ≥ 3 (n ≥ 5). For n ≥ 5 with t(n)− t(n− 1) = 0, we get,
by (5.2)♣,
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ω3(n)
ω3(n− 1)

=
2t+ n+ 1

6
>
n+ 4

6
;

and for n ≥ 5 with t(n)− t(n− 1) = 1, by (5.2)♣ and the discussion in [10]
following (5.20)♣, we obtain

ω3(n)
ω3(n− 1)

=
(2t+ n+ 1)(2t+ n)(2t+ n− 1)

(3t+ 1)3t(3t− 1)
≥ 2t+ n− 1

6
>
n+ 4

6
.

This completes the proof of (2.10) and the lemma.

We shall rely on §2♣–§6♣. For the convenience of exposition, we shall
number the remaining sections as §7–§15, corresponding to §7♣–§15♣.

7. A central result. We now state a central result, which implies The-
orems 1 and 2 of §1. We maintain the notation introduced in §1.

Theorem 7.1. Suppose that (1.9) and (1.13) hold , α1, . . . , αn are mul-
tiplicatively independent , and b1, . . . , bn are not all zero. Then

(7.1) ordpΞ < C∗(n, d, p)h′(α1) · · ·h′(αn)(h∗ + log c∗),

where C∗(n, d, p) is given by (1.12), c∗ is given by (5.24)♣, and

(7.2) h∗ = max
{

log
(
fp log p

2d
max

1≤j<n

( |bn|
h′(αj)

+
|bj |

h′(αn)

))
,

logB◦, 6n log(5n) + 1.2 log d, 2fp log p
}

with

(7.3) B◦ = min
1≤j≤n,bj 6=0

|bj |.

Furthermore if α1, . . . , αn satisfy (1.11), then C∗(n, d, p) and h∗ + log c∗

can be replaced by C∗(n, d, p)/ωq(n) and h∗, respectively.

Remark. If n/(fp log p) < epϑ+ 0.6, then Theorem 7.1 is a consequence
of Theorem 7.1♣.

P r o o f (of Remark). We note, on recalling (1.10)♣ and (1.10), that

a♣

a
=
{

(p− 1)/(2(p− 2)) if p ≥ 5 with ep = 1,
1 otherwise.

From (1.10)♣, (1.12)♣, (1.10), (1.12), (1.6) and (2.8) we get

C∗(n, d, p)♣

C∗(n, d, p)
≤ c♣

c

(
a♣

a

)n(
q

epκ/(epϑ)

)n(
n

fp log p
· 1
epϑ

)n−1

(7.4)

<
c♣

c

(
a♣

a

)n(
q

epκ/(epϑ)

)n(
1 +

0.6
epϑ

)n−1

< 1.

Now by (7.4), Theorem 7.1 follows from Theorem 7.1♣.
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Thus we may assume

(7.5) n/(fp log p) > epϑ+ 0.6

in §8–§13, where we shall prove Theorem 7.1.

8. Basic hypothesis. Let b1, . . . , bn be the rational integers in Theo-
rem 7.1, satisfying (1.13), and set

(8.1) L = b1z1 + . . .+ bnzn.

Let ν be defined as in §5♣, l0, l1, . . . , ln be defined by (5.7)♣.
Our basic hypothesis is that there exists a set of linear forms L0, L1, . . .

. . . , Lr in z0, z1, . . . , zn with rational integer coefficients having the following
properties:

(i) L0 = qνz0; L0, L1, . . . , Lr are linearly independent , and

(8.2) L = B0L0 +B1L1 + . . .+BrLr

for some rationals B0, B1, . . . , Br, with Br 6= 0.
(ii) On writing

l′i = q−νLi(l0, l1, . . . , ln) (1 ≤ i ≤ r),
the numbers α′i = el

′
i (1 ≤ i ≤ r) are in K, and satisfy ordp α

′
i = 0

(1 ≤ i ≤ r) and

(8.3) [K(α1/q
0 , α′1

1/q
, . . . , α′r

1/q) : K] = qr+1.

(iii) We have

(8.4) h′(α′i) ≤ σi (1 ≤ i ≤ r),

(8.5)
n∑

j=1

|∂Li/∂zj |h′(αj) ≤ qνσi (1 ≤ i ≤ r)

for some positive real numbers σ1, . . . , σr satisfying

(8.6) σ1 · · ·σr ≤ ψ(r)h′(α1) · · ·h′(αn),

where

(8.7) ψ(r) =
(
a

q
e2pκd

)n−r
ωq(n) min

(
c∗

qν
, 1
)

with a given by (1.10) and c∗ given by (5.24)♣. Furthermore, if ν = 0 then
ψ(r) in (8.6) is replaced by ψ(r)/ωq(n).

The construction of §5♣ establishes the existence of linear forms as above
for r = n. We now take r as the least integer for which such a set of linear
forms exists. Hence Bi 6= 0 (1 ≤ i ≤ r) and we may assume
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(8.8) σr ≥ σi (1 ≤ i ≤ r)
in our basic hypothesis.

Remark. The difference between the basic hypotheses in §8♣ and here
is only at (8.9)♣ and (8.7).

Lemma 8.1. If r = 1, then Theorem 7.1 holds.

P r o o f. Similar to the proof of Lemma 8.2♣.

By Lemma 8.1, we may assume r ≥ 2 in our basic hypothesis.

Lemma 8.2. If r in the basic hypothesis satisfies

(8.9) r ≥ 2 and r/(fp log p) < epϑ+ 0.6,

then Theorem 7.1 holds.

P r o o f. We assert that, under (8.9), if the basic hypothesis in §8♣ is
replaced with that of this section, then all arguments in §9♣–§13♣ remain
valid. Hence Proposition 9.1♣, with r given in the basic hypothesis of this
section and with the choice of parameters and constants of §9♣, holds. To
see this, we note that (8.9) and (2.8) yield

(8.10)
(

r

fp log p
· 1
epθ

)r−ρ
<

(
epϑ+ 0.6
epθ

)r−ρ
< er−ρ,

where θ is given by (8.1)♣ and ρ is the integer with 1 ≤ ρ < r appearing
in the text of [10] above (13.19)♣. Further by the inequalities in the text
of [10] above (13.9)♣,

(8.11) η(r+1)I/ηρ < η(r+1)(I−1) < 10−21.

On observing (8.10) and (8.11), it is readily seen, similarly to proving that
(13.24)♣ implies (13.23)♣ in [10], that in order to prove (13.23)♣, it suffices
to show

eρ(ρ!)3ρρrρpfp

1
r · 2

3 (q − 1) ep

d − 10−21

g2

≤ (qηr+1)Iρ,

which is a consequence of (13.24)♣ (it is still true; see §13♣).
Now we deduce Theorem 7.1 for ν > 0. On replacing (8.8)♣, (8.9)♣ by

(8.6), (8.7), and on observing (n+1)n+1/(n−1)! ≥ en−r(r + 1)r+1/(r − 1)!,
and by (8.9) and (2.8), we have

epU
♣

(q−n/max(p−fpepϑ, q−n))× the right side of (7.1)

≤ c♣

c

(
q

2e

)r(
r

fp log p
· 1
epϑ

)r−1

≤ c♣

c

(
q

2e

)r(
epϑ+ 0.6
epϑ

)r−1

≤ 1.
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The verification in the case ν = 0, i.e., when α1, . . . , αn satisfy (1.11), is
similar. This completes the proof of Lemma 8.2.

By Lemma 8.2, we may and shall assume, in §9–§13 below , that r in the
basic hypothesis satisfies

(8.12) r/(fp log p) > epϑ+ 0.6.

Finally, note that we shall use (8.13)♣–(8.16)♣ in §9–§13.

9. Choices of parameters and Proposition 9.1. Recall that κ, ϑ are
defined by (1.6), and ς1, ς2 are given by (2.1). We define g0, . . . , g12, ε1, ε2, f6

by the following formulae:

(9.1)

g0 = 6r log(5r) + 1.2 log d,

g1 = log(e4(r + 1)d), g2 = 2c3q(r + 1)d,

g3 = 2c0c4(ς2c2qpκ)r(pfp−1)p0.6fp(fp log p)r−1 (r + 1)r+1

r!
(q−1)

g1

ϑ
,

g4 = 2c0c4(ς2q)r(c2pκ)r−1p0.6fp(fp log p)r−1 (r+1)r

r!r
fp

(
ep +

1
ϑ

)
g1,

1 + ε1 = (1 + r/g3)r, 1 + ε2 = (1− 1/g4)−r,

g5 = g4(pfp − 1)(q − 1)/(qfp),

g6 = 2c0c3(ς2c2qpκ)r(pfp−1)p0.6fp(fp log p)r−1 (r + 1)r+1

r!
(q−1)ep,

g7 = g5c1c2rp
κ, g8 = g7fp log p,

g9 =
d

g2g8

(
log
(
g2

d

)
+ (r + 1) log g8

)
,

g10 =
2
g0

exp(−1 + e−g0−0.9)
1

c2qpκ
· r − 1
r + 1

,

g11 =
ς1

c2c5q
· 1
pκfp log p

·
(
q

(
1− c5

r + 1

)r+1)− log g5/log q

,

g12 =
1
g2

(
d− 1
g7

+
d log d

2g8

)
,

f6 = (1 + 10−100)(1 + ε1)(1 + ε2)(2 + 1/g2)ς1c0c1c3c4q2.

In (9.1), c0, . . . , c5 are given in Table (9.2) below. The upper bounds for f6

can be obtained from the above formulae by direct calculation. Blocks I,
II, III, IV are for cases (I), (II), (III), (IV) of (2.1), respectively. The lower
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bounds r ≥ 3 in I, II, III and r ≥ 4 in IV are determined by (8.12), (2.8)
and the fact that fp ≥ 2 when p = 2 (see [9], II, Appendix).

(9.2)

Case r c0 c1 ς2c2 c3 c4 c5 f6 ≤
3 ≤ r ≤ 6 2.7 0.6743 4 1.22 18.7 0.48 414

I 7 ≤ r ≤ 15 2.6 0.655 4 0.986 20.72 0.512 344
r ≥ 16 2.5 0.65 4 0.856 23.53 0.54 321

3 ≤ r ≤ 6 2.8 0.6718 4 1.75 9.16 0.48 323
II 7 ≤ r ≤ 15 2.7 0.652 4 1.418 10.15 0.512 270

r ≥ 16 2.6 0.6483 4 1.225 11.53 0.54 252

3 ≤ r ≤ 6 3 0.6546 4 1.93 16.98 0.47 712
III 7 ≤ r ≤ 15 2.8 0.6425 4 1.612 19.01 0.504 608

r ≥ 16 2.7 0.6403 4 1.43 21.2 0.53 576

4 ≤ r ≤ 6 2.7 0.7823 32/9 0.4082 3.107 0.7 58
IV 7 ≤ r ≤ 15 2.5 0.7646 32/9 0.3416 3.44 0.75 49

r ≥ 16 2.26 0.7458 32/9 0.31 3.835 0.8 43

Let

(9.3) η = 1− c5
r + 1

.

It can be verified that c0, . . . , c5 satisfy (9.4)–(9.7) and (9.9) below.

(9.4)

(i) 2c5ηr−1
(

1− 1
2g2

)
− log q

log(qη)

(
2
c2

+
(

1+
1
g6

)
τ(p)

c4(N/ϑ)g1
· 1
q

)
> 0,

r ≤ 15,

(ii) 2c5e−c5
(

1− 1
2g2

)
− log q

log(qη)

(
2
c2

+
(

1+
1
g6

)
τ(p)

c4(N/ϑ)g1
· 1
q

)
> 0,

r ≥ 16,

where τ(p) = 1 or 3/2, according as p > 2 or p = 2,

2c5q
(

1− 1
2g2

)
(9.5)

≥ c1
{
g12 +

(
1 +

1
2(c0 − 1)

)
g9

}

+
{
q +

1
2(c0 − 1)

(
1 +

1
2g2 + 1

)}
2
c2

+
{

107
103
· 1 + 10−100

epϑ0 + 1

(
1− c5

r + 1
+

1
c0 − 1

)
+
(

1 +
1

c0 − 1

)
g10

}
1
c3

+
(

1 +
1
g6

){
1 +

1
c0 − 1

+
(

N +
1

p− 1

)
1
fp

}
1

c4(N/ϑ)
,
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where ϑ0 and N are defined by (2.8) and (2.5),

(9.6) c1 ≥ c5(ηr + g11)
{

2 +
1
g2

+
1

(r + 1)qr+1 ·
1 + 10−100

epϑ0 + 1
· 1
c3

}
,

(9.7)

(i)
(

1 +
1
g6

)
c2

2c4(N/ϑ)
· log q

q
· I

max (fp log p, g1)
+

1
(qηr+1)I

≤ 1

if p > 2,

(ii)
(

1 +
1
g6

)
c2

2c4(N/ϑ)
· log q
q2 ·

I

max(fp log p, g1)
+

1
(qηr+1)I

≤ 1

if p = 2,

for 1 ≤ I < I∗, where

(9.8) I∗ = [5 max(fp log p, g1)/log(qηr+1)] + 1,

(9.9) η−(r+1) + g−1
2 ≤ q.

Note that in verifying (9.4)–(9.7) and (9.9), we have used the fact that
ηr+1 = (1 − c5/(r + 1))r+1 is increasing and ηr = (1 − c5/(r + 1))r is
decreasing in each range of r considered in (9.2). For the details of the
verification, see the paragraph below, which contains (9.33)–(9.35).

Let

(9.10) h = max
{

log
(
fp log p

2d
max

1≤j<n

( |bn|
h′(αj)

+
|bj |

h′(αn)

))
,

logB◦, g0, 2fp log p
}
,

where B◦ is given by (7.3), and

(9.11) G0 = (pfp − 1)/qu,

which is a positive integer by Hasse ([4], p. 220) and (1.3), (1.4). Set

(9.12) S =
c3q(r + 1)d(h+ ν log q)

fp log p
,

where ν is defined at the end of the paragraph above (5.23)♣ in [10],

D = (1 + 10−100)(1 + ε1)(1 + ε2)
(

2 +
1
g2

)
c0c1c4

N

ϑ
(ς2c2qpκ)r(9.13)

× (r + 1)r

r!
G0p

fpx0dr+1σ1 · · ·σr max (fp log p, g1),

where x0 is defined by (2.3),

(9.14) T =
q(r + 1)D

c1Nepfp log p
,
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(9.15) D̃−1 = h+ ν log q − 1, D−1 = [D̃−1],

(9.16) D̃0 =
SDd−1

c1c4(N/ϑ)(D−1 + 1) max (fp log p, g1)
, D0 = [D̃0],

(9.17) D̃i =
D

c1c2rpκdσi
, Di = [D̃i], 1 ≤ i ≤ r.

It is readily seen that

(9.j) := (9.j)♣ for 18 ≤ j ≤ 31 with j 6= 23, 25, 26

hold. The following three inequalities are also true:

(9.23)
(D−1 + 1)(D0 + 1)

G0pfpm

r∏

i=1

(Di + 1−G0) ≥ c0(2S + 1)
(

[T ] + r

r

)
,

(9.25) T (D̃−1 + 1) ≤ 1
c1c3epN

· SD
d

<
1 + 10−100

epϑ0 + 1
· 1
c1c3

· SD
d

(the second inequality in (9.25) follows from (2.5), (2.4) and (2.8)),

(9.26)
D̃0 ≥ g6,

(D−1 +1)(D0 +1) max(fp log p, g1) ≤
(

1+
1
g6

)
1

c1c4(N/ϑ)
· SD
d
.

P r o o f o f (9.23). By (9.19)–(9.21), it suffices to show that D ≥ D′,
where

D′ = (1 + ε1)(1 + ε2)
(

2 +
1
g2

)
c0c1c4

N

ϑ

(
c2q

pκ

epN

)r
G0p

fpm

× rr(r + 1)r

r!
· d

r+1σ1 · · ·σr
(fp log p)r

max (fp log p, g1).

Now by (2.5), (2.3) and (2.7), we have

pfpm

(epN)r
=
(

1 +
1

2n
· 10−100

)r
pfpm

(m + epϑ)r
< (1 + 10−100)

1
(χ(m))r

< (1 + 10−100)ςr2
1

(χ(x0))r
= (1 + 10−100)ςr2p

fpx0
(fp log p)r

rr
,

which implies D ≥ D′. (We omit the proofs of (9.25) and (9.26) here.)
Set

(9.32) U =
qr+1

epfp log p
SD.

Proposition 9.1. Under the hypotheses of Theorem 7.1, we have

ordpΞ < U.

Note that Proposition 9.1 implies Theorem 7.1. We verify this for the case
ν > 0. By (9.12), (9.13), (8.6), (9.2), (8.7), (8.13)♣, (7.2), (9.10), (2.3), (2.5),
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(2.6), (1.3), and the inequality (n+1)n+1/(n−1)! ≥ en−r(r+1)r+1/(r−1)!,
we have

epU

(p−fpepϑ/max(p−fpepϑ, q−n))× the right side of (7.1)
≤ f6

cqn−r
≤ 1.

The verification in the case ν = 0, i.e., when α1, . . . , αn satisfy (1.11), is
similar.

In the following §10–§13, we shall prove Proposition 9.1.
Now we indicate how we verify (9.4)–(9.7) and (9.9). We divide the

verification into four cases, which are (I), (II), (III), (IV) of (2.1). We have

(9.33)

(I) q = 2, d ≥ 1, ϑ ≤ 3/2, fp ≥ 1, ep ≥ 1, pκ ≥ 3,

N/ϑ > (1 + 10−100)−1;

(II) q = 2, d ≥ 1, ϑ ≤ 1, fp ≥ 1, ep = 1, pκ = 1,

N/ϑ > 2(1 + 10−100)−1;

(III) q = 2, d ≥ 2, ϑ ≤ 7/6, fp ≥ 1, ep ≥ 2, pκ ≥ 1,

N/ϑ > (1 + 10−100)−1;

(IV) q = 3, d ≥ 2, ϑ ≤ 2, fp ≥ 2, ep ≥ 1, pκ ≥ 4,

N/ϑ > (1 + 10−100)−1.

We can prove (9.4)–(9.7) and (9.9) for r ≤ 15 by direct computation, using
(9.1)–(9.3) and (9.33). It remains to verify them for r ≥ 16. By direct
computation, we see that (9.4)(ii) is true for r = 16, whence it holds for
r ≥ 16, since its left side is an increasing function of r. In case (I), LHS−RHS
of (9.5) is increasing in d, and this difference at d = 1 is increasing in r
with r ≥ 16; further this difference at d = 1, r = 16 is positive by direct
computation, whence (9.5) for case (I) with r ≥ 16 follows. In cases (II),
(III) and (IV) we have

{
107
103
· 1
epϑ0 + 1

· c5
r + 1

−
(

1 +
1

c0 − 1

)
g10

}
1
c3
− c5q

g2
(9.34)

− c1
{
g12 +

(
1 +

1
2(c0 − 1)

)
g9

}
− 1

(c0 − 1)(2g2 + 1)c2

− 1
g6

{
1 +

1
c0 − 1

+
(

N +
1

p− 1

)
1
fp

}
1

c4(N/ϑ)
> 0 for r ≥ 16,

since its left side is positive for r = 16, decreasing in r and tends to 0 as
r → ∞; also it is readily verified, using (9.1), (9.3) and (9.33), that for
r ≥ 16,
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2c5q ≥
{
q +

1
2(c0 − 1)

}
2
c2

+
107
103
· 1 + 10−100

epϑ0 + 1

(
1 +

1
c0 − 1

)
1
c3

(9.35)

+
{

1 +
1

c0 − 1
+
(

N +
1

p− 1

)
1
fp

}
1

c4(N/ϑ)
.

Now (9.5) for cases (II), (III), (IV) with r ≥ 16 follows from (9.34) and
(9.35). Finally (9.6), (9.7) and (9.9) for r = 16 can be verified by direct
computation, using (9.1)–(9.3) and (9.33), whence they hold for r ≥ 16 by
monotonicity in r. Our computation is carried out on a SUN SPARCstation
10 with PARI GP 1.39.

In order to prove Lemma 11.2 of §11 in the sequel, we show the following
inequality. Let I ∈ Z satisfy 0 ≤ I < I∗ with I∗ given by (9.8) and δI = 0
or 1 according to I = 0 or I > 0. Then for k = 0, . . . , r − 1 when I = 0 and
for k = 1, . . . , r − 1 when I > 0 we have

(9.36) 2c5qk+1ηk
(

1− 1
2g2

)

≥ c1
{
g12 +

(
1 +

1
2(c0 − 1)

)
g9

}

+
{

qk+1

(qηr+1)I
+

1
2(c0 − 1)

(
1 +

1
2g2 + 1

)}
2
c2

+
{

107
103
· 1 + 10−100

epϑ0 + 1

(
ηk+1 +

1
c0 − 1

)
+
(

1 +
1

c0 − 1

)
g10

}
1
c3

+
(

1 +
1
g6

){
1 +

1
c0 − 1

+
[k + δI(I + 1/(q − 1))] log q

max(fp log p, g1)

+
(

N +
1

p− 1

)
1
fp

}
1

c4(N/ϑ)
.

P r o o f o f (9.36). By (9.7), we see that the right side of (9.36) is bounded
above by R(k) which is obtained from the right side of (9.36) by replacing
qk+1/(qηr+1)I with qk+1, replacing k + δI(I + 1/(q − 1)) with τ(p)k, and
replacing max(fp log p, g1) with g1. Write L(k) for the left side of (9.36).
Now (9.4) implies (L(x) − R(x))′ > 0 for 0 ≤ x ≤ r − 1 and (9.5) implies
L(0)−R(0) ≥ 0. Hence L(k) ≥ R(k) for k = 0, . . . , r−1, which yields (9.36).

10. The auxiliary rational functions. Let

(10.1) G = pfp − 1, G0 = G/qu, G1 = G/qµ with µ = ordq G.

Denote by ζ a fixed Gth primitive root of 1 in Kp such that

(10.2) ζG0 = ζqu (= α0),
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by ξ a fixed (qG)th root of 1 in Cp, and by α
1/q
0 a qth root of α0 in Cp,

satisfying

(10.3) ξq = ζ and ξG0 = α
1/q
0 .

By (1.9), there exist ã1, . . . , ãn ∈ N such that αjζ ãj ≡ 1 (mod p) (1 ≤
j ≤ n). Now [9], III, Lemma 1.1 yields

(10.4) ordp(α
pκ

j ζ
aj − 1) ≥ ϑ+

1
p− 1

, 1 ≤ j ≤ n,

where aj = pκãj , and ϑ is given by (1.6). Note also, by (10.2),

(10.5) αp
κ

0 ζa0 = 1, where a0 = pκ(G−G0).

Thus the p-adic logarithms of αp
κ

j ζ
aj satisfy

(10.6) log(αp
κ

0 ζa0) = 0, ordp log(αp
κ

j ζ
aj ) ≥ ϑ+

1
p− 1

, 1 ≤ j ≤ n.

We shall freely use the fundamental properties of the p-adic exponential
and logarithmic functions (see, for example, [8], §1.1).

Recall Li(z0, . . . , zn) and α′i (1 ≤ i ≤ r) specified in the basic hypothesis
in §8. It is proved (as (10.7)♣) that there exist a′1, . . . , a

′
r ∈ N such that for

1 ≤ i ≤ r,
(10.7) exp

(
1
qν
Li(0, log(αp

κ

1 ζa1), . . . , log(αp
κ

n ζ
an))

)
= α′i

pκ
ζa
′
i .

By (10.6) and (10.7) we have

(10.8) ordp(α′i
pκ
ζa
′
i − 1) ≥ ϑ+

1
p− 1

, 1 ≤ i ≤ r;

or equivalently,

(10.9) α′i
pκ
ζa
′
i ≡ 1 (mod pm0), 1 ≤ i ≤ r,

where m0 is the least integer ≥ ep(ϑ+ 1/(p− 1)). Hence

(10.10)
r∏

i=1

(α′i
pκ
ζa
′
i)λi ≡ 1 (mod pm0) for all (λ1, . . . , λr) ∈ Zr.

We define (α′i
pκ
ζa
′
i)1/q by the p-adic exponential and logarithmic functions:

(10.11) (α′i
pκ
ζa
′
i)1/q = exp

(
1
q

log(α′i
pκ
ζa
′
i)
)
, 1 ≤ i ≤ r;

and we fix a choice of qth roots of α′1, . . . , α
′
r in Cp, denoted by α′1

1/q
, . . .

. . . , α′r
1/q, such that

(10.12) (α′i
pκ
ζa
′
i)1/q = (α′i

1/q)p
κ

ξa
′
i , 1 ≤ i ≤ r,

where ξ is given by (10.3).
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We shall use the notation introduced in [1], §12:

∆(z; k) = (z + 1) · · · (z + k)/k! for k ∈ Z>0 and ∆(z; 0) = 1,

Π(z1, . . . , zr−1; t1, . . . , tr−1) =
r−1∏

i=1

∆(zi; ti) (t1, . . . , tr−1 ∈ N),

Θ(z; k, l,m) =
1
m!

(
d

dz

)m
(∆(z; k))l (l,m ∈ N).

Recalling (10.1) and writing λ = (λ−1, . . . , λr), we define

B = {b ∈ N | b < qµ−u, gcd(a′1, . . . , a
′
r, G0) | bG1},(10.13)

Λ♣ =
{
λ ∈ Nr+2

∣∣∣λi ≤ Di, −1 ≤ i ≤ r,
r∑

i=1

a′iλi ≡ 0 (mod G1)
}
,(10.14)

where D−1, . . . , Dr are given by (9.15)–(9.17). We define an equivalence
relation on Λ♣: λ and λ′ in Λ♣ are said to be equivalent if λi = λ′i (i = −1, 0)
and

(10.15)
r∏

i=1

(α′i
pκ
ζa
′
i)λi ≡

r∏

i=1

(α′i
pκ
ζa
′
i)λ
′
i (mod pm0+m),

where m0 is given in (10.9) and m is given by (2.4). From (10.10) and the
fact that m0 ≥ 1, we see that Λ♣ decomposes into at most N(p)m = pfpm

equivalence classes, whence there exists an equivalence class, denoted by Λ,
such that its cardinality satisfies

(10.16) #Λ ≥ #Λ♣

pfpm
.

We have Λ =
⋃
b∈B Λb, where

(10.17) Λb =
{
λ ∈ Λ

∣∣∣
r∑

i=1

a′iλi ≡ bG1 (mod G0)
}
.

From now on we fix (λ(0)
1 , . . . , λ

(0)
r ) and b(0) ∈ B such that

(10.18) (λ−1, λ0, λ
(0)
1 , . . . , λ(0)

r ) ∈ Λb(0)

for 0 ≤ λ−1 ≤ D−1, 0 ≤ λ0 ≤ D0.

We shall construct a rational function P = P (Y0, . . . , Yr) of the form

(10.19) P =
∑

λ∈Λ
ρ(λ)(∆(Y0 + λ−1;D−1 + 1))λ0+1Y

λ1−λ(0)
1

1 · · ·Y λr−λ(0)
r

r

with coefficients ρ(λ) = ρ(λ−1, . . . , λr) in OK . We write P =
∑
b∈B Pb,

where Pb is given by the right side of (10.19) with Λ replaced by Λb.
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Put ∂∗0 = ∂/∂Y0 and recall (8.14)♣:

∂∗j = (1/Br)
r−1∑

i=1

(bn∂Li/∂zj − bj∂Li/∂zn)∂i (1 ≤ j < n).

Then we have

∂∗j Y
λ1−λ(0)

1
1 · · ·Y λr−λ(0)

r
r = γjY

λ1−λ(0)
1

1 · · ·Y λr−λ(0)
r

r (1 ≤ j < n),

where

(10.20) γj =
r∑

i=1

(bn∂Li/∂zj − bj∂Li/∂zn)(λi − λ(0)
i ).

For any t = (t0, . . . , tr−1) ∈ Nr, we write |t| = t0 + . . .+ tr−1 and put

Π(t) = Π(γ1, . . . , γr−1; t1, . . . , tr−1),

Θ(Y0; t) = (v(D−1 + 1))t0Θ(Y0 + λ−1;D−1 + 1, λ0 + 1, t0),

where v(k) = lcm(1, 2, . . . , k) for k ∈ Z>0. We introduce further rational
functions Q(t) = Q(Y0, . . . , Yr; t) by

(10.21) Q(t) =
∑

λ∈Λ
ρ(λ)Π(t)Θ(Y0; t)Y λ1−λ(0)

1
1 · · ·Y λr−λ(0)

r
r ,

and write Q(t) =
∑
b∈BQb(t), where Qb(t) is given by the right side of

(10.21) with Λ replaced by Λb.
We shall use the notation of heights introduced in [1], §2. Now we ap-

ply [1], Lemma 1, which is a consequence of Bombieri and Vaaler [2], The-
orem 9, to prove the following lemma, where

ρ = (ρ(λ) : λ ∈ Λ) ∈ PN with N = #Λ (= the number of elements of Λ).

Lemma 10.1. There exist ρ(λ) ∈ OK , λ ∈ Λ, not all zero, with

h0(ρ) ≤ SD

d

{
g12 +

1
c0 − 1

[
1
2
g9 +

(
1 +

1
2g2 + 1

)
1
c1c2

(10.22)

+
(

107
103
· 1
epN

+ g10

)
1
c1c3

+
(

1 +
1
g6

)
1

c1c4(N/ϑ)

]}
,

such that for all b ∈ B we have

(10.23) Qb(s, (α′1
pκ
ζa
′
1)s, . . . , (α′r

pκ
ζa
′
r )s; t) = 0

for s ∈ Z with |s| ≤ S and t ∈ Nr with |t| ≤ T .

Remark. In the sequel s always denotes a rational integer and t always
denotes an r-tuple (t0, . . . , tr−1) ∈ Nr. The expressions s ∈ Z and t ∈ Nr
will be omitted.
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P r o o f (of Lemma 10.1). For each λ ∈ Λb, by (10.14), (10.17) and
(10.18), there exists w(λ) ∈ Z such that

r∑

i=1

a′i(λi − λ(0)
i ) = (b− b(0))G1 + w(λ)G0,

whence, by (10.2),
r∏

i=1

(α′i
pκ
ζa
′
i)s(λi−λ

(0)
i ) = ζs(b−b

(0))G1α
sw(λ)
0

r∏

i=1

α′i
pκs(λi−λ(0)

i )
.

Thus it suffices to construct ρ(λ) ∈ OK , λ ∈ Λ, not all zero, such that

(10.24)
∑

λ∈Λb
ρ(λ)Π(t)Θ(s; t)αsw(λ)

0

r∏

i=1

α′i
pκs(λi−λ(0)

i +Di) = 0

for b ∈ B, |s| ≤ S, |t| ≤ T,
which is a system of

M ≤ qµ−u(2S + 1)
(

[T ] + r

r

)

homogeneous linear equations in N unknowns ρ(λ), λ ∈ Λ, with coefficients
in E = Q(α0, α

′
1, . . . , α

′
r) ⊆ K. Evidently (10.22)♣ remains true. Now our

proof follows closely that of Lemma 10.1♣, and we indicate here only mod-
ifications. From (10.16) and (9.23), we get

N ≥ (D−1 + 1)(D0 + 1)Gr−1
1

pfpm

r∏

i=1

[
Di + 1
G1

]
≥ c0M.

By (9.28), (10.23)♣ still holds. Also (10.24)♣ remains true, since |λi−λ(0)
i | ≤

Di (1 ≤ i ≤ r) for λ ∈ Λ. (10.25)♣ should be modified to: for λ ∈ Λ, |s| ≤ S,
|t| ≤ T ,

(10.25) log |Θ(s; t)| ≤ 107
103

t0(D−1 + 1) +
(

1 +
1
g6

)
1

c1c4(N/ϑ)
· SD
d
,

because (9.26)♣ is changed to (9.26).
On combining (10.24)♣ with (10.25), and by (9.25) and g0 > 48, we

obtain for λ ∈ Λ, |s| ≤ S, |t| ≤ T ,

(10.26) log |Π(t)Θ(s; t)|
≤
{(

107
103
· 1
epN

+ g10

)
1
c1c3

+
(

1 +
1
g6

)
1

c1c4(N/ϑ)

}
SD

d
.

Now let | |v be an absolute value on E normalized as in [1], §2. On noting
that Π(t)Θ(s; t) ∈ Z, we have for v |∞, and for λ ∈ Λ, |s| ≤ S, |t| ≤ T ,
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log
∣∣∣Π(t)Θ(s; t)αsw(λ)

0

r∏

i=1

α′i
pκs(λi−λ(0)

i +Di)
∣∣∣
v

≤ log |Π(t)Θ(s; t)|+
r∑

i=1

2Di log max(1, |α′ip
κs|v);

for v -∞, and for λ ∈ Λ, |s| ≤ S, |t| ≤ T ,

log
∣∣∣Π(t)Θ(s; t)αsw(λ)

0

r∏

i=1

α′i
pκs(λi−λ(0)

i +Di)
∣∣∣
v
≤

r∑

i=1

2Di log max(1, |α′ip
κs|v).

Thus, by the product formula, by (10.26), (8.4), (9.24), and on noting
[S]([S] + 1) ≤ S(2S + 1) · 1

2 (1 + 1/(2g2 + 1)) (by (9.19)), we have

(10.27)
1

N −M

×
∑

b∈B
|s|≤S,|t|≤T

1
d′
∑
v

log max
λ∈Λb

∣∣∣Π(t)Θ(s; t)αsw(λ)
0

r∏

i=1

α′i
pκs(λi−λ(0)

i +Di)
∣∣∣
v

≤ 1
c0 − 1

{(
1 +

1
2g2 + 1

)
1
c1c2

+
(

107
103
· 1
epN

+ g10

)
1
c1c3

+
(

1 +
1
g6

)
1

c1c4(N/ϑ)

}
SD

d
.

Now by [1], Lemma 1, Lemma 10.1 follows from (10.22)♣, (10.23)♣ and
(10.27).

11. Double inductive procedure. For ε(I) ∈ N, D(I)
i ∈ N (−1≤ i≤r)

and ρ(I)(λ) = ρ(I)(λ−1, . . . , λr) ∈ OK , which will be constructed in the
following main inductive argument, we set

(11.1) B(I) = {b ∈ N | b < qµ−u, gcd(a′1, . . . , a
′
r, G0) | (ε(I) + bG1)},

and let Λ(I) be a subset of Zr+2 having the following three properties:

(11.2) (i) 0 < #Λ(I) ≤
r∏

i=−1

(Di + 1),

(ii) λ = (λ−1, . . . , λr) ∈ Λ(I) implies that λi runs over 0, 1, . . . , D(I)
i

(i = −1, 0) and
r∑

i=1

a′iλi ≡ ε(I) (mod G1),

(iii) if λ, λ′ ∈ Λ(I) then (10.15) holds and |λi−λ′i| ≤ D(I)
i (1 ≤ i ≤ r).
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For b ∈ B(I), set

(11.3) Λ
(I)
b =

{
λ ∈ Λ(I)

∣∣∣
r∑

i=1

a′iλi ≡ ε(I) + bG1 (mod G0)
}
.

Fix (λ(I)
1 , . . . , λ

(I)
r ) and b(I) ∈ B(I) such that

(11.4) (λ−1, λ0, λ
(I)
1 , . . . , λ(I)

r ) ∈ Λ(I)
b(I)

for 0 ≤ λ−1 ≤ D(I)
−1 , 0 ≤ λ0 ≤ D(I)

0 .

Put

(11.5) γ
(I)
j =

r∑

i=1

(bn∂Li/∂zj − bj∂Li/∂zn)(λi − λ(I)
i ) (1 ≤ j ≤ n),

(11.6) Π(I)(t) = Π(γ(I)
1 , . . . , γ

(I)
r−1; t1, . . . , tr−1).

Define Q(I)(t) = Q(I)(Y0, . . . , Yr; t) by

(11.7) Q(I)(t) =
∑

λ∈Λ(I)

ρ(I)(λ)Π(I)(t)Θ(q−IY0; t)Y λ1−λ(I)
1

1 · · ·Y λr−λ(I)
r

r ,

and write Q(I)(t) =
∑
b∈B(I) Q

(I)
b (t), where Q(I)

b (t) is given by the right side

of (11.7) with Λ(I) replaced by Λ(I)
b .

We now define the linear forms

(11.8) Mi = Li − 1
bn
· ∂Li
∂zn

L (1 ≤ i ≤ r),
where L = b1z1 + . . .+ bnzn. Then

bnMi = bn(∂Li/∂z0)z0 +
n−1∑

j=1

(bn∂Li/∂zj − bj∂Li/∂zn)zj (1 ≤ i ≤ r).

For z0, z1, . . . , zn with ordp z0 ≥ 0 and ordp zj > 1/(p − 1) (1 ≤ j ≤ n),
we define the p-adic functions

(11.9) ϕ(I)(z0, . . . , zn; t) = Q(I)(z0, e
L1(0,z1,...,zn), . . . , eLr(0,z1,...,zn); t),

(11.10) f (I)(z0, . . . , zn−1; t)

= Q(I)(z0, e
M1(0,z1,...,zn−1), . . . , eMr(0,z1,...,zn−1); t).

Let ν be defined as in §5♣ (see the paragraph above (5.23)♣). We put for
z ∈ Zp

ϕ(I)(z; t) = ϕ(I)(z, zq−ν log(αp
κ

1 ζa1), . . . , zq−ν log(αp
κ

n ζ
an); t),(11.11)

f (I)(z; t) = f (I)(z, zq−ν log(αp
κ

1 ζa1), . . . , zq−ν log(αp
κ

n−1ζ
an−1); t).(11.12)

For b ∈ B(I), let ϕ(I)
b (z0, . . . , zn; t) and f

(I)
b (z0, . . . , zn−1; t) be given by the
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right side of (11.9) and (11.10) with Q(I) replaced by Q(I)
b ; let ϕ(I)

b (z; t) and
f

(I)
b (z; t) be given by the right side of (11.11) and (11.12), with ϕ(I) and
f (I) replaced by ϕ(I)

b and f
(I)
b , respectively. Note that by (10.7), we have

ϕ(I)(z; t) = Q(I)(z, (α′1
pκ
ζa
′
1)z, . . . , (α′r

pκ
ζa
′
r )z; t) for any z ∈ Zp,(11.13)

ϕ
(I)
b (z; t) = Q

(I)
b (z, (α′1

pκ
ζa
′
1)z, . . . , (α′r

pκ
ζa
′
r )z; t) for any z ∈ Zp.(11.14)

Recall η, I∗, S, T given by (9.3), (9.8), (9.12), (9.14). Let

(11.15) S(I) = η−(r+1)IS, T (I) = η(r+1)IT.

We write ρ(I) = (ρ(I)(λ) : λ ∈ Λ(I)).

The main inductive argument. Suppose that Proposition 9.1 is false,
that is,

(11.16) ordpΞ ≥ U
for some α1, . . . , αn ∈ K and b1, . . . , bn ∈ Z satisfying (1.9) and (1.13) with
α1, . . . , αn multiplicatively independent and b1, . . . , bn not all zero. Then
for every I ∈ Z with 0 ≤ I ≤ min([logDr/log q] + 1, I∗) there exist
ε(I) ∈ N, D(I)

i ∈ N (−1 ≤ i ≤ r), Λ(I) ⊆ Zr+2 with gcd(a′1, . . . , a
′
r, G1) | ε(I),

D
(I)
i = Di (i = −1, 0), D(I)

i ≤ q−IDi (1 ≤ i ≤ r), Λ(I) satisfying
(11.2), and ρ(I)(λ) = ρ(I)(λ−1, . . . , λr) ∈ OK (λ ∈ Λ(I)), not all zero,
with

h0(ρ(I)) ≤ SD

d

{
g12 +

1
c0 − 1

[
1
2
g9 +

(
1 +

1
2g2 + 1

)
1
c1c2

(11.17)

+
(

107
103
· 1
epN

+ g10

)
1
c1c3

+
(

1 +
1
g6

)
1

c1c4(N/ϑ)

]}
,

such that

(11.18) ϕ
(I)
b (s; t) = 0 for all b ∈ B(I), |s| ≤ qS(I), |t| ≤ ηT (I).

In the remainder of this section, we always keep (11.16).

Lemma 11.1. Suppose b ∈ B(I) and ρ(I)(λ) ∈ OK (λ ∈ Λ(I)
b ) are not all

zero. Then for y ∈ Q ∩ Zp, |t| ≤ T we have

ordp(f
(I)
b (y; t)− ϕ(I)

b (y; t)) ≥ U − ordp bn + min
λ∈Λ(I)

b

ordp ρ(I)(λ).

P r o o f. This is similar to the proof of Lemma 11.1♣. We omit the details.
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Let ε(0) = 0, D(0)
i = Di (−1 ≤ i ≤ r). Then B(0) = B. We can choose

Λ(0) = Λ, and let ρ(0)(λ) = ρ(λ) (λ ∈ Λ(0)), which are determined by
Lemma 10.1. Thus Λ(0)

b = Λb, γ
(0)
j = γj , Π(0)(t) = Π(t), Q(0)(t) = Q(t),

Q
(0)
b (t) = Qb(t), and by Lemma 10.1, (11.14) and (11.15), we have

(11.19) ϕ
(0)
b (s; t) = 0 for all b ∈ B(0), |s| ≤ S(0), |t| ≤ T (0).

Lemma 11.2. Suppose I = 0 or I is a positive integer with

(11.20) I ≤ min([logDr/log q], I∗ − 1)

for which the main inductive argument holds. Then for J = 1, . . . , r, we have

(11.21) ϕ
(I)
b (s; t) = 0 for all b ∈ B(I), |s| ≤ qJS(I), |t| ≤ ηJT (I).

P r o o f. We abbreviate (τ0, . . . , τr−1) ∈ Nr to τ , (µ0, . . . , µn−1) ∈ Nn to
µ and write |τ | = τ0 + . . .+ τr−1, |µ| = µ0 + . . .+µn−1. (There should be no
confusion with the µ defined by (10.1).) Similarly to the proof of (11.19)♣,
it is readily verified that for every m ∈ N we have

(11.22)
1
m!

(
d

dz

)m
f

(I)
b (z; t)

=
∑

|µ|=m

(
τ0
µ0

)
q−Iµ0(bnqν)−(m−µ0)

(v(D−1 + 1))µ0

×
n−1∏

j=1

(log(αp
κ

j ζ
aj ))µj

µj !

∑
τ1,...,τr−1

C(µ, τ)f (I)
b (z; τ),

where τ = (τ0, τ1, . . . , τr−1) with τ0 = t0 + µ0, the second sum is over
τ1, . . . , τr−1 with |τ | ≤ |t|+m, and C(µ, τ) ∈ Q ∩ Zp.

Note that (11.21) holds for J = 0 when I = 0 by (11.19), and for J = 1
when I > 0 by (11.18). Assume (11.21) holds for J = k with 0 ≤ k ≤ r
when I = 0, and with 1 ≤ k ≤ r when I > 0. We shall prove (11.21) for
J = k + 1 with k < r and include the case k = r for later use.

Clearly, for any fixed b ∈ B(I), we may assume ρ(I)(λ), λ ∈ Λ(I)
b , are not

all zero, and we write

ρ
(I)
b = (ρ(I)(λ) : λ ∈ Λ(I)

b ).

Now we prove that for every λ ∈ Λ(I),

(11.23)
r∏

i=1

exp{p−Nzq−νMi(0, log(αp
κ

1 ζa1), . . . , log(αp
κ

n−1ζ
an−1))(λi−λ(I)

i )}
is a p-adic normal function of z.
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To see this, we note, by (11.8) and (10.7), that
r∏

i=1

exp{q−νMi(0, log(αp
κ

1 ζa1), . . . , log(αp
κ

n−1ζ
an−1))(λi − λ(I)

i )}

= eδ(λ)
r∏

i=1

exp{q−νLi(0, log(αp
κ

1 ζa1), . . . , log(αp
κ

n ζ
an))(λi − λ(I)

i )}

= eδ(λ)
r∏

i=1

(α′i
pκ
ζa
′
i)λi−λ

(I)
i ,

where

δ(λ) = −(qνbn)−1L(log(αp
κ

1 ζa1), . . . , log(αp
κ

n ζ
an))

r∑

i=1

(λi − λ(I)
i )∂Li/∂zn.

By (11.4) and (11.2)(iii), we have, for every λ ∈ Λ(I),
r∏

i=1

(α′i
pκ
ζa
′
i)λi−λ

(I)
i ≡ 1 (mod pm0+m),

which implies, by (2.5) and the definition of m0 given in (10.9),

ordp
( r∏

i=1

(α′i
pκ
ζa
′
i)λi−λ

(I)
i − 1

)
> N +

1
p− 1

.

Also, similarly to the proof of [8], Lemma 3.2, we have a1b1 + . . .+anbn ≡ 0
(mod G), whence by (11.16) and recalling (7.3), (9.10) and (9.32), we get

ordp δ(λ) ≥ ordp L(log(αp
κ

1 ζa1), . . . , log(αp
κ

n ζ
an))− ordp bn

≥ ordp(pκ log(αb11 · · ·αbnn ))− (logB◦)/log p

≥ ordpΞ − h/log p ≥ U − h/log p > N +
1

p− 1
.

Thus (11.23) follows. Further

p(D−1+1)(D0+1)N((D−1 + 1)!)D0+1Θ(q−Ip−Nz; t)

is a p-adic normal function of z. Hence for |t| ≤ ηk+1T (I),

(11.24) F
(I)
b (z; t) := p(D−1+1)(D0+1)(N+1/(p−1))−∆(I)

b f
(I)
b (p−Nz; t)

are p-adic normal functions of z, where

∆
(I)
b = min

λ∈Λ(I)
b

ordp ρ(I)(λ).

Obviously

(11.25)
1
m!

(
d

dz

)m
F

(I)
b (spN; t)

= p(D−1+1)(D0+1)(N+1/(p−1))−∆(I)
b −mN 1

m!

(
d

dz

)m
f

(I)
b (s; t).
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We now apply Lemma 2.1♣ with θ = N to each function in (11.24),
taking

(11.26) R = [qkS(I)], M =
[

c5
r + 1

ηkT (I)
]
.

Similarly to §11♣, we see, by (11.25), (11.22), (11.21) with J = k and
Lemma 11.1, that condition (2.3)♣ with θ = N holds for each F

(I)
b (z; t)

with |t| ≤ ηk+1T (I) whenever

(11.27) U + (D−1 + 1)(D0 + 1)
(

N +
1

p− 1

)

≥ (M + 1)(2R+ 1)N + (M + 1)
max(h+ ν log q, log(2R+ 1))

log p
.

Similarly to §11♣, we see that (11.j) := (11.j)♣ holds for j = 28, 29. Thus
by (9.14) and (9.32), we have

2c5
c1
qk−rηk

(
1− 1

2g2

)
U < (M + 1)(2R+ 1)N(11.30)

≤ 2c5
c1
qk−r(ηk + g11)

(
1 +

1
2g2

)
U.

From (11.29), (9.12), (9.10), (9.1) and (9.2), we see that

η(r+1)I log(2R+ 1) ≤ h+ ν log q.

This together with (11.28), (9.12), (9.14) and (9.32) gives

(11.31) (M + 1)
max(h+ ν log q, log(2R+ 1))

log p

≤ (ηk + g11)
1

(r + 1)qr+1 ·
1
epN

· c5
c1c3

U.

It is readily seen that the sum of the (extreme) right sides of (11.30) and
(11.31) is at most its value at k = r:

U

c1
· c5(ηr + g11)

{
2 +

1
g2

+
1

(r + 1)qr+1 ·
1
epN

· 1
c3

}
.

Thus (11.27) follows from (9.6), (2.5), (2.4) and (2.8). By Lemma 2.1♣ with
θ = N and (11.24), we get, for s ∈ Z and |t| ≤ ηk+1T (I),

ordp f
(I)
b

(
s

q
; t
)
≥ (M+1)(2R+1)N−(D−1+1)(D0+1)

(
N+

1
p− 1

)
+∆(I)

b .

Further Lemma 11.1, (11.27) and (11.30) give

(11.32) ordp ϕ
(I)
b

(
s

q
; t
)

+ (D−1 + 1)(D0 + 1)
(

N +
1

p− 1

)
−∆(I)

b

>
U

c1
· 2c5qk−rηk

(
1− 1

2g2

)
for s ∈ Z and |t| ≤ ηk+1T (I).
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Now we assume k < r and prove (11.21) for J = k + 1. Suppose it were
false, i.e., ϕ(I)

b (s; t) 6= 0 for some s, t with |s| ≤ qk+1S(I), |t| ≤ ηk+1T (I). We
proceed to deduce a contradiction. In the remaining part of the proof we fix
this set of s, t.

For λ ∈ Λ(I)
b , by (11.3) and (11.4), there exists w(I)(λ) ∈ Z such that

r∑

i=1

a′i(λi − λ(I)
i ) = (b− b(I))G1 + w(I)(λ)G0,

whence by (10.2), (10.3) and (10.12), we have

(11.33) (i)
r∏

i=1

(α′i
pκ
ζa
′
i)s(λi−λ

(I)
i ) = ζs(b−b

(I))G1α
sw(I)(λ)
0

r∏

i=1

α′i
pκs(λi−λ(I)

i )
,

(ii)
r∏

i=1

(α′i
pκ
ζa
′
i)
s
q (λi−λ(I)

i )

= ξs(b−b
(I))G1(α1/q

0 )sw
(I)(λ)

r∏

i=1

(α′i
1/q)p

κs(λi−λ(I)
i ).

Let
δI =

{
0 if I = 0,
1 if I > 0.

Then, by [9], III, Lemma 1.3 (see the remark before (10.11)♣ in [10]),

(11.34) qδI{I(D−1+1)(D0+1)+(D0+1) ordq((D−1+1)!)}Θ(q−Is; t)Π(I)(t) ∈ Z.
By (11.33)(i) and ordp α

′
i = 0 (1 ≤ i ≤ r) (see §8), we have

ordp ϕ
(I)
b (s; t) = ordp ϕ′,

where

ϕ′ =
∑

λ∈Λ(I)
b

ρ(I)(λ)(qδI(D0+1){(D−1+1)I+ordq((D−1+1)!)}Θ(q−Is; t)Π(I)(t))

× αsw(I)(λ)
0

r∏

i=1

α′i
pκs(λi−λ(I)

i +D(I)
i )

is in K and non-zero. Now let | |v be an absolute value on K normalized as
in [1], §2, and let | |v0 be the one corresponding to p, whence

(11.35) ordp ϕ′ =
1

epfp log p
(− log |ϕ′|v0) =

1
epfp log p

∑

v 6=v0

log |ϕ′|v,

by the product formula on K. Note (11.36) := (11.36)♣ holds, by (11.2)(i)
and (9.28). Also, (11.j) := (11.j)♣ (j = 37, 41) remain valid. Now by (9.26),

(11.38) δI(D0 + 1){(D−1 + 1)I + ordq((D−1 + 1)!)} log q

≤
(

1 +
1
g6

)
δI(I + 1/(q − 1)) log q

max(fp log p, g1)
· 1
c1c4N/ϑ

· SD
d
.
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By (10.17)♣, [9], II, Lemma 1.6 and (11.15), qηr+1 > 1, (9.29), we have

log |Θ(q−Is; t)| ≤ 107
103

t0(D−1 + 1) + (D−1 + 1)(D0 + 1)

×max(fp log p, g1)
(

1 +
k log q

max(fp log p, g1)

)
.

Further, it is readily seen that (10.24)♣ with Π(t) and γj replaced by Π(I)(t)
and γ(I)

j remains true for the fixed t and any λ ∈ Λ(I)
b , since |λi−λ(I)

i | ≤ D(I)
i

(1 ≤ i ≤ r) by (11.2)(iii). These and (9.25), (9.26), g0 > 48 imply for all
λ ∈ Λ(I)

b

(11.39) log |Θ(q−Is; t)Π(I)(t)|
≤
{(

107
103
· 1
epN

ηk+1 + g10

)
1
c1c3

+
(

1 +
k log q

max(fp log p, g1)

)(
1 +

1
g6

)
1

c1c4(N/ϑ)

}
SD

d
.

Observe that for λ ∈ Λ(I)
b ,

(11.40) log
∣∣∣αsw

(I)(λ)
0

r∏

i=1

α′i
pκs(λi−λ(I)

i +D(I)
i )
∣∣∣
v

≤ pκ
r∑

i=1

2D(I)
i log max(1, |α′is|v).

Now, using (11.34)–(11.41), (11.17), (9.24), (9.26), (9.32), we obtain

(11.42) ordp ϕ
(I)
b (s; t) + (D−1 + 1)(D0 + 1)

(
N +

1
p− 1

)
−∆(I)

b

≤ U

c1qr+1 × the right side of (9.36).

Hence by (9.36), (11.42) contradicts (11.32). This contradiction proves
(11.21) for J = k+ 1. Thus the induction on J is complete and Lemma 11.2
follows at once.

Lemma 11.3. For every I as in Lemma 11.2 we have

(11.43) ϕ
(I)
b (s/q; t) = 0

for all b ∈ B(I), |s| ≤ q([S(I+1)] + 1), |t| ≤ T (I+1).

P r o o f. Note that T (I+1) = ηr+1T (I) and by (9.9) we have (11.44) :=
(11.44)♣, whence (11.43) for s with q | s follows from Lemma 11.2 with J = 1.
Now we consider s with (s, q) = 1. For any fixed b ∈ B(I), we may assume
that ρ(I)(λ), λ ∈ Λ(I)

b , are not all zero. Now, by (11.32) with k = r we have,
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for s ∈ Z, |t| ≤ T (I+1),

(11.45) ordp ϕ
(I)
b

(
s

q
; t
)

+ (D−1 + 1)(D0 + 1)
(

N +
1

p− 1

)
−∆(I)

b

>
U

c1
· 2c5ηr

(
1− 1

2g2

)
.

Let K ′ = K(α1/q
0 , α

′1/q
1 , . . . , α

′1/q
r ). By consecutively applying Fröhlich and

Taylor [3], III.2, (2.28)(c) r + 1 times, we see that

pOK′ = P1P2 · · ·Pqr1

for some r1 with 0 ≤ r1 ≤ r + 1, where Pj are distinct prime ideals of OK′
with ramification index and residue class degree (over Q)

ePj
= ep, fPj

= qr+1−r1fp, j = 1, . . . , qr1 .

Denote by | |v′ an absolute value on K ′ normalized as in [1], §2, and let | |v′j
be the one corresponding to Pj , and K ′Pj

be the completion of K ′ with
respect to | |v′j . The embedding of Kp into Cp (see §1) can be extended to
an embedding of K ′Pj

into Cp and we define, for β ∈ K ′Pj
with β 6= 0,

ord(j)
p β :=

1
ePj

fPj
log p

(− log |β|v′j ) =
1

qr+1−r1epfp log p
(− log |β|v′j ).

On noting that ϕ(I)
b (s/q; t) ∈ Kp (⊂ K ′Pj

), we have

ord(j)
p ϕ

(I)
b (s/q; t) = ordp ϕ

(I)
b (s/q; t) (j = 1, . . . , qr1),

whence (11.45) yields

(11.45)♠
qr1∑

j=1

ord(j)
p ϕ

(I)
b

(
s

q
; t
)

+qr1(D−1+1)(D0+1)
(
N+

1
p−1

)
−qr1∆(I)

b

>
U

c1
· 2c5qr1ηr

(
1− 1

2g2

)
.

Suppose that (11.43) were false, that is,

ϕ
(I)
b (s/q; t) 6= 0

for some s, t with (s, q) = 1, |s| ≤ q([S(I+1)] + 1), |t| ≤ T (I+1). We proceed
to deduce a contradiction. In the sequel we fix this set of s, t.

Now by [9], III, Lemma 1.3, we have, for λ ∈ Λ(I)
b ,

(11.46) q(D0+1){(D−1+1)(I+1)+ordq((D−1+1)!)}Θ(q−(I+1)s; t)Π(I)(t) ∈ Z.
Hence, by (11.33)(ii) and ordp α

′
i = 0 (1 ≤ i ≤ r) (see §8), we have, for

j = 1, . . . , qr1 ,

(11.47) ord(j)
p ϕ

(I)
b (s/q; t) = ord(j)

p ϕ′′,
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where

ϕ′′ =
∑

λ∈Λ(I)
b

ρ(I)(λ)(q(D0+1){(D−1+1)(I+1)+ordq((D−1+1)!)}(11.48)

×Θ(q−(I+1)s; t)Π(I)(t))(α1/q
0 )sw

(I)(λ)

×
r∏

i=1

(α′i
1/q)p

κs(λi−λ(I)
i +D(I)

i ) 6= 0

is in K ′ = K(α1/q
0 , α′1

1/q
, . . . , α′r

1/q). Then, by the product formula on K ′,
qr1∑

j=1

ord(j)
p ϕ′′ =

1
qr+1−r1epfp log p

(
−

qr1∑

j=1

log |ϕ′′|v′j
)

(11.49)

=
1

qr+1−r1epfp log p

∑′
log |ϕ′′|v′ ,

where
∑′ signifies the summation over all v′ 6= v′1, . . . , v

′
qr1 . Note that

(11.50) := (11.50)♣ holds. By (9.26), (11.51) := (11.51)♣ with its right side
divided by (N/ϑ) is valid. Similarly to the proof of (11.52)♣ and (11.39), we
can verify that for all λ ∈ Λ(I)

b ,

log |Θ(q−(I+1)s; t)Π(I)(t)| ≤
(

107
103
· 1
epN

ηr+1 + g10

)
· 1
c1c3

· SD
d

(11.52)

+
(

1 +
1
g6

)
· 1
c1c4(N/ϑ)

· SD
d
.

Note that

(11.53) log
∣∣∣
r∏

i=1

(α′i
1/q)p

κs(λi−λ(I)
i +D(I)

i )
∣∣∣
v′

≤ pκ
r∑

i=1

2D(I)
i · log max(1, |(α′i1/q)s|v′).

Also (11.54) := (11.54)♣ is valid. Observe that by (8.3) we have [K ′ : Q] =
qr+1d. Utilizing (11.36), (11.46)–(11.54), (11.17), (9.24), (9.26), (9.32), we
see that

(11.55)
qr1∑

j=1

ord(j)
p ϕ

(I)
b

(
s

q
; t
)

+qr1(D−1+1)(D0+1)
(

N+
1

p− 1

)
−qr1∆(I)

b

≤ U

qr+1−r1c1

{
c1

[
g12 +

(
1 +

1
2(c0 − 1)

)
g9

]

+
[

q

(qηr+1)I
+

1
2(c0 − 1)

(
1 +

1
2g2 + 1

)]
2
c2
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+
[

107
103
· 1
epN

(
ηr+1 +

1
c0 − 1

)
+
(

1 +
1

c0 − 1

)
g10

]
1
c3

+
(

1 +
1
g6

)

×
[
1 +

1
c0 − 1

+
(I + q/(q − 1)) log q

max(fp log p, g1)
+
(

N +
1

p− 1

)
1
fp

]
1

c4(N/ϑ)

}
.

Now we prove

(11.56)
qr+1−r1c1

U
× the right side of (11.55)

≤ (qη)r × the right side of (9.5).

If p > 2, then by (11.20) and (9.7)(i), the left side of (11.56) as a function of
I attains its maximum at I = 0, whence (11.56) follows from the inequality
(which is a consequence of (9.1)–(9.3))

(qη)r − 1 ≥ 2re−c5 − 1 >
2 log 2

log(e4 · 4)
≥ q log q

(q − 1)g1
.

If p = 2, then by (11.20), (9.7)(ii), (9.8), the value of the left side of (11.56)
increases when q/(qηr+1)I is replaced by q and I log q/max(fp log p, g1) is
replaced by 5(1− 1/q) log q/log(qηr+1), whence (11.56) follows from

((qη)r − 1)
2q
c2
≥
(

1 +
1
g6

)
1

c4(N/ϑ)

{
q log q

(q − 1)g1
+
(

1− 1
q

)
5 log q

log(qηr+1)

}
,

which can be verified by direct computation, using (9.1)–(9.3) and (9.33).
Thus (11.56) is proved. By (11.56) and (9.5), (11.55) contradicts (11.45)♠.
This contradiction proves (11.43), and the proof of Lemma 11.3 is thus
complete.

In order to prove Lemma 11.4, we need the following observation (recall-
ing that q is given by (1.3)):

(11.57) If β ∈ Kp satisfies β ≡ 1 (mod p) and βq ≡ 1 (mod pm) for a
positive integer m, then β ≡ 1 (mod pm).

P r o o f. We prove (11.57) for the case p = 2. Then p | 2, q = 3 and
ζ3 ∈ Kp by (1.2). Thus (β − 1)(β − ζ3)(β − ζ2

3 ) ≡ 0 (mod pm). We assert
that β − ζ3 6≡ 0 (mod p), for otherwise we would have ζ3 − 1 ≡ 0 (mod p),
whence 2 |NQ(ζ3)/Q(ζ3 − 1) (= 3), which is absurd. Similarly, β − ζ2

3 6≡ 0
(mod p). Hence β ≡ 1 (mod pm). We omit the proof for the case p > 2.

Lemma 11.4. For every I as in Lemma 11.2, there exist ε(I+1) ∈ N,
D

(I+1)
i ∈ N (−1 ≤ i ≤ r), Λ(I+1) with

(11.58) gcd(a′1, . . . , a
′
r, G1) | ε(I+1),

(11.59) D
(I+1)
i = Di (i = −1, 0), D

(I+1)
i ≤ q−(I+1)Di (1 ≤ i ≤ r),

(11.60) Λ(I+1) having properties (11.2) with I replaced by I + 1,
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and ρ(I+1)(λ) = ρ(I+1)(λ−1, . . . , λr) ∈ OK (λ ∈ Λ(I+1)), not all zero, satis-
fying (11.17) with I replaced by I + 1, such that

(11.61) ϕ
(I+1)
b (s; t) = 0

for all b ∈ B(I+1), |s| ≤ q([S(I+1)] + 1), |t| ≤ ηT (I+1),

where B(I+1), Λ
(I+1)
b , and ϕ

(I+1)
b (z; t) are defined by (11.1), (11.3) and

(11.14) with I replaced by I + 1.

P r o o f. From Lemma 11.3, we have

(11.62) ϕ(I)(s/q; t) =
∑

b∈B(I)

ϕ
(I)
b (s/q; t) = 0

for |s| ≤ q([S(I+1)] + 1), |t| ≤ T (I+1) .

By (1.2), (8.3), (10.3) and an argument similar to that in the proof of [9],
III, Lemma 2.5, it is readily seen that

(11.63) [K(ξG1)(α′1
1/q
, . . . , α′r

1/q) : K(ξG1)] = qr.

Recalling (11.4), for (λ∗1, . . . , λ
∗
r) ∈ Zr with 0 ≤ λ∗i < q (1 ≤ i ≤ r)

we define

Λ(I)(λ∗1, . . . , λ
∗
r) = {ι = (ι−1, . . . , ιr) ∈ Λ(I) |

ιi − λ(I)
i ≡ λ∗i (mod q), 1 ≤ i ≤ r},

Γ (I)(λ∗1, . . . , λ
∗
r) = {λ = (λ−1, . . . , λr) |λi = ιi (i = −1, 0),

λi = (ιi − λ(I)
i − λ∗i )/q (1 ≤ i ≤ r) with ι ∈ Λ(I)(λ∗1, . . . , λ

∗
r)}.

By the hypothesis that the main inductive argument holds for I, there
exists an r-tuple (λ∗1, . . . , λ

∗
r) such that Λ(I)(λ∗1, . . . , λ

∗
r) 6= ∅ and ρ(I)(ι),

ι ∈ Λ(I)(λ∗1, . . . , λ
∗
r), are not all zero. Set

Λ(I+1) = Γ (I)(λ∗1, . . . , λ
∗
r),

ρ(I+1)(λ) = ρ(I)(ι) for λ ∈ Λ(I+1) corresponding to ι ∈ Λ(I)(λ∗1, . . . , λ
∗
r).

Thus h0(ρ(I+1)) (≤ h0(ρ(I))) satisfies (11.17), and 0 < #Λ(I+1) ≤ #Λ(I) ≤∏r
i=−1(Di + 1). Further

r∑

i=1

a′i(qλi + λ∗i ) =
r∑

i=1

a′i(ιi − λ(I)
i ) ≡ 0 (mod G1),

whence
r∑

i=1

a′iλi ≡ ε(I+1) (mod G1),

where ε(I+1)∈N is a solution to the congruence qx≡−∑r
i=1 a

′
iλ
∗
i (mod G1),

which is soluble uniquely mod G1 by (10.1). Thus Λ(I+1) satisfies (11.2)(ii)
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with I replaced by I + 1 and (11.58) is valid. Finally if λ and λ′ in Λ(I+1)

correspond to ι and ι′ in Λ(I)(λ∗1, . . . , λ
∗
r), then

ιi − ι′i = q(λi − λ′i) (1 ≤ i ≤ r).
So, by (11.2), |λi − λ′i| ≤ D

(I+1)
i := [q−1D

(I)
i ] ≤ q−(I+1)Di (1 ≤ i ≤ r). We

choose D(I+1)
i = Di (i = −1, 0). Also by (11.2)(iii)

( r∏

i=1

(α′i
pκ
ζa
′
i)λi−λ

′
i

)q
≡

r∏

i=1

(α′i
pκ
ζa
′
i)ιi−ι

′
i ≡ 1 (mod pm0+m),

whence by (11.57),
r∏

i=1

(α′i
pκ
ζa
′
i)λi ≡

r∏

i=1

(α′i
pκ
ζa
′
i)λ
′
i ≡ 1 (mod pm0+m).

Thus we have proved that Λ(I+1) satisfies (11.2) with I replaced by I + 1.
We define B(I+1) and Λ

(I+1)
b by (11.1) and (11.3) with I replaced by I + 1.

Now we fix (λ(I+1)
1 , . . . , λ

(I+1)
r ) and b(I+1) ∈ B(I+1) such that (11.4) with

I replaced by I+1 holds. Note that for ι ∈ Λ(I)(λ∗1, . . . , λ
∗
r) and 1 ≤ j ≤ r−1,

γ
(I)
j :=

r∑

i=1

(bn∂Li/∂zj − bj∂Li/∂zn)(ιi − λ(I)
i ) = qγ

(I+1)
j + γ∗j ,

where γ(I+1)
j is given by the right side of (10.20) with λ(0)

i replaced by λ(I+1)
i

(1 ≤ i ≤ r) and γ∗j is given by the right side of (10.20) with λi−λ(0)
i replaced

by qλ(I+1)
i +λ∗i (1 ≤ i ≤ r). Thus γ∗j ∈ Z (1 ≤ j ≤ r−1). By (11.62), (11.63)

and arguing similarly to the proof of [9], II, Lemma 2.5, we obtain

(11.64)
∑

λ∈Λ(I+1)

ρ(I+1)(λ)Θ(q−(I+1)s; t)

×
r−1∏

j=1

∆(qγ(I+1)
j + γ∗j ; tj)

r∏

i=1

(α′i
pκ
ζa
′
i)λis = 0

for |s| ≤ q([S(I+1)] + 1) with (s, q) = 1, |t| ≤ T (I+1).

On multiplying both sides of (11.64) by
∏r
i=1(α′i

pκ
ζa
′
i)−λ

(I+1)
i s and defin-

ing ϕ(I+1)(z; t) by (11.13) with I replaced by I + 1, and utilizing the argu-
ment of [8], p. 160, which is based on [8], Lemma 2.6, we get

(11.65) ϕ(I+1)(s; t) = 0,

|s| ≤ q([S(I+1)] + 1) with (s, q) = 1, |t| ≤ T (I+1).

Note that ζG1sb, b = 0, 1, . . . , qµ−u − 1, are linearly independent over K.
(See the proof of [9], III, Lemma 2.1. Here we have used (s, q) = 1.) By this
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fact and (11.33)(i) with I replaced by I + 1, (11.65) implies

(11.66) ϕ
(I+1)
b (s; t) = 0

for all b ∈ B(I+1), |s| ≤ q([S(I+1)] + 1) with (s, q) = 1, |t| ≤ T (I+1).
It remains to verify (11.61) for s with q | s. In order to prove (11.61) with

any fixed b ∈ B(I+1), we may assume ρ(I+1)(λ), λ ∈ Λ(I+1)
b , are not all zero,

and set

∆
(I+1)
b = min

λ∈Λ(I+1)
b

ordp ρ(I+1)(λ).

We now apply Lemma 2.2♣ to each function in (11.24) with I replaced by
I + 1 and with |t| ≤ ηT (I+1), taking

(11.67) R = q([S(I+1)] + 1), M =
[

c5
r + 1

T (I+1)
]
.

Similarly to the deduction of (11.27), by utilizing (11.25), (11.22), Lem-
ma 11.1 (with I replaced by I+1) and (11.66), we see that condition (2.6)♣

with ϑ = N holds for each F
(I+1)
b (z; t) with |t| ≤ ηT (I+1) whenever

(11.68) U + (D−1 + 1)(D0 + 1)
(

N +
1

p− 1

)

≥ 2
(

1− 1
q

)
R(M + 1)N + (2M + 2)

max(h+ ν log q, log(2R))
log p

.

We now verify (11.68). Note that (11.69) :=(11.63)♣ and (11.70) :=(11.64)♣

hold, whence η(r+1)I log(2R) ≤ h + ν log q (by (9.12), (9.10), (9.1), (9.2))
and

(11.71) (2M + 2)
max(h+ ν log q, log(2R))

log p

≤ (ηr+1 + g11)
1

(r + 1)qr+1 ·
1
epN

· 2c5
c1c3

U.

By (11.69), (11.70), (9.14) and (9.32) we have

(11.72)
2c5
c1
· q − 1
qr

U < 2
(

1− 1
q

)
R(M +1)N ≤ 2c5

c1
· q − 1
qr−1 · (ηr+1 +g11)U.

From (9.2), (2.5), (2.4) and (2.8) we see that

2(q − 1)
qr−1 +

1
(r + 1)qr+1epNc3

≤ 2.

Hence
c1
U
× the sum of the (extreme) right sides of (11.71) and (11.72)

≤ the right side of (9.6).



370 K. Yu

Thus (11.68) follows from (9.6), whence (2.6)♣ with ϑ = N holds for each
F

(I+1)
b (z; t) with |t| ≤ ηT (I+1). By applying Lemma 2.2♣ with θ = N to
F

(I+1)
b (z; t), and utilizing (11.24), Lemma 11.1 with I replaced by I + 1,

(11.68) and (11.72), we obtain

(11.73) ordp ϕ
(I+1)
b (s; t) + (D−1 + 1)(D0 + 1)

(
N +

1
p− 1

)
−∆(I+1)

b

>
2c5
c1
· q − 1
qr

U

for |s| ≤ q([S(I+1)] + 1) with q | s, |t| ≤ ηT (I+1).
We now assume ϕ

(I+1)
b (s; t) 6= 0 for some s, t in the range stated in

(11.73) and proceed to deduce a contradiction. In the sequel we fix this set
of s, t.

For λ ∈ Λ(I+1)
b , by [9], III, Lemma 1.3 and the fact that q | s, we see that

(recalling δI = 0 if I = 0 and δI = 1 if I > 0)

(11.74) qδI(D0+1){(D−1+1)I+ordq((D−1+1)!)}Θ(q−(I+1)s; t)Π(I+1)(t) ∈ Z.
Now by (11.33)(i) with I replaced by I + 1 and ordp α

′
i = 0 (1 ≤ i ≤ r)

(see §8),

(11.75) ordp ϕ
(I+1)
b (s; t) = ordp ϕ′′′,

where

(11.76) ϕ′′′ =
∑

λ∈Λ(I+1)
b

ρ(I+1)(λ)(qδI(D0+1){(D−1+1)I+ordq((D−1+1)!)}

×Θ(q−(I+1)s; t)Π(I+1)(t))αsw
(I+1)(λ)

0

r∏

i=1

α′i
pκs(λi−λ(I+1)

i +D(I+1)
i )

is in K and non-zero. Let | |v and | |v0 be as in the proof of Lemma 11.2.
Thus

(11.77) ordp ϕ′′′ =
1

epfp log p
(− log |ϕ′′′|v0) =

1
epfp log p

∑

v 6=v0

log |ϕ′′′|v,

by the product formula on K. Note that (11.36)♣ and (11.37)♣ with I
replaced by I+1 remain valid. On noting |t| ≤ ηT (I+1) ≤ ηr+2T and (9.29),
(10.24)♣ with Π(t) and γj replaced by Π(I+1)(t) and γ

(I+1)
j , we have

(11.78) log |Θ(q−(I+1)s; t)Π(I+1)(t)|
≤
(

107
103
· 1
epN

ηr+2 + g10

)
· 1
c1c3

· SD
d

+
(

1 +
1
g6

)
· 1
c1c4(N/ϑ)

· SD
d
.

Further, (11.40) with I replaced by I + 1 holds for every λ ∈ Λ(I+1)
b . Also,
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by (11.44) (= (11.44)♣), for 1 ≤ i ≤ r,
(11.79)

∑

v 6=v0

log max(1, |α′is|v) ≤ q2η−(r+1)ISdσi.

Summing up, and using (11.38), we obtain

(11.80) ordp ϕ
(I+1)
b (s; t) + (D−1 + 1)(D0 + 1)

(
N +

1
p− 1

)
−∆(I+1)

b

≤ U

c1qr+1

{
c1

[
g12 +

(
1 +

1
2(c0 − 1)

)
g9

]

+
[

q

(qηr+1)I
+

1
2(c0 − 1)

(
1 +

1
2g2 + 1

)]
2
c2

+
[

107
103
· 1
epN

(
ηr+2 +

1
c0 − 1

)
+
(

1 +
1

c0 − 1

)
g10

]
1
c3

+
(

1 +
1
g6

)

×
[
1 +

1
c0 − 1

+
δI(I + 1/(q − 1)) log q

max(fp log p, g1)
+
(

N +
1

p− 1

)
1
fp

]
1

c4(N/ϑ)

}
.

If I = 0, then

c1q
r+1

U
× the right side of (11.80) ≤ the right side of (9.5),

whence, by (9.5), (11.80) contradicts (11.73). If I > 0 and p > 2 (thus
q = 2), then, by (11.20), (9.7)(i) and ηr+1 < e−c5 , we have

c1q
r+1

U
× the right side of (11.80) − the right side of (9.5)

≤ 107
103
· 1
epϑ0 + 1

· 1
c3

(ηr+2 − η) +
(

1 +
1
g6

)
1

c4(N/ϑ)
· log q

(q − 1)g1
≤ 0.

Now by (9.5), (11.80) contradicts (11.73). If I > 0 and p = 2 (thus q = 3),
then

(11.81)
c1q

r+1

U
× the right side of (11.80) ≤ 2× the right side of (9.5),

since by (11.20), (9.7)(ii) and (9.8), the value of the left side of (11.81)
increases when q/(qηr+1)I is replaced by q and I log q/max(fp log p, g1) is
replaced by 5(1− 1/q) log q/log(qηr+1), whence (11.81) follows from(

q +
1

2(c0 − 1)

)
2
c2

+
107
103
· 1
epϑ0 + 1

(
η(2− ηr+1) +

1
c0 − 1

)
1
c3

≥
(

1 +
1
g6

)
1

c4(N/ϑ)

{
log q

(q − 1)g1
+
(

1− 1
q

)
5 log q

log(qηr+1)

}
,

which can be verified by direct computation, using (9.1)–(9.3) and (9.33).
By (11.81) and (9.5), (11.80) contradicts (11.73). The fact that (11.80) con-
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tradicts (11.73) for all I as in the hypothesis of the lemma proves

ϕ
(I+1)
b (s; t) = 0 for |s| ≤ q([S(I+1)] + 1) with q | s, |t| ≤ ηT (I+1).

Since b ∈ B(I+1) is arbitrarily chosen, this and (11.66) establish Lemma 11.4.

By applying Lemma 11.2 to I = 0 and taking J = 1, and by applying
Lemma 11.4 to I = 0, we see that the main inductive argument is true
for I = 0, 1. Now the main inductive argument follows by induction on I,
utilizing Lemma 11.4.

12. Simple reduction. We first deal with the case I := [logDr/log q]+
1 ≤ I∗. Thus D(I)

r = 0. We recall (11.2) and (11.4). On applying the main
inductive argument and defining ρ(I)(λ−1, . . . , λr) = 0 for λ 6∈ Λ(I) with
0 ≤ λi ≤ D(I)

i (i = −1, 0), |λi − λ(I)
i | ≤ D(I)

i (1 ≤ i ≤ r), we have

(12.1)
∑

0≤λi≤D(I)
i , i=−1,0

|λi−λ(I)
i |≤D(I)

i , 1≤i<r

ρ(I)(λ−1, . . . , λr−1, λ
(I)
r )Θ(q−Is; t)

×Π(γ(I)
1 , . . . , γ

(I)
r−1; t1, . . . , tr−1) ·

r−1∏

i=1

(α′i
pκ
ζa
′
i)s(λi−λ

(I)
i ) = 0

for |s| ≤ qS(I), |t| ≤ ηT (I), where

(12.2) γ
(I)
j =

r−1∑

i=1

(bn∂Li/∂zj − bj∂Li/∂zn)(λi − λ(I)
i ) (1 ≤ j < r),

since λr = λ
(I)
r because of D(I)

r = 0. In virtue of (12.2) and (8.15)♣, each
of λ1 − λ

(I)
1 , . . . , λr−1 − λ

(I)
r−1 is a linear combination of γ(I)

1 , . . . , γ
(I)
r−1.

Thus
∏r−1
i=1 ∆(λi − λ

(I)
i ; ti) (ti ∈ N, 1 ≤ i < r) is a linear combination

of γ(I)τ1
1 · · · γ(I)τr−1

r−1 , whence, by [8], Lemma 2.6, it is a linear combination of

Π(γ(I)
1 , . . . , γ

(I)
r−1; τ1, . . . , τr−1) with (τ1, . . . , τr−1) ∈ Nr−1 and τ1 + . . . +

τr−1 ≤ t1 + . . .+ tr−1. So (12.1) gives

(12.3)
∑

0≤λi≤D(I)
i , i=−1,0

|λi−λ(I)
i |≤D(I)

i , 1≤i<r

ρ(I)(λ−1, . . . , λr−1, λ
(I)
r )Θ(q−Is; t)

×
r−1∏

i=1

∆(λi − λ(I)
i ; ti)

r−1∏

i=1

(α′i
pκ
ζa
′
i)s(λi−λ

(I)
i ) = 0

for |s| ≤ qS(I), |t| ≤ ηT (I).
Note that 2D(I)

1 + . . . + 2D(I)
r−1 ≤ 1

2ηT
(I) by (11.15), D(I)

i ≤ q−IDi

(1 ≤ i < r), (9.14), (9.17), (9.2), (9.3), (2.5), (2.6), (2.1), (9.33) and
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qηr+1 > 1. Thus (12.3) holds for |s| ≤ qS(I) and t with

0 ≤ t0 ≤ 1
2ηT

(I), 0 ≤ ti ≤ 2D(I)
i (1 ≤ i < r).

It is readily seen, similarly to the proof of [8], Lemma 2.5, that for any
m ∈ N, the determinant of order 2m+ 1

(12.4) det(∆(j; k))−m≤j≤m, 0≤k≤2m 6= 0.

Thus, by an argument similar to [8], §3.5, we see that for any fixed
λ1, . . . , λr−1 with |λi − λ(I)

i | ≤ D
(I)
i (1 ≤ i < r), the polynomial (recall-

ing D(I)
i = Di, i = −1, 0)

(12.5)
D−1∑

λ−1=0

D0∑

λ0=0

ρ(I)(λ−1, . . . , λr−1, λ
(I)
r )(∆(x+ λ−1;D−1 + 1))λ0+1,

whose degree is at most (D−1 + 1)(D0 + 1), has at least

M := (2[qS(I)] + 1)
([

1
2ηT

(I)]+ 1
)

zeros. Now, by (9.12), g2 > 1, g6 > 1, c4 > 3, c5 < 1 (see (9.1), (9.2)), (9.3),
(9.14), (9.19), (9.26) and (11.15), we have

M >

(
2q − 1

g2

)
· 1

2
ηS(I)T (I) ≥ (D−1 + 1)(D0 + 1).

Thus the polynomial in (12.5) is identically zero. Further, (∆(x + λ−1;
D−1 + 1))λ0+1 (0 ≤ λi ≤ Di, i = −1, 0) are linearly independent over C
(see [1], §12). Hence

ρ(I)(λ−1, . . . , λr) = 0, 0 ≤ λi ≤ D(I)
i (i = −1, 0),

|λi − λ(I)
i | ≤ D(I)

i (1 ≤ i ≤ r)

(recalling D
(I)
r = 0), contradicting the construction in the main inductive

argument that ρ(I)(λ), λ ∈ Λ(I), are not all zero. This contradiction proves
Proposition 9.1 in the case when [logDr/log q] + 1 ≤ I∗.

13. Group variety reduction. It remains to prove Proposition 9.1 in
the case

(13.1) I∗ < [logDr/log q] + 1,

where I∗ is given by (9.8). Take I = I∗ in the main inductive argument
(see §11). There exists b ∈ B(I) such that ρ(I)(λ), λ ∈ Λ

(I)
b , are not all
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zero. For every s with qu | s we have, by (11.33)(i), (1.4), and on multiplying

(11.18) by
∏r
i=1 α

′
i
pκqusD

(I)
i ,

(13.2)
∑

λ∈Λ(I)
b

ρ(I)(λ)Π(I)(t)Θ(q−Iqus; t)
r∏

i=1

α′i
pκqus(λi−λ(I)

i +D(I)
i ) = 0

for |s| ≤ q1−uS(I), |t| ≤ ηT (I).
Recall that Π(I)(t) is given by (11.6). Now we take

(13.3) P(Y0, . . . , Yr)

=
∑

λ∈Λ(I)
b

ρ(I)(λ)(∆(q−Ip−κY0;D−1 + 1))λ0+1
r∏

i=1

Y
λi−λ(I)

i +D(I)
i

i ,

(13.4) N = pκqu, S = q1−uS(I), T = ηT (I), θi = α′i (1 ≤ i ≤ r).
Recall that ∂∗0 = ∂0 = ∂/∂Y0 and ∂∗1 , . . . , ∂

∗
r−1 are the differential operators

specified in §8♣, and note that

∂∗j

r∏

i=1

Y
λi−λ(I)

i +D(I)
i

i = (γ(I)
j + γ†j )

r∏

i=1

Y
λi−λ(I)

i +D(I)
i

i (1 ≤ j < r),

with γ
(I)
j given in (11.5), and γ†j ∈ Z given by the right side of (11.5) with

λi − λ(I)
i replaced by D

(I)
i . By [8], Lemma 2.6, we see from (13.2)–(13.4)

that

(13.5) ∂∗t00 ∂∗t11 · · · ∂∗tr−1
r−1 P(Ns, θNs1 , . . . , θNsr ) = 0

for 0 ≤ s ≤ S, t0 + . . .+ tr−1 ≤ T .
We note, as remarked in §8♣, that Proposition 6.1♣ holds with ∂∗1 , . . .

. . . , ∂∗r−1 in place of ∂1, . . . , ∂r−1. Let

(13.6) D0 = (D−1 + 1)(D0 + 1), Di = 2q−ID̃i (1 ≤ i ≤ r),

(13.7)

S0 =
[

1
4
S
]
, Si =

[
1
r
· 3

4
S
]

(1 ≤ i ≤ r),

Ti =
[

1
r + 1

T
]

(0 ≤ i ≤ r).

Then S0 ≥ S1 = . . . = Sr since r ≥ 3, T0 = . . . = Tr and S0 + . . .+ Sr ≤ S,
T0 + . . .+ Tr ≤ T .

For later convenience, we list the following inequalities derived from §9
and §2. We shall use them frequently in the remainder of this section.
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c3/c4 > 1/28, c5 ≥ 0.47, r ≥ 3 if p > 2, r ≥ 4 if p = 2,

g3/r > 107, g6 > 106, (1 + ε1)(1 + ε2) < 1 + 10−5,

h ≥ max(2fp log p, g0) ≥ max(fp log p, g1), ϑ ≤ p/(p− 1) ≤ 2,

epϑ ≥ 1/2, qηr+1 > 1, ηr+1 < e−c5 ≤ e−0.47,

I = I∗ ≥ [5g1/log(qηr+1)] + 1 ≥ 92, η(r+1)I < 10−18.

By (13.4), (13.7) and (9.20) we have, for ρ ∈ Z with 1 ≤ ρ ≤ r,

(13.8) Tρ + ρ ≤
(
η(r+1)I

r + 1
+

ρ

g3

)
T < 10−6T.

Now (13.8), (13.6), (9.12), (9.14) and (9.16) yield

(13.9) Tρ + ρ < 10−4D0 (1 ≤ ρ ≤ r),
whence (6.2)♣ follows. Further by (13.6), (9.17), (9.16), (9.12), (2.5), (2.6),
we get

(13.10) Di < D0 (1 ≤ i ≤ r).
Now we verify (6.1)♣.

(i) m = 0. By (13.7), (13.4), (11.15), (9.18), (9.19), we have

(13.11) S0(T0 + 1) >
(

(q − 1)ep

4d
− 10−18

g2

)
η

r + 1
ST.

From (13.11), (13.6), (9.2), (9.3), (9.26), (9.14), we obtain

S0(T0 + 1) > D0.

This and (13.10) establish (6.1)♣ with m = 0.
(ii) 1 ≤ m < r. By (13.7), (13.4), (11.15), (9.18), (9.19), we have

(13.12) Sm
(Tm +m+ δm,r

m+ δm,r

)

>

(
1
r
· 3

4
(q − 1)

ep

d
− 10−18

g2

)
ηm+1+(r+1)Im

(r + 1)m+1(m+ 1)!
STm+1.

By (13.6), (13.10), (9.26) and (9.17) we get

(13.13) (m+ 1)!Dm0
0 · · · Dmrr

≤
(

1 +
1
g6

)
1

c4(N/ϑ)
· 1
cm+1
1 (c2pκ)m

· (m+ 1)!2m

rmqIm
· SDm+1

d(fp log p)m+1 ,

where mi ∈ {0, 1} with m0 + . . . + mr = m + 1. Now, by (13.12), (13.13),
(9.14), (2.5), (2.6), (2.1) and

(qηr+1)Im > (e4(r + 1)d)5m (see (9.8), (9.1)),

we obtain (6.1)♣ for 1 ≤ m < r.
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(iii) m = r. We have, similarly to (13.12),

(13.14) Sr
(Tr + r

r

)
>

(
1
r
· 3

4
(q − 1)

ep

d
− 10−18

g2

)
ηr+(r+1)I(r−1)

(r + 1)rr!
ST r.

By (13.6), (9.26), (9.17), we have

(13.15) (r + 1)!D0D1 · · · Dr
≤ (r + 1)!2r

qIrrr

(
1 +

1
g6

)
SDr+1

cr+1
1 (c2pκ)rc4(N/ϑ)dr+1σ1 · · ·σr max(fp log p, g1)

.

In virtue of (13.14), (13.15), (9.13), (9.14), (2.5), (2.6), (2.3), in order to
prove (6.1)♣ with m = r, it suffices to show

(13.16)
(

1
r
· 3

4
(q − 1)

ep

d
− 10−18

g2

)
(qηr+1)Irηr−(r+1)I

≥ (1 + 10−100)
(

1 +
1
g6

)
(1 + ε1)(1 + ε2)

(
2 +

1
g2

)

× c0(r + 1)!(r + 1)r(2eς1ς2)r · p
fp − 1
qu

.

Now, by I = I∗, (9.8) and (9.1),

(qηr+1)I > exp(5 max(fp log p, g1)) ≥ pfp(e4(r + 1)d)4.

This implies (13.16) at once. Hence (6.1)♣ with m = r is valid.
Note that in (13.5), P(Y0, . . . , Yr) 6= 0 and θi = α′i (1 ≤ i ≤ r) are mul-

tiplicatively independent, since l′0 (= l0), l′1, . . . , l
′
r are linearly independent

over Q by (5.8)♣ and §8(i), (ii). Having verified (6.1)♣ and (6.2)♣, we can
apply Proposition 6.1♣ with ai = σi (1 ≤ i ≤ r). Thus there exists ρ ∈ Z
with 1 ≤ ρ < r and there is a set of primitive linear forms L1, . . . ,Lρ in
Z1, . . . , Zr with coefficients in Z such that B1Z1+. . .+BrZr is in the module
generated by L1, . . . ,Lρ over Q and, on defining

(13.17) Ri =
r∑

j=1

|∂Li/∂Zj |σj (1 ≤ i ≤ ρ),

we have at least one of (6.3)♣ and (6.4)♣, whence (6.4)♣ holds always, since
(6.3)♣ implies (6.4)♣ by (13.4), (13.6), (13.7) and (13.9). We shall prove
shortly that (6.4)♣ implies

(13.18) R1 · · ·Rρ ≤ ψ(ρ)h′(α1) · · ·h′(αn),

where ψ(ρ) is given by (8.7) with r replaced by ρ; thus (13.18) together with
the same analysis as in §13♣ shows that the basic hypothesis in §8 holds
with ρ in place of r. By the minimal choice of r, we have a contradiction
and this establishes Proposition 9.1.
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Now, by (6.4)♣, (13.4), (13.6), (13.7), (9.13), (9.14), (9.17), (9.18), (9.19),
(9.26), (8.6), (8.7), (2.5), (2.6), (2.3), (2.1) and er ≥ rr/r!, in order to prove
(13.18), it suffices to show

(13.19)
(ς1ς2e2)ρ(ρ+ 1)(ρ!)3ρρrρpfp

1
r · 3

4 (q − 1) ep

d − 10−18

g2

≤ (qηr+1)Iρ.

Note that (ρ + 1)(ρ!)3ρρrρ ≤ (r + 1)5ρ−2 and that by I = I∗ and (9.8) we
have

(qηr+1)Iρ > pfp(e4(r + 1)d)5ρ−1.

Hence (13.19) follows. The proof of Proposition 9.1 is thus complete, whence
Theorem 7.1 is established.

14. Proof of Theorem 1

Lemma 14.1. It suffices to prove Theorem 1 on a further assumption that
α1, . . . , αn are multiplicatively independent.

P r o o f. Note that from (1.10), (1.12), Lemma 2.2 and (1 + 1/n)n+1 > e,
we have for n = 2, 3, . . . ,

(14.1)
C(n, d, p)

C(n− 1, d, p)
>

C∗(n, d, p)
C∗(n− 1, d, p)

>
16
9
e2(n+ 2)d.

Using (14.1), the proof is the same as that of Lemma 14.1♣.

Proof of Theorem 1. By [9], II, Lemma 1.4, it is readily seen that Theo-
rem 1 is true for n = 1. Thus we may assume that n ≥ 2 and α1, . . . , αn are
multiplicatively independent by Lemma 14.1. Note that

d

fp log p
log 2 < 0.001C(n, d, p)h′(α1) · · ·h′(αn) logB.

Hence we may assume, by (1.6), (1.10), (14.2)♣, (14.3)♣ and Stirling’s for-
mula, that

B

logB
> 30(8e2)nn3/2(pfp − 1)d > e13,

whence we obtain

(14.2) B > 260(8e2)nn3/2pfpd.

We may further assume, without loss of generality, that (1.13) is satisfied,
since the main inequality in Theorem 1 is symmetric in α1, . . . , αn. On
appealing to Theorem 7.1 and observing that (14.2) implies

(n+ 1) logB ≥ log max{c̃B, c̃(5n)6nd1.2, c̃p2fp} ≥ h∗ + log c∗,
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where h∗ is given by (7.2) and

(14.3) c̃ =
(

3
4

log3(5d) · fp log p
)n
· n! ≥ c∗

by (5.21)♣ and (5.24)♣, Theorem 1 follows at once.

15. Proof of Theorem 2

Lemma 15.1. It suffices to prove Theorem 2 on a further assumption that
α1, . . . , αn are multiplicatively independent.

P r o o f. Using (14.1), the proof is the same as that of Lemma 15.1♣.

Proof of Theorem 2. It is readily seen, by Theorem 1 with n = 1, that
Theorem 2 is true for n = 1. Thus we may assume that n ≥ 2 and α1, . . . , αn
are multiplicatively independent by Lemma 15.1. On using (14.1), the proof
is the same as that of Theorem 2♣.
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