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1. Introduction. A classical result in additive number theory is the five
prime squares theorem proved by L. K. Hua: the diophantine equation

(1.1) N = p2
1 + p2

2 + p2
3 + p2

4 + p2
5

is solvable for large odd N satisfying N ≡ 5 (mod 24).
This theorem can be regarded as a nonlinear extension of the Goldbach

ternary theorem (Goldbach–Vinogradov Theorem), it also gives a deep in-
sight into the Lagrange four square theorem. In this paper we study the
equation (1.1) with prime variables in an arithmetic progression, i.e. the
prime variables satisfy pi ≡ bi (mod d), i = 1, . . . , 5, and b = (b1, . . . , b5) ∈
B(N, d), where

(1.2) B(N, d)

= {b ∈ N5 : 1 ≤ bi ≤ d, (bi, d) = 1, b21 + . . .+ b25 ≡ N (mod σ(d)d)},
with σ(d) = 1, 4, 2 for 2 - d, 2 ‖ d and 4 | d respectively. We will use this
notation in the rest of the paper.

Our main result is

Theorem. There exists an effective positive constant δ such that the
diophantine equation

(1.3)
{
N = p2

1 + p2
2 + p2

3 + p2
4 + p2

5,
pi ≡ bi (mod d), i = 1, . . . , 5,

with prime variables is solvable for all positive integers d ≤ N δ provided
N ≡ 5 (mod 24) is a large odd integer with B(N, d) nonempty.

It should be mentioned that this result implies the famous Linnik theo-
rem on the least prime in an arithmetic progression.
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In the corresponding linear case, i.e. for the Goldbach ternary theorem
with prime variables in an arithmetic progression, M. C. Liu and Tao Zhan
[7] proved that there exists an effective positive constant δ > 0 such that,
for all positive integers d ≤ N δ, the diophantine equation{

N = p1 + p2 + p3,
pi ≡ bj (mod d), j = 1, 2, 3,

where (bj , d) = 1,
∑3
j=1 bj ≡ N (mod d), is solvable for large odd N .

Their result improved the work of Rademacher, Ayoub and Zulauf, the
previous results holding only for a fixed positive integer d or d ≤ (logN)C .

Hua’s method with minor modifications actually gives that the equation
(1.3) is solvable for large N with the set (1.2) nonempty and d � logAN ,
but it fails when we want to enlarge the scope of d to d ≤ N δ, where δ is an
absolute positive constant.

The difficulty lies in two respects. First, in the case of d ≤ N δ, we cannot
use the Siegel–Walfisz theorem as usual to estimate the major arcs. Second,
the restriction to an arithmetic progression requires finding a way to deal
with exponential sums and Gauss sums over an arithmetic progression.

The second difficulty was overcome by Jianya Liu and Tao Zhan in [4,
Lemma 2]. By using multiplicativity ingeniously, they transform the expo-
nential sum over an arithmetic progression to the usual exponential sum
with Dirichlet characters and Gauss sums. The starting point of this pa-
per is a similar result for the quadratic case, i.e. Lemma 3.2. But we use a
different method to deal with the first difficulty.

In 1975, Montgomery and Vaughan [8] diminished the exceptional set of
the Goldbach problem from O(x log−A x) to O(x1−δ). Their difficulty also
was wider major arcs and the fact that the Siegel–Walfisz theorem could not
be used. They solved it by using the Deuring–Heilbronn phenomenon and
Gallagher’s theorem. But if we use their method for our quadratic problem,
we will face too many cases and need to do lots of calculation. This is
also the reason why we do not apply the method of M. C. Liu and Tao
Zhan [7]. Hence we shall apply a modification of the method by Liu and
Tsang [6]. The point is that we only need to estimate the singular series and
singular integral separately and only once. But as we are concerned with the
quadratic case and the restriction to an arithmetic progression, we have to
work harder from the beginning to estimate the complicated singular series
(Lemma 4.8).

2. Notations and the minor arcs. Define

(2.1) d := N δ, Q := N21δ, T := N
√
δ, L := N/50, τ := N−1T 1/4,

where δ is a small computable positive constant. Then Q < T < L < N. We
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write

(2.2) L2 = L1/2 and N2 = N1/2.

In the following, ε > 0 is a comparable very small constant, and the implied
constants in the symbols O and � are computable, positive and depend at
most on δ, ε. We write e(y) for e2πiy and eq(y) for e(y/q).

For any a, q such that (a, q) = 1, 1 ≤ a ≤ q ≤ Q, let

m(a, q) :=
[
a− τ
q

,
a+ τ

q

]
.

We can easily see that these intervals are mutually disjoint and all lie
in [τ, 1 + τ ]. We call the union of these m(a, q) the major arcs M and
[τ, 1 + τ ] \M the minor arcs M′.

Define

Si(α) := S(α, d, bi) :=
∑

n≤N2
n≡bi (mod d)

Λ(n)e(αn2),(2.3)

R(N) :=
1+τ\
τ

5∏

i=1

Si(α)e(−Nα) dα.(2.4)

Then the Theorem holds if R(N) > 0. By interval dissection we get

(2.5) R(N) =
{ \
M

+
\
M′

} 5∏

i=1

Si(α)e(−Nα) dα =: R1(N) +R2(N),

say. The integral over the minor arcs contributes the error term R2(N). We
now estimate it by the following lemma from [11].

Lemma 2.1. For α satisfying |α− a/q| ≤ 1/q2, (a, q) = 1 and h = (q, d),
we have

(2.6) Si(α)� N1+ε
2 h

dq1/2
+
N

11/14
2

d1/2
+
N

6/7
2 h3/4

d3/4q1/4
+
(
q1/2

h1/2
+
q1/4

h1/4
N

1/7
2

)
Nε.

For any α ∈M′, by Dirichlet’s lemma we see that there exist q, a satis-
fying Q ≤ q ≤ τ−1, (a, q) = 1, 1 ≤ a ≤ q such that |α− a/q| ≤ τ/q ≤ 1/q2.
Notice that d = Nδ, Q = N21δ and δ is sufficiently small. We have

Corollary 2.2. For any α ∈M′, we have

Si(α)� N1/2Q−1/2

provided N ≥ N0(δ).
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Lemma 2.3. We have

R2(N)� N3/2Q−1/2d−2 log4+cN

whenever N ≥ N1(δ, c).

P r o o f. By Corollary 2.2 for S5(α), we have

R2(N)� N1/2Q−1/2
1+τ\
τ

∣∣∣
4∏

i=1

Si(α)
∣∣∣ dα� N1/2Q−1/2

4∑

i=1

1+τ\
τ

|Si(α)|4 dα.

Clearly, the inner integral is equal to
∑

nj≤N2

n2
1+n2

2=n2
3+n2

4
nj≡bi (mod d)

Λ(n1)Λ(n2)Λ(n3)Λ(n4) ≤ log4N
∑

nj≤N2

n2
1+n2

2=n2
3+n2

4
nj≡bi (mod d)

1

= log4N

1\
0

∣∣∣
∑

n≤N2
n≡bi (mod d)

e(αn)
∣∣∣
4
dα.

Following the arguments in Hua’s lemma [9], it is seen that there is a constant
c such that

1\
0

∣∣∣
∑

n≤N2
n≡bi (mod d)

e(αn)
∣∣∣
4
dα� N

d2 logcN,

whence our lemma follows.

From (2.5), to obtain our Theorem it remains to find a lower bound for
R1(N) such that R1(N) > |R2(N)|.

3. Notations and the major arcs. We shall use χ (mod q) and χ0

(mod q) to denote a Dirichlet character and the principal character modulo q
respectively. It is known ([1], Chapter 14) that there exists a small c1 such
that there is at most one primitive character χ̃ to a modulus r̃ ≤ T for
which the corresponding L-function L(s, χ̃) has a zero in the region σ >
1 − c1(log T )−1, |t| ≤ T ; and if there is such an exceptional character, it is
quadratic and the corresponding zero β̃, called the exceptional zero, is real,
simple and unique. Furthermore we have

(3.1) c2(r̃1/2 log2 r̃)−1 ≤ 1− β̃ ≤ c1/log T.

We write
∑q′
a=1 or

∑
(a,q)=1 for a sum over integers a satisfying 1 ≤ a ≤ q

and (a, q) = 1. For any character χ (mod dq/h), h = (d, q) define
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(3.2)

S(χ, y) := S(χ, y, d, q) :=
∑

L2≤n≤N2

χ(n)Λ(n)e(n2y),

I(y) :=
N2\
L2

e(x2y) dx,

Ĩ(y) :=
N2\
L2

xβ̃−1e(x2y) dx,

I(χ, y) :=
∑′

γ≤T

N2\
L2

x%−1e(x2y) dx,

where Λ(n) is the von Mangoldt function and
∑′
γ≤T denotes the summation

over all zeros % = β + iγ of the function L(s, χ) lying in the region 1/2 ≤
β ≤ 1−c1(log T )−1, |γ| ≤ T (hence excluding β̃, if it exists). By ([1], p. 120)
we can easily deduce that

Lemma 3.1. For any real y and any χ (mod dq/h) with dq/h ≤ T, we
have

(3.3) S(χ, y) = δ′χI(y)− δχĨ(y)− I(χ, y) +O((1 + |y|N)N2T
−1 log2N),

where

δ′χ =
{

1 if χ = χ0 (mod dq/h),
0 otherwise;

δχ =
{

1 if χ = χ̃χ0 (mod dq/h),
0 otherwise.

We next transform the exponential sum Si(α) into character sums or
integrals of the above forms. To do this we need some more notations.

For positive integers d, q and h(q) := (d, q), i.e. the largest common
divisor of d, q, define positive integers αi, βi, γi according to

d = pα1
1 . . . pαss d0, q = pβ1

1 . . . pβss q0, (d0, q0) = 1,(3.4)

h(q) = pγ1
1 . . . pγss ,(3.5)

hence γi = min(αi, βi), i = 1, . . . , s. Define

h1(q) := pδ11 . . . pδss , δi =
{
αi if βi > αi,

0 otherwise,
(3.6)

h2(q) := h(q)/h1(q).(3.7)

For brevity, we write h = h(q), h1 = h1(q) and h2 = h2(q). It is easily seen
that (h1, h2) = 1 and (d/h1, q/h2) = 1.
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Lemma 3.2. For α = a/q + λ, we have

(3.8) Si(α) = ϕ−1(d/h1)ϕ−1(q/h2)

×
∑

η (mod d/h1)

ζ(bi)
∑

η (mod q/h2)

Gi(a, η, q)S(ζη, λ) +O(log2N),

where

(3.9) Gi(a, η, q) := G(h, bi, a, η, q) :=
∑

(c,q)=1
c≡bi (modh)

e(ac2/q)η(c),

and η, ζ are characters modulo q/h2 and d/h1 respectively.

P r o o f. We have

Si(α) =
∑

n≤N2
n≡bi (mod d)

Λ(n)e(αn2)

=
∑

n≤N2
n≡bi (mod d)

(n,q)=1

Λ(n)e(αn2) +O
( ∑

pk≤N2
p|q

log pe(p2kα)
)

=
∑

(c,q)=1

e

(
ac2

q

) ∑

n≤N2
n≡bi (mod d)
n≡c (mod q)

Λ(n)e(n2λ) +O
(

logN
∑

p|q
log p

)

=
∑

(c,q)=1
c≡bi (modh)

e

(
ac2

q

) ∑

n≤N2
n≡bi (mod d)
n≡c (mod q)

Λ(n)e(n2λ) +O(log2N).

The inner sum of the main term is empty unless c ≡ bi (mod h), we can
therefore add the restriction c ≡ bi (mod h) to the sum over c. On the other
hand, under the condition c ≡ bi (mod h), the congruences

n ≡ bi (mod d), n ≡ c (mod q)

are equivalent to

n ≡ bi (mod d/h1), n ≡ c (mod q/h2).

Then

Si(α) =
∑

(c,q)=1
c≡bi (modh)

e

(
ac2

q

) ∑

n≤N2
n≡bi (mod d/h1)
n≡c (mod q/h2)

Λ(n)e(n2λ) +O(log2N)
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= ϕ−1(d/h1)ϕ−1(q/h2)
∑

(c,q)=1
c≡bi (modh)

e

(
ac2

q

)

×
∑

ζ (mod d/h1)

ζ(bi)
∑

η (mod q/h2)

η(c)

×
∑

n≤N2

ζη(n)Λ(n)e(n2λ) +O(log2N).

Hence we get the assertion.

By using the above lemmas, we now simplify R1(N) as follows.
For any α = a/q + λ ∈ m(a, q), we have |λ| < τ/q and q ≤ Q. By

Lemmas 3.1 and 3.2,

Si(α) = ϕ−1(d/h1)ϕ−1(q/h2)
(
Gi(a, η0, q)I(λ)− δq ζ̃ζ0(bi)Gi(a, η̃η0, q)Ĩ(λ)

−
∑

ζ (mod d/h1) η (mod q/h2)

ζ(bi)Gi(a, η, q)I(ζη, λ)
)

+O
(
ϕ−1(q/h2)

∑

η (mod q/h2)

|Gi(a, η, q)|(1 + |λ|N)N1/2T−1 log2N
)

+O(log2N),

where ζ̃ζ0 (mod d/h1) η̃η0 (mod q/h2) = χ̃χ0 (mod dq/h), ζ̃, η̃ are primi-
tive characters, and

(3.10) δq :=
{

1 if χ̃ (mod r̃) exists and r̃ | dq/h,
0 otherwise.

Since |λ| � τ/q and |λ|N < T 1/4q−1, the trivial bound
∑

η (mod q/h2)

|Gi(a, η, q)| � ϕ(q/h2)ϕ(q)

shows that the first O-term above is

� ϕ(q)T 1/4q−1N2T
−1 log2N ≤ N2T

−3/4 log2N.

Hence, for α = a/q + λ ∈m(a, q) we obtain

(3.11) Si(α) = ϕ−1(d/h1)ϕ−1(q/h2)Hi(a, q, λ) +O(N2T
−3/4 log2N)

where

Hi(a, q, λ) := Gi(a, η0, q)I(λ)− δq ζ̃ζ0(b)Gi(a, η̃η0, q)Ĩ(λ)(3.12)

− Fi(a, q, λ),

F (a, q, λ) :=
∑

ζ (mod d/h1) η (mod q/h2)

ζ(bi)Gi(a, η, q)I(ζη, λ).(3.13)
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To estimate Hi(a, q, λ), we need the following lemma which can be de-
duced similarly to Lemma 3.3 of [5].

Lemma 3.3. Let I(λ), Ĩ(λ) and I(χ, λ) be defined as in (3.2).

(a) For any real y, we have

I(y)� min(N2, L
−1
2 |y|−1), Ĩ(y)� min(N β̃

2 , L
β̃−1
2 |y|−1)

and

I(χ, y)�



N2 for any real y,
N2(L|y|)−1/2 for |y| > L−1,
L2(L|y|)−1 for |y| > T/(πL).

(b) We have
∞\
−∞
|I(y)|2 dy � N2L

−1
2 ,

∞\
−∞
|Ĩ(y)|2 dy � N β̃

2 L
β̃−2
2

and
∞\
−∞
|I(χ, y)|2 dy � NL−1 logN.

By the trivial estimates for I(λ), Ĩ(λ) and I(χ, λ) in Lemma 3.3(a),

ϕ−1(d/h1)ϕ−1(q/h2)Hi(a, q, λ)� ϕ(q)N2.

Then

R1(N) =
∑

q≤Q
ϕ−5(d/h1)ϕ−5(q/h2)

×
∑

(a,q)=1

τ/q\
−τ/q

e(−N(a/q + λ))
5∏

i=1

Hi(a, q, λ) dλ

+O

(∑

q≤Q

∑

(a,q)=1

τ

q

4∑

k=0

(ϕ(q)N2)k(N2T
−3/4 log2N)5−k

)

=
∑

q≤Q
ϕ−5(d/h1)ϕ−5(q/h2)

∑

(a,q)=1

eq(−Na)

×
τ/q\
−τ/q

e(−Nλ)
5∏

i=1

Hi(a, q, λ) dλ+O(N3/2T−1/2Q5).

The product
∏5
k=1Hk(a, q, λ) is a sum of at most (φ(dq/h)+2)5 terms, each
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of the form
∏5
i=1Ei where Ei is either Gi(q)I(λ),−δq ζ̃(bi)G(a, η̃η0, q)Ĩ(λ)

or −ζ(bi)G(a, η, q)I(ζη, λ).

By comparing the estimates for I(λ), Ĩ(λ) and I(χ, λ) in Lem-
ma 3.3(a) with |λ| > τ/q > L−1, it is easily seen that the weakest one among
them is N1/2(L|λ|)−1/2, since τ = N−1T 1/4, L = N/25 and T = Q1/

√
δ.

Then \
R\[−τ/q,τ/q]

5∏

i=1

Ei dλ� φ3(q)|τ/q|−3/2
∞\
−∞
|E1E2| dλ

� φ5(q)|τ/q|−3/2,

by Cauchy’s inequality and Lemma 3.3(b). Hence

∑

q≤Q
φ−5

(
d

h1

)
φ−5

(
q

h2

) ∑

(a,q)=1

\
R\[−τ/q,τ/q]

e(−Nλ)
5∏

i=1

Hi(a, b, λ) dλ

�
∑

q≤Q
φ−5

(
d

h1

)
φ−5

(
q

h2

)
φ(q)

(
φ

(
dq

h

)
+ 2
)5

φ5(q)q3/2N3/2T−3/8

� Q9N3/2T−3/8 � N3/2Q−1.

Therefore

R1(N) =
∑

q≤Q
φ−5(d/h1)φ−5(q/h2)

∑

(a,q)=1

eq(−Na)(3.14)

×
∞\
−∞

e(−Nλ)
5∏

i=1

Hi(a, q, λ) dλ+O(N3/2Q−1).

4. Some lemmas for singular series and singular integrals

Lemma 4.1. Let χ (mod pβ/h2) be any character with β ≥ 0, let h2 =
h2(pβ) be defined as in (3.7), and let α be such that pα ‖ d. We have

(a) Gi(a, χ, pβ) = 0 if χ (mod pβ) is primitive and p | a, β > α.
(b) Gi(a, χη0, p

t) = 0 if η0 is modulo pt/h2(pt), p - a and t ≥ θ +
max{θ, α, β} where θ = 1 + [1/p].

(c) Gi(a, χ, pβ) ≤ 2(2, p)pβ/2 if p - a.

P r o o f. (a) Let a′ = a/p. For 1 ≤ c ≤ pβ , write c = u + vpβ−1. Since
β > α, h(pβ) = pα and the restriction c ≡ bi (mod pα) is equivalent to
u ≡ bi (mod pα). Hence
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Gi(a, χ, pβ) =
pβ∑
c=1

c≡bi (mod pα)

e

(
a′c2

pβ−1

)
χ(c)

=
pβ−1∑
u=1

u≡bi (mod pα)

e

(
a′u2

pβ−1

) p∑
v=1

χ(u+ vpβ−1) = 0.

For a primitive character χ (mod pβ), the inner sum over v is zero.
(b) For t > α, we see from (3.7) that h(pt) = pα, h2(pt) = 1, so η0 is

modulo pt.
For 1 ≤ c ≤ pt, write c = u + vpt−θ. The restriction c ≡ bi (mod pα)

is equivalent to u ≡ bi (mod pα), since t ≥ θ + max{θ, α, β}. Moreover, we
have c2 ≡ u2 + 2uvpt−θ (mod pt), c ≡ u (mod pβ). Hence

G(a, χ, pt) =
pt−θ∑
u=1

u≡bi (mod pα)

χη0(u)e
(
au2

pt

) pθ∑
v=1

e

(
2auv
pθ

)
.

For each u coprime with p, in view of p - a, the inner sum over v is zero.
Hence (b) is proved.

(c) For β ≤ α, |G(a, χ, pβ)| ≤ 1. For β > α, we have

G(a, χ, pβ) =
pβ∑
c=1

c≡bi (mod pα)

e

(
ac2

pβ

)
χpβ (c)

= ϕ−1(pα)
∑

χpα (mod pα)

χpα(bi)
pβ∑
c=1

e

(
ac2

pβ

)
χpαχpβ (c).

By Exercise 14 in Chapter 6 of [10], the inner sum over c is less than
2(2, p)pβ/2 for p - a. Hence we get (c).

We shall use the following sums to form the singular series:

Z(q) := Z(q; η1, . . . , η5) :=
∑

(a,q)=1

eq(−Na)
5∏

i=1

Gi(a, ηi, q),(4.1)

Y (q) := Y (q; η1, . . . , η5) :=
q∑
a=1

eq(−Na)
5∏

i=1

Gi(a, ηi, q),(4.2)

where ηi is modulo q/h2(q). We can also write

(4.3) Y (q; η1, . . . , η5) = q
∑

(q)

η1(c1) . . . η5(c5),
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where
∑

(q) denotes the sum over c1, . . . , c5 satisfying

(4.4)

1 ≤ c1, . . . , c5 ≤ q, ci ≡ bi (mod (d, q)),

(ci, q) = 1,
5∑

i=1

c2i ≡ N (mod q).

Denote by N(q) the number of solutions of the above congruence equation.
By Hua’s work on Tarry’s problem [3, p. 162] and M. C. Liu, K. M. Tsang
[6, (1.5)], we see that if N ≡ 5 (mod 24) and N satisfies (1.2) then N(q) ≥ 1
for all q. In the case where ηi are all principal characters, we see that

(4.5) Y (q; η0, . . . , η0) = qN(q).

Furthermore we put

(4.6) A(q) := ϕ−5(q(d, q)∞/h)Z(q; η0, . . . , η0),

where (d, q)∞ has the same prime factors of (d, q), and (d, q)∞ ‖ d which
means that if pα ‖ (d, q)∞ then pα ‖ d.

Lemma 4.2. Both Z(q) and Y (q) are multiplicative in the sense that if
q = q1 . . . qt with (qi, qj) = 1 for i 6= j, then for each i = 1, . . . , 5, the
decompositions ηi (mod q/h2(q)) =

∏t
j=1 ηij (mod qj/h2(qj)) are unique.

We have

Z(q; η1, . . . , η5) =
t∏

j=1

Z(qj ; η1j , . . . , η5j)

and

Y (q; η1, . . . , η5) =
t∏

j=1

Y (qj ; η1j , . . . , η5j).

In particular , N(q) and A(q) are multiplicative functions of q.

P r o o f. It suffices to consider the case t = 2, and then use induction.
Let q = q1q2 with (q1, q2) = 1. It is easily seen from (3.7) that

h(q) = h(q1)h(q2), hi(q) = hi(q1)hi(q2), (hi(q1), hi(q2)) = 1,
q

hi(q)
=

q1

hi(q1)
· q2

hi(q2)
,

(
q1

hi(q1)
,

q2

hi(q2)

)
= 1, i = 1, 2.

Then ηi (mod q/h2(q)) =
∏2
j=1 ηij (mod qj/h2(qj)) are uniquely deter-

mined.
Let a = a1q2 + a2q1. If a1, a2 run over reduced residue systems modulo

q1, q2 respectively, then a will run over a similar system modulo q1q2. So

(4.7) Z(q1q2) =
∑

(a,q)=1

eq(−Na)
5∏

i=1

Gi(a, ηi, q1q2)
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=
∑

(a1,q1)=1

eq1(−Na1)
∑

(a2,q2)=1

eq2(−Na2)

×
5∏

i=1

Gi(a1q2 + a2q1, ηi, q1q2).

In the same way, let c = c1q2 + c2q1. We see that the restriction c ≡ bi
(mod h(q)) is equivalent to c1q2 ≡ bi (mod h(q1)) and c2q1 ≡ bi (mod h(q2)),
so we have

Gi(a1q2 + a2q1, ηi, q1q2)

=
q1q2∑
c=1

c≡bi (modh(q))

e

(
(a1q2 + a2q1)c2

q1q2

)
η(c)

=
∑

(c1q2,q1)=1
c1q2≡bi (modh(q1))

∑

(c2q1,q2)=1
c2q1≡bi (modh(q2))

e

(
a1(c1q2)2

q1

)
ηi1(c1q2)

× e
(
a2(c2q1)2

q2

)
ηi2(c2q1)

= Gi(a1, ηi1, q1)Gi(a2, ηi2, q2).

Hence the right hand side of (4.7) is equal to Z(q1)Z(q2) as desired. The
proof for the multiplicativity of Y (q) is similar.

Lemma 4.3. For any positive integer q, we have

ϕ−5
(
dq

h(q)

)
Z(q)� h5(q)

d5 q−3/2L.

P r o o f. Let q =
∏
p|q p

βp be the prime factorization of q. By Lemma
4.1(c) and multiplicativity of Z(q), we have

|Z(q)| =
∏

p|q
|Z(pβp)| �

∏

p|q
pβp

5∏

i=1

pβp/2 � q7/2.

Hence by ϕ(q)� q log log q, we get the assertion.

Lemma 4.4. For i = 1, . . . , 5, let χi (mod pβi) be primitive characters
and β = max{β1, . . . , β5}. Define α := α(p) such that pα(p) ‖ d. For brevity ,
write Z(pt) = Z(pt;χ1χ0, . . . , χ5χ0), where χ0 is modulo pt. Then

(a) Z(pβ) = Y (pβ) if β > α.
(b) Z(pt) = 0 if t ≥ θ + max{θ, β, α}, where θ = 1 + [2/p].
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(c)
∑t
v=β ϕ

−5(pv)Z(pv) =ϕ−5(pt)Y (pt) for β>α or
∑α
v=0 ϕ

−5(pα)Z(pv)

+
∑t
v=α+1 ϕ

−5(pv)Z(pv) = ϕ−5(pt)Y (pt) for β = 0 and t > α.

P r o o f. (a) Lemma 4.1(a) asserts that Gi(a, χ, pβ) = 0 for p - a and
β > α. By comparing (4.1) and (4.2), the sum over a is empty if p | a, hence
(a) is proved.

(b) This follows readily from (4.1) and Lemma 4.1(b).
(c) The sum for Z(pt) can be written as

∑pv

a=1−
∑pv

a=1, p|a. The first
sum is Y (pα). By setting a = pa′, we see that the second sum is equal to
p5Y (pv−1) when v ≥ max(β + 1, α+ 1, 2). Thus we have

ϕ−5(pv)Z(pv) = ϕ−5(pv)Y (pv)− ϕ−5(pv−1)Y (pv−1).

For β > α, summing both sides for v = β + 1, . . . , t and using (a), we get
the first equality. In order to consider the condition β = 0, t > α, we still
need to sum over those t ≤ α and prove that this yields ϕ−5(pα)Y (pα). For
t ≤ α, h(pt) = pt, h2(pt) = pt we have

Z(pt) =
∑

(a,pt)=1

e

(−Na
pt

) 5∏

i=1

( ∑

(ci,pt)=1
ci≡bi (mod pt)

e

(
ac2i
pt

))

=
∑

(a,pt)=1

e

(
a(
∑5
i=1 b

2
i −N)

pt

)
= ϕ(pt).

Since, by (1.2),
∑
b2i ≡ N (mod d), we have

(4.8)
α∑
v=0

ϕ−5(pα)Z(pv) = ϕ−5(pα)pα,

which is equal to ϕ−5(pα)Y (pα). Hence we get (c).

Taking χ1 = . . . = χ5 = χ0 and β = 0 in Lemma 4.4, we obtain

Corollary 4.5. Let A(q), N(q), α = α(p) be defined as in (4.6), (4.5),
and Lemma 4.4 respectively. Then

(a) A(pt) = 0 for p ≥ 3, t ≥ 1 +α, and A(2t) = 0 for t ≥ 2 + max{2, α}.
(b) ptϕ−5(pt)N(pt) = pαϕ−5(pα)N(pα) for p ≥ 3, t ≥ α.
(c) 2tϕ−5(2t)N(2t) = 2α

′
ϕ−5(2α

′
)N(2α

′
) for t ≥ α′, α′ = 1+max{2, α}.

In view of the above corollary, we now define

s(p) :=
∑

0≤t<θ+max{θ,α(p)}
A(pt)(4.9)

= ϕ−5(σ(pα(p))pα(p))N(σ(pα(p))pα(p))σ(pα(p))pα(p),

where σ(q) is defined in (1.2). We now simplify s(p).



230 Y. H. Wang

Lemma 4.6. (a) s(p) = ϕ−5(pα)pα if p 6= 2, α = α(p) ≥ 1.

(b) s(2) =
{

23 if α(2) = 1,
ϕ−5(2α(2))2α(2)+1 if α(2) ≥ 2,

hence we can also write s(2) = ϕ−5(2α)2ασ(d).
(c) s(p) = 1+A(p) if p 6= 2, p - d, s(2) = 1+A(2)+A(22)+A(23) if 2 - d.

P r o o f. (a) Use a similar argument to Lemma 4.4(c), (4.8).
(b) By a similar argument, we have A(2t) = ϕ−5(2α)ϕ(2t) for t ≤ α.
If α = 1, it remains to consider t = 2, 3. Since

∑
(a,pt)=1 =

∑pt

a=1−∑pt

a=1, p|a, we have

A(2t) = ϕ−5(2t)
∑

(a,2t)=1

e

(−Na
2t

) 5∏

i=1

( 2t∑
ci=1

ci≡bi (mod 2)

e

(
ac2i
2t

))

= ϕ−5(2t)
( 2t∑
a=1

2t∑
ci=1

ci≡bi (mod 2)

e

(
a(
∑5
i=1 c

2
i −N)

2t

)

−
2t−1∑

a′=1

2t∑
ci=1

ci≡bi (mod 2)

e

(
a′(
∑5
i=1 c

2
i −N)

2t−1

))

= ϕ−5(2t)(2tN(2t)− 2t−125N(2t−1))

= ϕ−5(2t)2tN(2t)− ϕ−5(2t−1)2t−1N(2t−1)

where N(2t) is the number of solutions of the following congruence equation:

1 ≤ ci ≤ 2t, (ci, 2) = 1,
{
c21 + . . .+ c25 ≡ N (mod 2t),
ci ≡ bi (mod 2).

By an easy calculation, we see that N(23) = 210, N(2) = 1. Then

s(2) = 1 +A(2) +A(22) +A(23)

= 1 + 1− ϕ−5(2)2N(2) + ϕ−5(23)23N(23) = 23.

If α > 1, it remains to consider t = α+ 1. We have

A(2α+1) = ϕ−5(2α+1)
∑

(a,2α+1)=1

e

(−Na
2α+1

) 5∏

i=1

( 2α+1∑
ci=1

ci≡bi (mod 2α)

e

(
ac2i

2α+1

))

= ϕ−5(2α+1)
( 2α+1∑

a=1

2α+1∑
ci=1

ci≡bi (mod 2α)

e

(
a(
∑5
i=1 c

2
i −N)

2α+1

)
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−
2α∑

a′=1

e

(−Na′
2α

) 5∏

i=1

( 2α+1∑
ci=1

ci≡bi (mod 2α)

e

(
a′c2i
2α

)))

= ϕ−5(2α+1)2α+1N(2α+1)− ϕ−5(2α)2α,

where N(2α+1) is the number of solutions of the following congruence equa-
tion:

1 ≤ ci ≤ 2α+1, (ci, 2) = 1,
{
c21 + . . .+ c25 ≡ N (mod 2α+1),
ci ≡ bi (mod 2α).

Obviously N(2α+1) = 25. Then

s(2) = ϕ−5(2α) +A(2) + . . .+A(2α) +A(2α+1)

= ϕ−5(2α+1)2α+1N(2α+1) = ϕ−5(2α)2α+1.

Part (c) follows immediately from (4.9) and Corollary 4.5.

Lemma 4.7. We have:

(a) A(p) < 30p−2 for all p - d.
(b)

∏
p s(p) converges absolutely and

∏
p s(p)� ϕ−5(d)dσ(d).

∞∑
q=1

(q,r)=1

ϕ−5(dq/h)Z(q; η0, . . . , η0) =
∏

p-r
s(p)(c)

=
σ(d/(d, r))d/(d, r)
ϕ−5(d/(d, r))

∏

p-r
p-d

s(p).

(d)
∑

q≥y
ϕ−5(dq/h)Z(q; η0, . . . , η0)� y−1d−3 log30(y + 1).

P r o o f. (a) Since p - d, we have h(p) = 1; let g be a quadratic nonresidue
modulo p. Then

A(p) = ϕ−5(p)
p−1∑
a=1

(
e

(−Na
p

) 5∏

i=1

( p−1∑
ci=1

e

(
ac2i
p

)))

=
1
2
ϕ−5(p)

p−1∑
a=1

(
e

(−Na2

p

) 5∏

i=1

Cp(a2) + e

(−Nga2

p

) 5∏

i=1

Cp(ga2)
)
,

where Cp(a) =
∑p−1
c=1 e(ac

2/p). It is well known [1] that

Cp(1) = λ− 1, λ =
{√

p if p ≡ 1 (mod 4),
i
√
p if p ≡ −1 (mod 4).

Furthermore Cp(1) + Cp(g) = 2
∑p−1
c=1 ep(c) = −2, hence Cp(g) = −λ − 1.
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Plainly

Cp(a) =
{
Cp(1) if a is a quadratic residue modulo p,
Cp(g) otherwise.

We get
A(p) = 1

2ϕ
−5(p)

×




(p− 1)((λ− 1)5 + (−λ− 1)5) if p |N,
(λ− 1)6 + (−λ− 1)6 if p -N and

(
N
p

)
= 1,

(−λ− 1)(λ− 1)5 + (λ− 1)(−λ− 1)5 if p -N and
(
N
p

)
= −1,

(
N
p

)
being the Legendre symbol. Hence |A(p)| < 30p−2 for p - d. The 30

comes from explicit computation, but it is unimportant for our application.
(b) By Lemmas 4.6 and 4.7(a), we have∏
p

s(p) =
∏

p|d
s(p)

∏

p-d
(1 +A(p))

� ϕ−5(2α(2))σ(d)2α(2)
∏

pα(p)‖d
p6=2

ϕ−5(pα(p))pα(p)
∏

p-d
(1− 30p−2)

� σ(d)ϕ−5(d)d.

The proof of the convergence is similar.
(c) Let q = q′q′′, (q′, q′′) = 1 and q′ | d∞, (q′′, d) = 1. By the multiplica-

tivity of Z(q), we have
∞∑
q=1

(q,r)=1

ϕ−5
(
dq

h

)
Z(q)

=
( ∞∑

q′=1
(q′,r)=1
q′|d∞

ϕ−5
(
dq′

h

)
Z(q′)

)( ∞∑

q′′=1
(q′′,r)=1
(q′′,d)=1

ϕ−5(q′′)Z(q′′)
)
.

Hence by Corollary 4.5, (4.9) and Lemma 4.6, we obtain the result.
(d) Let δ = (log(y + 1))−1. We have

∑

q≥y
ϕ−5(dq/h)Z(q) ≤

∑

q≥y
|A(q)| ≤ y−1+δ

∞∑
q=1

q1−δ|A(q)|

�y−1
∏

p|d

( θ+max{θ,α(p)}∑
t=0

pt(1−δ)|A(pt)|
)∏

p-d
(1+30p−1−δ)

�y−1 d

ϕ5(d)

∏

p|d
pα(p)

∏
p

(1−p−1−δ)−30� y−1 d2

ϕ5(d)
δ−30

since 1 + nx� (1− x)−n and ζ(1 + δ) ∼ δ−1.
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Lemma 4.8. For ri | dq/h, i = 1, . . . , 5, let

χi (mod ri) = ζi (mod (ri, d/h1(q))) ηi (mod (ri, q/h2(q)))

be all primitive characters, and r = [r1, . . . , r5].

(a)
∑

q≤Q
r|dq/h

∣∣∣ϕ−5(qd/h(q))Z(q; η1η0, . . . , η5η0)
5∏

i=1

ζiζ0(bi)
∣∣∣� r−3/2L.

(b) Let α(p) be defined as in Lemma 4.4. Furthermore let ri = r
(1)
i r

(2)
i ,

(r(1)
i , r

(2)
i ) = 1, be such that if pβ ‖ r(1)

i , then β > α(p), and if pβ ‖ r(2)
i , then

β ≤ α(p). Let d = d1d2, (d1, d2) = 1, be such that if pβ ‖ r and p | d1, then
β ≤ α(p), and if pβ ‖ r and p | d2, then β > α(p). Let r(1) = [r(1)

1 , . . . , r
(1)
5 ]

and χi (mod ri) = χ
(1)
i (mod r

(1)
i )χ(2)

i (mod r
(2)
i ). We have

E :=
∑

q≤Q
r|dq/h

ϕ−5
(
qd

h(q)

)
Z(q; η1η0, . . . , η5η0)

5∏

i=1

ζiζ0(bi)

=
5∏

i=1

χ
(2)
i (bi) (mod r2)

σ(d1)d1

ϕ5(d1)
· Y (σ(r(1))r(1))
ϕ5(σ(r(1))r(1))

∏

p-d
p-r

s(p) +O(Q−1L31).

P r o o f. Part (a) follows immediately from Lemma 4.3. We use the mul-
tiplicativity of Z(q) and Y (q) to prove (b).

Let d = d′d′′, q = q′q′′ be such that (d′′, r) = 1, (q′′, r) = 1 and d′ | r∞,
q′ | r∞, where the notation q | r∞ means that every prime factor of q di-
vides r. For brevity, set h′′ = h(q′′), h′ = h(q′), h′′i = hi(q′′), h′i = hi(q′).
By (3.7) and ri | dq/h, we have

ηi (mod (ri, q/h2)) = ηi (mod q′/h′2), ζi (mod (ri, d/h1)) = ζi (mod d′/h′1).

Then by multiplicativity of Z(q),

E =
∑

q′≤Q, r|q′d′/h′
q′|r∞, d′|r∞

ϕ−5
(
q′d′

h′

)
Z(q′; η1η0, . . . , η5η0)

5∏

i=1

ζiζ0(bi)(4.10)

×
∑

q′′≤Q/q′
(q′′,r)=1, (d′′,r)=1

ϕ−5
(
q′′d′′

h′′

)
Z(q′′; η0, . . . , η0)

=:E1E2,
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say. By Lemma 4.7(c), (d), we have

(4.11) E2 =
σ(d′′)d′′

ϕ−5(d′′)

∏

p-r
p-d′′

s(p) +O(q′Q−1(d′′)−3 log30Q).

Hence by Lemmas 4.3 and 4.8(a), and (4.10),

E = E1
σ(d′′)d′′

ϕ−5(d′′)

∏

p-r
p-d′′

s(p) +O

(
Q−1(d′′)−3 log31Q

∑

q′≤Q
r|d′q′/h′

1
(q′)1/2

)
(4.12)

= E1
σ(d′′)d′′

ϕ−5(d′′)

∏

p-r
p-d′′

s(p) +O(Q−1(d′′)−3τ(d) log31Q),

since we will see later from the following proof that the number of q′ is less
than τ(d), i.e. the divisor function.

Let q′ = m′m′′ with (m′′, d) = 1 and m′ | (d′)∞, and let ri = r′ir
′′
i with

(r′′i , d) = 1 and r′i | (d′)∞. Obviously m′ | (r, d)∞ and

ζi (mod (ri, d′/h′1)) = ζ ′i (mod (r′i, d
′/h′1)),

ηi (mod (ri, q′/h′2)) = η′i (mod (r′i,m
′/h2(m′))) η′′i (mod (r′′i ,m

′′/h2(m′′))).

By combining with the multiplicativity of Z(q),

E1 =
∑

m′′≤Q
r′′|m′′

ϕ−5(m′′)Z(m′′; η′′1 , . . . , η
′′
5 )(4.13)

×
∑

m′≤Q/m′′
r′|m′d′/h′

ϕ−5
(
m′d′

h′

)
Z(m′; η′1η0, . . . , η

′
5η0)

5∏

i=1

ζ ′iζ0(bi)

=:G1G2,

say. By the same argument as in Lemma 3.8, (3.14), of [6], from our Lem-
ma 4.4 we see that

G1 = ϕ−5(σ(r′′)r′′)Y (σ(r′′)r′′) if σ(r′′)r′′ ≤ Q.
In fact we can assume σ(r)r ≤ Q, otherwise if σ(r)r > Q, by Lemmas 4.3
and 4.8(a) we get

E1 � Q−3/2L,
ϕ−5(σ(r′′)r′′)Y (σ(r′′)r′′)G2 � (r′r′′)−3/2L2 � Q−3/2L2.
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Then combining with (4.13) we can write

(4.14) E1 = ϕ−5(σ(r′′)r′′)Y (σ(r′′)r′′)G2 +O(Q−3/2L2).

Furthermore we can assume σ(r′)r′ ≤ Q/m′′. Otherwise if σ(r′)r′ > Q/m′′,
then G2 � Q−3/2(m′′)3/2L by Lemma 4.8(a). By Lemma 4.3 then

E1 �
∑

m′′≤Q
r′′|m′′

Q−3/2L2 � Q−3/2L2

since by a similar proof to that of Lemma 3.8 in [6], m′′ = ur′′, u |σ(r′′).
Hence the sum over σ(r′)r′ > Q/m′′ will be absorbed in the error term.

Now we simplify G2 for σ(r′)r′ ≤ Q/m′′. It is seen that m′ | (d′)∞,
m′ | (r′)∞ is in fact m′ | (r, d)∞ | (r′)∞, (d′)∞. Hence we can write

d′ = pα1
1 . . . pαtt , r′ = pβ1

1 . . . pβtt , m′ = ps11 . . . pstt

where pαii ‖ d, pβii ‖ r and αi, βi > 0. The condition pβii | p
si
i p

αi
i

h(psii )
indicates that

si ≥ βi if βi > αi, and si ≥ 0 if βi ≤ αi. Hence

ζ ′i (mod (r′i, d
′/h1(m′))) =

∏

βj≤αj
sj≤αj

ζij (mod p
βj
j ),

η′i (mod (r′i,m
′/h2(m′))) =

∏

βj≤αj
sj>αj

ηij (mod p
βj
j )

∏

βj>αj

ηij (mod p
βj
j ).

Let
∏u
j=1 χij (mod p

βj
j ) = ζ ′iη

′
i (mod r′i). Then we have

(4.15) χij =




ζij if βj ≤ αj , sj ≤ αj ,
ηij if βj ≤ αj , sj > αj ,

ηij if βj > αj .

Then by Lemmas 4.4 and 4.2, and (4.13),

(4.16) G2 = W2

∏

pj 6=2
βj>αj

ϕ−5(pβjj )Y (pβjj ;χ1jη0, . . . , χ5jη0)
∏

pj 6=2
βj≤αj

Wpj ,

where

Wpj = ϕ−5(pαjj )
( αj∑
t=0

Z(ptj ; η0, . . . , η0)
5∏

i=1

χijζ0(bi)
)
,

and by Lemma 4.4(b), (c),
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W2 =





1 if 2 - (r, d),
ϕ−5(2β2+1)Y (2β2+1) if 2 | (r, d), β2 > α2 > 0,

ϕ−5(2)
( 1∑
t=0

Z(2t; η0, . . . , η0)
5∏

i=1

χi2ζ0(bi)
)

+
3∑
t=2

ϕ−5(2t)Z(2t;χ12η0, . . . , χ52η0)

if 2 | (r, d), β2 ≤ α2 = 1,

ϕ−5(2α)
( α∑
t=0

Z(2t; η0, . . . , η0)
5∏

i=1

χi2ζ0(bi)
)

+ ϕ−5(2α+1)Z(2α+1;χ12η0, . . . , χ52η0)
if 2 | (r, d), β2 ≤ α2, α2 > 1.

We shall estimate W2 for 2 | (r, d), β2 ≤ α2 and Wpj for βj ≤ αj . By a
similar argument to that in Lemma 4.4, (4.8), for t ≤ α(p) and (bi, d) = 1,

5∏

i=1

ζijζ0(bi)Z(ptj) =
5∏

i=1

χij(bi)ϕ(pt).

Then

Wpj =
5∏

i=1

χij(bi)ϕ−5(pα(p))pα(p).

And for 2 | (r, d),

Z(2α2+1) =
∑

(a,2α2+1)=1

e

(
− Na

2α2+1

) 5∏

i=1

( 2α2+1∑
ci=1

ci≡bi (mod 2α2 )

e

(
ac2i

2α+1

)
χi2η0(ci)

)

= Y (2α2+1)− 2α225
5∏

i=1

χi2(bi)

= (2α2+1N(2α2+1)− 2α2+5)
5∏

i=1

χi2(bi).

Hence, for α2 > 1, we see from the proof of Lemma 4.6(b) that N(2α2+1) =
25, and we have

W2 =
5∏

i=1

χi2(bi)ϕ−5(2α2)2α2+1.

If α2 = 1, then β2 = 1, since 0 < β2 ≤ α2, and

W2 = ϕ−5(2)
( 1∑
t=0

Z(2t; η0, . . . , η0)
5∏

i=1

χi2(bi)
)
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+
3∑
t=2

ϕ−5(2t)Z(2t;χ12η0, . . . , χ52η0)

=
5∏

i=1

χi2(bi)(1 +A(2) +A(22) +A(23))

= 23
5∏

i=1

χi2(bi).

The last equality comes from the proof of Lemma 4.6(b). Hence for 2 - (r, d)
we obtain

(4.17) W2 =





5∏

i=1

χi2(bi)
σ(2α2)2α2

ϕ5(2α2)
if α2 ≥ β2,

ϕ−5(2β2+1)Y (2β2+1) if α2 < β2.

Then by (4.12)–(4.14) and (4.16), we have

E =
5∏

i=1

χ
(2)
i (bi) (mod r2)

σ(d1)d1

ϕ5(d1)
· Y (σ(r(1))r(1))
ϕ5(σ(r(1))r(1))

∏

p-d
p-r

s(p)(4.18)

+O(Q−1L31) +O

(
d′′

ϕ5(d′′)

∏
s(p)Q−3/2L2

)

=
5∏

i=1

χ
(2)
i (bi) (mod r2)

σ(d1)d1

ϕ5(d1)
· Y (σ(r(1))r(1))
ϕ5(σ(r(1))r(1))

∏

p-d
p-r

s(p)

+O(Q−1L31).

The error term can be obtained from Lemmas 4.4 and 4.8(a).

The following lemma is actually Lemma 3.9 of [6].

Lemma 4.9. For any complex numbers %i with 0 < Re %i ≤ 1, i = 1, . . . , 5,
we have

(4.19)
∞\
−∞

e(−Nλ)
5∏

i=1

(N2\
L2

x%i−1e(λx2) dx
)
dλ

= N3/22−5
\
D

5∏

i=1

(Nxi)(%i−1)/2x
−1/2
i dx1 . . . dx4,

where

(4.20) x5 := 1−
4∑

i=1

xi
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and

(4.21) D := {(x1, . . . , x4) : L/N ≤ x1, . . . , x4, x5 ≤ 1}.
Furthermore, we have

(4.22)
\
D

( 5∏

i=1

x
−1/2
i

)
dx1 . . . dx4 � 1.

5. Major arcs and the completion of the proof of Theorem. We
can now complete the proofs of our main results by showing that R1(N)
dominates the error term in (2.5). From (3.12), we see that the product∏5
i=1Hi(a, q, λ) is a sum of 35 terms which can be classified into three

categories:

(C1): the term
∏5
i=1Gi(q)I(λ), in which ζi, ηi are all principal charac-

ters.
(C2): the 211 terms each of which has at least one Fi(a, q, λ) as factor.
(C3): the 31 remaining terms.

For convenience, we write, for i = 1, 2, 3,

Mi :=
∑

q≤Q
ϕ−5(dq/h)

∑

(a,q)=1

eq(−Na)(5.1)

×
∞\
−∞

e(−Nλ){sum of the terms in (Ci)} dλ.

In view of (3.14), we have

(5.2) R1(N) = M1 +M2 +M3 +O(N3/2Q−1).

For distinct integers m1,m2, . . . taken from the set {1, . . . , 5}, let

(5.3) P(m1,m2, . . .)

:= N3/22−5
\
D

( 5∏

i=1

x
−1/2
i

)
(Nxm1Nxm2 . . .)

(β̃−1)/2dx1 . . . dx4

and

(5.4) ∆(m1,m2, . . .) := χ̃(nm1)χ̃(nm2) . . . ,

where the region D is defined in (4.21), and χ̃ and β̃ are the exceptional
character and exceptional zero respectively. Let

(5.5) P0 := N3/22−5
\
D

( 5∏

i=1

x
−1/2
i

)
dx1 . . . dx4.

Clearly, from (4.21) we have

(5.6) |P(m1,m2, . . .)| ≤ P0 � N3/2.
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Lemma 5.1. We have

M1 =
σ(d)d
ϕ−5(d)

∏

p-d
s(p)P0 +O(N3/2d−3Q−1L31).

P r o o f. From (5.1), we see that

M1 =
∑

q≤Q
ϕ−5(dq/h)

∑

(a,q)=1

eq(−Na)
5∏

i=1

Gi(q)
∞\
−∞

e(−Nλ)
5∏

i=1

I(λ) dλ.

By (5.5) the above integral is equal to P0. In view of (4.1), the above double
sum is

∑
q≤Q ϕ

−5(dq/h)Z(q). By Lemma 4.7(c), (d), this can be written as

σ(d)d
ϕ5(d)

∏

p-d
s(p) +O

(∑

q>Q

|A(q)|
)

=
∏

p-d
s(p) +O(Q−1d−3L31).

Our lemma then follows from this and (5.6).

Lemma 5.2. If the exceptional zero β̃ exists, and r̃1, d1 are defined as in
Lemma 4.8(b), by taking r(1) = r̃1, then

M3 =
σ(d1)d1

ϕ−5(d1)
· σ(r̃1)r̃1

ϕ5(σ(r̃1)r̃1)

∏

p-d
p-r̃1

s(p)
∑

(σ(r̃1)r̃1)

{
−

5∑

i=1

∆(i)P(i)(a)

+
∑

1≤i<j≤5

∆(i, j)P(i, j)− . . .−∆(1, 2, 3, 4, 5)P(1, 2, 3, 4, 5)
}

+O(N3/2Q−1L31),

M3 � N3/2r̃−3/2L31.(b)

P r o o f. In view of (3.12), the 31 terms in (C3) can be grouped into 5
types according to the number of the factors ζ̃(bi)Gi(a, η̃, q)Ĩ(λ) in these
terms. A typical term with k such factors is of the form

(−1)kδq
( k∏

i=1

ζ̃(bi)Gi(a, η̃, q)Ĩ(λ)
)( 5∏

i=k+1

Gi(a, η0, q)
)
.

If M3k is the contribution to M3 from such a term, then according to (5.1),

M3k = (−1)k
( ∑

q≤Q
r̃|q

ϕ−5
(
dq

h

) ∑

(a,q)=1

eq(−Na)
k∏

i=1

ζ̃(bi)Gi(a, η̃, q)

×
5∏

i=k+1

Gi(a, η0, q)
)( ∞\
−∞

e(−Nλ)Ĩk(λ)I5−k(λ) dλ
)

=: (−1)kWU, say.
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The integral U , by (4.19), is equal to P(1, . . . , k). In view of (4.1), W is
the singular series

W =
∑

q≤Q
r̃|q

ϕ−5(dq/h)Z(q; η̃η0, . . . , η̃η0, η0, . . . , η0)ζ̃ζ0 · . . . · ζ̃ζ0 · ζ0 · . . . · ζ0.

By Lemma 4.8(b) and Y (σr̃1) = σr̃1
∑

(σr̃1) . . . , we have

M3k = (−1)k
σ(d1)d1

ϕ−5(d1)
· σ(r̃1)r̃1

ϕ5(σ(r̃1)r̃1)

∏

p-d
p-r̃

∑

(σ(r̃1)r̃1)

∆(1, . . . , k)P(1, . . . , k)

+O(N3/2Q−1L31).

Hence we obtain (a) by combining all these contributions.
The bound in (b) can be deduced directly from Lemma 4.3.
Define

(5.7) Ω =
{

(1− β̃) log T if β̃ exists,
1 otherwise.

In view of Corollary 4.5, Lemma 4.6 and (4.9), we have
∏

p-d
p|r

s(p) = σ(r′′)r′′ϕ−5(σ(r′′)r′′)N(σ(r′′)r′′),(5.8)

σ(r′1)r′1
ϕ5(σ(r′1)r′1)

N(σ(r′1)r′1) =
σ(d2)d2

ϕ5(σ(d2)d2)
N(σ(d2)d2) =

σ(d2)d2

ϕ5(d2)
,(5.9)

where r′′r′ = r, (r′, r′′) = 1, (r′′, d) = 1, r′ | d∞; r′1, d2 | (r, d) have the same
prime factors and the exponent of each prime factor of d2 is less than in r′1.
Hence we can write M1 in the form

M1 =
σ(d1)d1

ϕ−5(d1)
· σ(r̃1)r̃1

ϕ5(σ(r̃1)r̃1)

∏

p-d
p-r̃

s(p)
∑

(σ(r̃1)r̃1)

P0 +O(N−3/2d−3Q−1L31).

Comparing it with the form of M3 in Lemma 5.2(a), we have

M1 +M3 =
σ(d1)d1

ϕ−5(d1)
· σ(r̃1)r̃1

ϕ5(σ(r̃1)r̃1)
(5.10)

×
∏

p-d
p-r̃

s(p)N3/22−5
∑

(σ(r̃1)r̃1)

\
D

( 5∑

i=1

x
−1/2
i

)
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×
5∏

i=1

(1− χ̃(ci)(Nxi)(β̃−1)/2)dx1 . . . dx4

+O(N3/2Q−1L31).

It remains to bound the integral, as

5∏

i=1

(1− χ̃(ci)(Nxi)(β̃−1)/2) ≥
5∏

i=1

(1− Lβ̃−1)

since xi ≥ L/N in the region D. Hence, we have

1− Lβ̃−1 ≥ 1− exp
(− 1

2 (1− β) logN
) ≥ min

{
1
2 ,

1
4 (1− β̃) logN

} ≥ Ω.
Then the main term in (5.10) is

≥ Ω5 σ(d1)d1

ϕ−5(d1)
· σ(r̃1)r̃1

ϕ5(σ(r̃1)r̃1)

∏

p-d
p-r̃

s(p)
∑

(σ(r̃1)r̃1)

P0.

Hence, by (5.8) and (5.9), we have

Lemma 5.3.

M1 +M3 ≥ Ω5 σ(d)d
ϕ−5(d)

∏

p-d
s(p)P0 +O(N3/2Q−1L31).

We need to estimate M2. By the Deuring–Heilbronn phenomenon, we
have

Lemma 5.4.

M2 � Ω5 exp(−c/
√
δ)
σ(d)d
ϕ−5(d)

∏

p-d
s(p)P0 +O(N3/2Q−1L31).

P r o o f. In view of (3.12), each term in (C2) must have the form like∑
ζη ζ(bi)Gi(a, η, q)I2(ζη, λ) at least once. Indeed, to be specific, we only

need to treat a typical term

δq

( 3∏

i=1

∑

ζη

ζ(bi)Gi(a, η, q)I2(ζη, λ)
)
G4(a, η0, q)I(λ)β̃(b5)G5(a, η̃, q)Ĩ(λ)

to illustrate the method. Denote the contribution of this term to M2 by X.
By (5.1),
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X =
∑

q≤Q
r̃|dq/h

δqϕ
−5(dq/h)

∑

(a,q)=1

eq(−Na)G4(a, η0, q)ζ̃(b5)G5(a, η̃, q)

×
( 3∏

i=1

∑

ζη

ζ(bi)Gi(a, η, q)
) ∑′

|γ|≤T

∞\
−∞

e(−Nλ)
( 3∏

i=1

N2\
L2

x%i−1e(λx2) dx
)

×
(N2\
L2

e(λx2) dx
)(N2\

L2

xβ̃−1e(λx2) dx
)
dλ.

By (4.19) the integral
T∞
−∞ . . . dλ is

N3/22−5
\
D

( 5∏

i=1

x
−1/2
i

)( 3∏

i=1

(Nxi)(%i−1)/2
)

(Nx5)(β̃−1)/2 dx1 . . . dx4.

It is well known [1] that each character is induced uniquely by a primitive
character, and conversely, for each primitive character χ∗ (mod r) and each
q divisible by r, there is a unique character χ (mod q) which is induced
by χ∗. Furthermore, the L-functions L(s, χ∗) and L(s, χ) have the same set
of nontrivial zeros with positive real parts. Accordingly, we can rearrange
the summation for X as follows:

X = N3/22−5
\
D

( 5∏

i=1

x
−1/2
i

)
(5.11)

× (Nx5)(β̃−1)/2
( 3∏

i=1

∑

ri≤dQ

∑∗

χi=ζiηi (mod ri)

∑′

|γ|≤T
(Nxi)(%i−1)/2

)

×
∑

q≤Q
r|dq/h

ϕ−5(dq/h)
∑

(a,q)=1

G4(a, η0, q)ζ̃ζ0(b5)G5(a, η̃η0, q)

×
( 3∏

i=1

ζ(bi)Gi(a, η, q)
)
dx1 . . . dx4,

where
∑∗ denotes the summation over all the primitive characters modulo

ri and r = [r1, r2, r3, r̃]. In view of Lemma 4.8, the inner sum
∑
q≤Q, r|dq/h

is equal to

(5.12)
3∏

i=1

χ
(2)
i (bi)χ̃(2)(b5)

σ(d1)d1

ϕ−5(d1)
· Y (σ(r(1))r(1))
ϕ5(σ(r(1))r(1))

∏

p-d, r
s(p)

+O(N3/2Q−1L31),

where d1 and r(1) are defined as in Lemma 4.8(b). Since

Y (σ(r̃1)r̃1) ≤ σ(r̃1)r̃1N(σ(r̃1)r̃1),
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combining with (5.8), (5.9), we obtain
∣∣∣
∑

q≤Q
r|dq/h

∣∣∣ ≤ σ(d)d
ϕ−5(d)

∏

p-d
s(p) +O(N3/2Q−1L31).

By the idea of [2], Lemma 6.2 of [6] proved the following form of large sieve:
for some suitable c and for any real y ≥ N2,

∑

q≤T

∑∗

χ (mod q)

∑′

|γ|≤T
yβ−1 � Ω5 exp(−c/

√
δ).

Applying these to the multiple sums in (5.11), and combining with (4.21),
we prove the lemma.

We can now combine all our estimates to obtain a lower bound for R1(N).
There are two cases to be considered.

(1) r̃ > Q1/13 or β̃ does not exist. By Lemmas 5.1, 5.2(b), and 5.4 with
a sufficiently small δ, we have

R1(N) ≥ 1
2
· σ(d)d
ϕ−5(d)

∏

p-d
s(p)P0 +O(N3/2Q−3/26L31).

Then by Lemma 4.7(a), this gives I1(N) � N3/2Q−1/5; notice that d =
Q1/21.

(2) r̃ ≤ Q1/13. From Lemmas 5.3 and 5.4, we can deduce that for suffi-
ciently small δ,

R1(N) ≥ 1
2
Ω5 σ(d)d

ϕ−5(d)

∏

p-d
s(p)P0 +O(N3/2Q−1L31).

Since
Ω � (r̃1/2 log2 r̃)−1 � Q−1/26 log−2Q,

we get
R1(N)� N3/2Q−2/5.

Finally, comparing this with Lemma 2.3, both of these two cases give that
R1(N) > |R2(N)| for large N . Hence our Theorem is proved.
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