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Summary. We consider a fully parabolic system of chemorepulsion in higher dimensions. We introduce a new energy-like identity and comment on its relation to the Li-YauHamilton inequalities. Next, we show that for the chemorepellent moving much more slowly than the cells, the time global well-posedness holds.

1. Introduction. Let $\Omega$ be a bounded subdomain of $\mathbb{R}^{n}$ with a regular boundary, and let $u$ and $v$ be real valued functions. We consider the following fully parabolic chemorepulsion system:

$$
\begin{cases}\partial_{t} u=\nabla \cdot(\nabla u+u \nabla v) & \text { in }(0, \infty) \times \Omega  \tag{1.1}\\ \partial_{t} v=\Delta v-v+u & \text { in }(0, \infty) \times \Omega \\ u(0, x)=u_{0}(x) \geq 0, \quad v(0, x)=v_{0}(x) \geq 0, & \text { for } x \in \Omega\end{cases}
$$

We impose the boundary conditions

$$
\frac{\partial u}{\partial \vec{n}}=\frac{\partial v}{\partial \vec{n}}=0 \quad \text { on }(0, \infty) \times \partial \Omega
$$

Such a system can be considered as a version of repulsive action of a substance $v$ on cells $u$, describing an opposite phenomenon to the well-known aggregation mechanism described by the Keller-Segel system. The only difference from the Keller-Segel model is the sign in the first equation of (1.1).

Due to the difference in sign, one expects a completely different behaviour of solutions. Namely, instead of collapsing, the density of cells $u$ is

[^0]expected to stay bounded and tend to flat steady states. Indeed, this is the case in space dimension 2 (see (4). Moreover, in higher dimensions global weak solutions are known, but it is not proven (though expected) that they are unique and bounded. The main device used in the proofs in [4] is the Lyapunov functional satisfying
\[

$$
\begin{align*}
& \frac{d}{d t}\left(\int_{\Omega} u \log u d x+\frac{1}{2} \int_{\Omega}|\nabla v|^{2} d x\right)  \tag{1.2}\\
&=-\int_{\Omega}|\nabla \sqrt{u}|^{2} d x-\int_{\Omega}|\Delta v|^{2} d x-\int_{\Omega}|\nabla v|^{2} d x
\end{align*}
$$
\]

It gives enough information to prove two-dimensional boundedness (and convergence to steady states), but it is not useful in the problem of wellposedness of regular solutions in higher dimensions. Weak time global solutions can also be constructed in higher dimensions (see 4] or (3), but regularity (even the bound in $L^{\infty}$ ) of such solutions is not known, though it is expected.

Since [4] there have been a lot of studies on the topic, on the one hand since such a system appears as part of a model describing the competition between attraction and repulsion in cells biology (see [14), on the other hand since the problem is quite natural and simple energy estimates do not lead to the expected result. Many authors considered the attraction vs. repulsion problem (see for instance [14, [7] or [11), but usually in their studies they used either the functional (1.2) or some more complicated functionals related to the more complicated structure of the full attraction-repulsion system (see [11] or [7]). However, no essential progress on (1.1) has been made. The latter would clearly advance the study of attraction-repulsion competition. Actually, some nonlinear versions of (1.1) have also been studied (see [5, (13), with well-posedness results weaker (for stronger diffusion or weaker sensitivity) than those in [4]. The methods were based on extensions of $\left(\begin{array}{|c|c|}1.2\end{array}\right.$ to the nonlinear diffusion/sensitivity setting. The problem of global well-posedness of regular solutions of (1.1) remains challenging in dimensions $n \geq 3$.

In the present note we introduce a new energy-like identity obtained recently. However, we have been unable to utilize it to get global well-posedness of classical solutions to (1.1). All the same it seems interesting, exhibiting some connections to the Li-Yau inequality. On the other hand, in the second part of the paper we prove the global existence of solutions for (1.1) with the speed of the cells being small compared to the speed of the repellent. To this end we imitate the method of [6]. Local existence results in [4] ensure that the unique positive (for $t \in\left(0, T_{\max }\right)$ ) mass conserving regular solutions to (1.1) exist, and moreover they are global provided

$$
\begin{equation*}
\sup _{t \in\left(0, T_{\max }\right)}\|u(t, \cdot)\|_{L^{\infty}(\Omega)}<\infty \tag{1.3}
\end{equation*}
$$

2. A new energy-like functional. In this section we introduce a new energy-type identity and then comment on its possible application to the study of global existence for (1.1), provided some sort of Li-Yau type inequality holds for the system of parabolic equations (1.1). So far, $\mathrm{Li}-\mathrm{Yau}$ type inequalities seem to be known only for single equations. Moreover, the maximum principle seems to be essential to the proof.

If we consider the first equation of (1.1) as a continuity equation of density $u$ with a velocity field given by $V$ (see (2.1)), then by the hydrodynamic analogy, one would like to trace the time evolution of $\int_{\Omega} u V^{2}$, playing the role of kinetic energy. We see that the following identity holds.

Theorem 2.1. Let $(u, v)$ be a solution of (1.1). Define

$$
\begin{equation*}
V:=\frac{\nabla u}{u}+\nabla v . \tag{2.1}
\end{equation*}
$$

Then

$$
\begin{align*}
\frac{d}{d t}\left(\int_{\Omega} u|V|^{2} d x+\int_{\Omega} v_{t}^{2} d x\right)+2 \int_{\Omega}\left|\nabla v_{t}\right|^{2} d x+2 \int_{\Omega}\left|v_{t}\right|^{2} d x+2 \int_{\Omega} \frac{u_{t}^{2}}{u} d x  \tag{2.2}\\
=-2 \int_{\Omega} u\left(V^{T}\right) D^{2}(\log u+v)(V)
\end{align*}
$$

where $x^{T}$ denotes the transpose of the vector $x$ and $D^{2}(f)$ denotes the matrix of second derivatives of the function $f$.

Proof. We start by computing the time derivative

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} u|V|^{2} d x=\int_{\Omega} u_{t}|V|^{2} d x+2 \int_{\Omega} u V V_{t} d x \tag{2.3}
\end{equation*}
$$

Next we notice that

$$
\begin{align*}
2 \int_{\Omega} u V & \cdot V_{t} d x=2 \int_{\Omega} u\left(\frac{\nabla u}{u}+\nabla v\right) \cdot \nabla(\log u+v)_{t} d x  \tag{2.4}\\
= & -2 \int_{\Omega} \nabla u \cdot\left(\frac{\nabla u}{u}+\nabla v\right)(\log u+v)_{t} d x \\
& -2 \int_{\Omega} u \nabla \cdot\left(\frac{\nabla u}{u}+\nabla v\right)(\log u+v)_{t} d x \\
= & -2 \int_{\Omega}\left(\nabla u \cdot\left(\frac{\nabla u}{u}+\nabla v\right) d x+u \nabla \cdot\left(\frac{\nabla u}{u}+\nabla v\right)\right) \frac{u_{t}}{u} d x \\
& -2 \int_{\Omega}\left(\nabla u \cdot\left(\frac{\nabla u}{u}+\nabla v\right)+u \nabla \cdot\left(\frac{\nabla u}{u}+\nabla v\right)\right) v_{t} d x \\
= & -2 \int_{\Omega} \frac{u_{t}^{2}}{u} d x-2 \int_{\Omega} u_{t} v_{t} d x
\end{align*}
$$

Differentiating the second equation of (1.1) with respect to time and next multiplying it by $v_{t}$ we arrive at

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} v_{t}^{2} d x=2 \int_{\Omega} v_{t t} v_{t} d x=-2 \int_{\Omega}\left|\nabla v_{t}\right|^{2} d x-2 \int_{\Omega} v_{t}^{2} d x+2 \int_{\Omega} u_{t} v_{t} d x \tag{2.5}
\end{equation*}
$$

Plugging (2.4) and (2.5) into (2.3) we arrive at

$$
\begin{align*}
& \frac{d}{d t} \int_{\Omega} u|V|^{2} d x  \tag{2.6}\\
= & \int_{\Omega} u_{t}|V|^{2} d x-\frac{d}{d t} \int_{\Omega} v_{t}^{2} d x-2 \int_{\Omega} \frac{u_{t}^{2}}{u} d x-2 \int_{\Omega}\left|\nabla v_{t}\right|^{2} d x-2 \int_{\Omega} v_{t}^{2} d x
\end{align*}
$$

so (2.2) follows from the identity

$$
\begin{aligned}
\int_{\Omega} u_{t}|V|^{2} d x & =\int_{\Omega} \nabla \cdot(u \nabla(\log u+v))|\nabla(\log u+v)|^{2} d x \\
& =-2 \int_{\Omega} u(\nabla(\log u+v))^{T} D^{2}(\log u+v) \nabla(\log u+v) d x
\end{aligned}
$$

REmARK 2.2. Note that in the course of the proof, we have obtained the following interesting identity (see 2.6):

$$
\begin{aligned}
\frac{d}{d t} \int_{\Omega} u|V|^{2} d x+\frac{d}{d t} \int_{\Omega} v_{t}^{2} d x+2 \int_{\Omega} \frac{u_{t}^{2}}{u} d x+2 \int_{\Omega}\left|\nabla v_{t}\right|^{2} d x & +2 \int_{\Omega} v_{t}^{2} d x \\
& =\int_{\Omega} u_{t}|V|^{2} d x
\end{aligned}
$$

Remark 2.3. We point out that a bound from below on the second space derivatives of $\log u+v$, such as the one for the heat equation (see [8]), would enable us to use (2.2) to deduce a bound on $\int_{\Omega} v_{t}^{2} d x$. Indeed, if

$$
(\nabla(\log u+v))^{T} D^{2}(\log u+v) \nabla(\log u+v) \geq-c_{0}|\nabla(\log u+v)|^{2}
$$

for some nonnegative constant $c_{0}$, the pair $(u, v)$ being a solution to (1.1) (notice that one can start from $C^{2}$ initial data so that initially (for $\left(u_{0}, v_{0}\right)$ ) such an estimate holds for some $\left.c_{0}\right)$, then integration of $(2.2)$ and a Gronwall type argument lead to an estimate of $\int_{\Omega} v_{t}^{2} d x$.

As already mentioned, however, $\mathrm{Li}-\mathrm{Yau}-\mathrm{Hamilton}$ type inequalities are only known to hold for single equations; see [8] for the heat equation or [2, 1] for the equation

$$
u_{t}=\Delta u+\nabla u \cdot \nabla h
$$

where $h$ is a given convex potential. The question is whether such an estimate can also hold for the system (1.1).
3. Well-posedness for large speed of cells. In this section we focus on the global existence of regular solutions of

$$
\begin{cases}\tau \partial_{t} u=\nabla \cdot(\nabla u+u \nabla v) & \text { in }(0, \infty) \times \Omega,  \tag{3.1}\\ \partial_{t} v=\Delta v-v+u & \text { in }(0, \infty) \times \Omega,\end{cases}
$$

for $\tau$ small enough, under zero Neumann data and for nonnegative initial data $u_{0}, v_{0}$. In dimensions higher than 2 nothing is known concerning the global well-posedness of solutions to the fully parabolic problem. However, an easy energy estimate leads in a standard way to the global existence result for the parabolic-elliptic problem (where instead of $v_{t}$ in the second equation of (3.1) one puts zero). For the rigorous proof one should consult [12], where a slightly more general problem is studied. In what follows we focus on an opposite problem and study the neighbourhood of the ellipticparabolic problem, meaning (3.1) with $\tau$ small (or even zero). We follow the argument in [6].

Proposition 3.1. Let $n \geq 2$ and let $\Omega$ be a bounded domain in $\mathbb{R}^{n}$. Suppose $\tau=0, \int_{\Omega} u(x, t) d x=\lambda$ with $\lambda>0$ and the initial data $u_{0} \in$ $W^{1, \infty}(\Omega)$ is nonnegative. Then the solution of (3.1) exists globally in time and remains bounded.

Proof. Taking $\tau=0$, we have

$$
0=\nabla \cdot(u \nabla(\log u+v))
$$

thus $\log u+v=$ const, and hence by the constraint on $u$,

$$
u=\lambda \frac{\exp (-v)}{\int_{\Omega} \exp (-v) d x} .
$$

Therefore the system (3.1) is changed to the single heat equation with nonlinear nonlocal term:

$$
v_{t}=\Delta v-v+\lambda \frac{\exp (-v)}{\int_{\Omega} \exp (-v) d x} .
$$

Since the nonlocal term on the right-hand side can be estimated as in (3.3) below and due to fact that $e^{-v} \leq 1$, the parabolic regularity estimate gives the claim.

The above proposition can be extended to the system (3.1) with small positive $\tau$.

Theorem 3.2. Let $n \geq 2$ and let $\Omega$ be a bounded convex domain in $\mathbb{R}^{n}$. Suppose that the initial data $\left(u_{0}, v_{0}\right) \in C^{0}(\bar{\Omega}) \times W_{N}^{2, q}(\Omega)$ are nonnegative with some $q>n$. Then the solution of (3.1) exists globally in time and remains bounded if $\tau$ is sufficiently small.

The proof of Theorem 3.2 splits into several steps. Proceeding as in 6, Lemma 3.2], we obtain a lower estimate of the maximal existence time of the solution to (3.1), independent of $\tau>0$.

Lemma 3.3. Let $\left(u_{\tau}, v_{\tau}\right)$ be the solution to (3.1) with $\tau \in(0,1]$ in $\left(0, T_{\max }(\tau)\right) \times \Omega$. There are positive constants $T_{\min }>0$ and $L>0$ such that

$$
\begin{aligned}
T_{\max }(\tau)>T_{\min } & \text { for } \tau \in(0,1], \\
\left\|\left(u_{\tau}, v_{\tau}\right)\right\|_{L^{\infty}\left(\left(0, T_{\min }\right) \times \bar{\Omega}\right)} \leq L & \text { for } \tau \in(0,1], \\
\left\|\left(u_{\tau}, v_{\tau}\right)\right\|_{C^{2,1}\left(\left(0, T_{\min }\right) \times \bar{\Omega}\right)}<\infty & \text { for } \tau \in(0,1] .
\end{aligned}
$$

Here $T_{\max }(\tau)$ is the maximal existence time of the solutions to (3.1), and $T_{\min }>0$ and $L>0$ are independent of $\tau$.

For $\tau \in(0,1]$, let $\left(u_{\tau}, v_{\tau}\right)$ be a solution to (3.1) in $\left(0, T_{\max }(\tau)\right) \times \Omega$, where $T_{\max }(\tau)$ is the maximal existence time of the classical solution. Put

$$
z_{\tau}=\frac{\exp \left(-v_{\tau}\right)}{\int_{\Omega} \exp \left(-v_{\tau}\right) d x} \quad \text { and } \quad w_{\tau}=\frac{u_{\tau}}{z_{\tau}} .
$$

Then $v_{\tau}$ and $w_{\tau}$ satisfy

$$
\begin{equation*}
\frac{\partial v_{\tau}}{\partial t}=\Delta v_{\tau}-v_{\tau}+w_{\tau} \frac{\exp \left(-v_{\tau}\right)}{\int_{\Omega} \exp \left(-v_{\tau}\right) d x} . \tag{3.2}
\end{equation*}
$$

Here we can estimate

$$
\frac{\|\exp (-v(s))\|_{L^{\infty}(\Omega)}}{\int_{\Omega} \exp (-v(s)) d x} \leq \frac{1}{\int_{\Omega} \exp (-v(s)) d x} .
$$

Jensen's inequality implies that for $s>0$,

$$
\begin{align*}
\int_{\Omega} \exp (-v(s, x)) d x & =|\Omega| \int_{\Omega} \exp (-v(s, x)) \frac{d x}{|\Omega|}  \tag{3.3}\\
& \geq|\Omega| \exp \left(-\int_{\Omega} v(s, x) \frac{d x}{|\Omega|}\right) \\
& \geq|\Omega| \exp \left(-\frac{1}{|\Omega|} \max _{s>0} \int_{\Omega} v(s, x) d x\right) .
\end{align*}
$$

Integrating the second equation of (3.1), we arrive at

$$
\max _{s>0} \int_{\Omega} v(s, x) d x \leq \max \left\{\int_{\Omega} u_{0} d x, \int_{\Omega} v_{0} d x\right\} .
$$

Therefore

$$
\begin{equation*}
\left\|\frac{\exp (-v(s))}{\int_{\Omega} \exp (-v(s)) d x}\right\|_{L^{\infty}(\Omega)} \leq C\left(u_{0}, v_{0}\right) . \tag{3.4}
\end{equation*}
$$

Proposition 3.4. There exists $H_{1}>0$ such that for all $\tau \in(0,1]$,

$$
\left\|w_{\tau}(t)\right\|_{L^{\infty}(\Omega)}<H_{1} \quad \text { for } t \in\left[0, T_{\min }\right]
$$

where $T_{\min }$ is the constant in Lemma 3.3.
Proof. By the definition we estimate

$$
\left\|w_{\tau}\right\|_{L^{\infty}(\Omega)}=\left\|\frac{u_{\tau}}{z_{\tau}}\right\|_{L^{\infty}(\Omega)} \leq\left\|u_{\tau}\right\|_{L^{\infty}(\Omega)}\left\|\frac{\int_{\Omega} \exp \left(-v_{\tau}\right) d x}{\exp \left(-v_{\tau}\right)}\right\|_{L^{\infty}(\Omega)}
$$

Lemma 3.3 yields

$$
\left\|w_{\tau}\right\|_{L^{\infty}(\Omega)} \leq L \exp (L)|\Omega|
$$

where $L>0$ is the constant in Lemma 3.3,
Let $H:=\max \left\{2\|w(0)\|_{L^{\infty}(\Omega)}, H_{1}\right\}$. We define

$$
\begin{aligned}
S_{2}(\tau) & :=\sup \left\{T \in\left(0, T_{\max }(\tau)\right):\left\|w_{\tau}(t)\right\|_{L^{\infty}(\Omega)} \leq H \text { for } t \in[0, T)\right\} \\
& \geq T_{\min }>0
\end{aligned}
$$

Henceforth, for simplicity, we omit the index $\tau$. Our strategy is to prove $S_{2}(\tau)=\infty$ for sufficiently small $\tau>0$. Since $v$ satisfies 3.2 below and due to the estimate $(3.4)$, parabolic regularity yields the following lemma.

Lemma 3.5. There exists a positive constant $C(H)$ depending only on $H$ and independent of $\tau>0$ such that

$$
\|v(t)\|_{L^{\infty}(\Omega)} \leq 2\left\|v_{0}\right\|_{L^{\infty}(\Omega)}+C(H)=: v^{*}(H) \quad \text { for } t \in\left(0, S_{2}(\tau)\right)
$$

Moreover, there exists a positive constant $C\left(H, v_{0}\right)$ depending on $H$ and $v_{0}$ and independent of $\tau>0$ such that for all $p \in[1, \infty)$,

$$
\|\nabla v(t)\|_{L^{\infty}(\Omega)}+\|\nabla v(t)\|_{L^{p}(\Omega)} \leq C\left(H, v_{0}\right) \quad \text { for } t \in\left(0, S_{2}(\tau)\right)
$$

For $T \in\left(0, T_{\min }\right)$, take an integer $J$ such that $(J-1) T / 2<S_{2}(\tau) \leq$ $J T / 2$. Let

$$
\begin{aligned}
T_{j} & = \begin{cases}j T / 2 & \text { for } j=0,1, \ldots, J-1 \\
S_{2}(\tau) & \text { for } j=J\end{cases} \\
z_{j} & =z\left(\cdot, T_{j}\right), \quad v_{j}=v\left(\cdot, T_{j}\right)
\end{aligned}
$$

and let $\mathcal{A}_{j}=\mathcal{A}\left(z_{j}\right)$, where the operator $\mathcal{A}$ is defined as

$$
\mathcal{A}=\mathcal{A}(z)=\frac{1}{z} \nabla \cdot(z \nabla)
$$

Since the first equation in (3.1) implies

$$
\begin{aligned}
\frac{\tau}{z} \frac{\partial u}{\partial t} & =\frac{1}{z}(\Delta u+\nabla \cdot(u \nabla v))=\frac{1}{z}(\Delta(w z)-\nabla \cdot(w \nabla z)) \\
& =\frac{1}{z} \nabla \cdot(z \nabla w)
\end{aligned}
$$

we conclude that for $j=0,1, \ldots, J-1$, the pair of functions $(v, w)$ satisfies

$$
\begin{cases}\tau \frac{\partial w}{\partial t}=\mathcal{A}_{j} w+\nabla \log \frac{z}{z_{j}} \cdot \nabla w-\tau \frac{\partial \log z}{\partial t} w & \text { in }\left(T_{j}, T_{j+1}\right) \times \Omega  \tag{3.5}\\ \frac{\partial v}{\partial t}=\Delta v-v+w \frac{\exp (-v)}{\int_{\Omega} \exp (-v) d x} & \text { in }\left(T_{j}, T_{j+1}\right) \times \Omega \\ \frac{\partial w}{\partial \nu}=\frac{\partial v}{\partial \nu}=0 & \text { on }\left(T_{j}, T_{j+1}\right) \times \partial \Omega\end{cases}
$$

In the following lemmas we give estimates of $\nabla \log \left(z / z_{j}\right)$ and $\frac{\partial z}{\partial s}$ in $\left(0, S_{2}(t)\right) \times \Omega$.

Lemma 3.6. Assume that $\alpha, \beta \in(0,1)$ and $q>n$ satisfy $1+\alpha+n / q<2 \beta$. Then, for $j=0,1,, \ldots, J-1$ and $t \in\left[T_{j}, T_{j+1}\right]$,

$$
\left\|\nabla \log \left(\frac{z(t)}{z\left(T_{j}\right)}\right)\right\|_{L^{\infty}(\Omega)} \leq C\left(H, v_{0}\right) T^{\alpha / 2}
$$

where $C\left(H, v_{0}\right)$ is a positive constant depending on $v_{0}$ and $H$, and independent of $\tau>0$.

Proof. From $\nabla \log z=-\nabla v$ and $\nabla \log z_{i}=-\nabla v_{i}$ we see that

$$
\begin{equation*}
\left|\nabla \log \frac{z(t)}{z_{j}}\right|=\left|\nabla\left(v(t)-v_{j}\right)\right| . \tag{3.6}
\end{equation*}
$$

Now [6, Lemma 2.3(v)] with $1+\alpha+n / q<2 \beta$ ensures that

$$
\begin{aligned}
& \left\|\nabla v(t)-\nabla v_{j}\right\|_{L^{\infty}(\Omega)} \\
& \quad \leq C T^{\alpha / 2}\left(\left\|\left(\Delta_{N}-1\right)^{\beta} v_{j}\right\|_{L^{q}(\Omega)}+H \sup _{t \in\left(T_{j}, T_{j+1}\right)}\left\|\frac{\exp (-v(t))}{\int_{\Omega} \exp (-v(t)) d x}\right\|_{L^{q}(\Omega)}\right)
\end{aligned}
$$

for all $t \in\left[t_{j}, T_{j+1}\right]$. Since [6, Lemma 2.3(iii)] implies that

$$
\left\|\left(\Delta_{N}-1\right)^{\beta} v_{j}\right\|_{L^{q}(\Omega)} \leq C\left(H, v_{0}\right)
$$

with some $C\left(H, v_{0}\right)>0$, we deduce from this inequality, (3.4) and Lemma 3.5 that

$$
\begin{align*}
\left\|\nabla v(t)-\nabla v_{j}\right\|_{L^{\infty}(\Omega)} & \leq C T^{\alpha / 2}\left(\left\|\left(\Delta_{N}-1\right)^{\beta} v_{j}\right\|_{L^{q}(\Omega)}+C\left(u_{0}, v_{0}\right)\right)  \tag{3.7}\\
& \leq C\left(H, v_{0}\right) T^{\alpha / 2}
\end{align*}
$$

Thus by (3.7), there exists a positive constant $C\left(H, v_{0}\right)$ such that

$$
\left\|\nabla \log \frac{z(t)}{z_{j}}\right\|_{L^{\infty}(\Omega)} \leq C\left(H, v_{0}\right) T^{\alpha / 2} \quad \text { for } t \in\left[T_{j}, T_{j+1}\right]
$$

Lemma 3.7. Let $q, p \in(1, \infty)$. Then there exists a positive constant $C$ depending on $H, v_{0}, p$ and $q$ such that

$$
\int_{0}^{t} e^{s-t}\left\|\frac{\partial \log z}{\partial s}\right\|_{L^{q}(\Omega)}^{p} d s \leq C\left(t e^{-t}\left\|v_{0}\right\|_{W^{2, q}(\Omega)}^{p}+1\right) \quad \text { for } t \in\left(0, S_{2}(\tau)\right)
$$

Proof. Since

$$
\left(e^{t / p} v\right)_{t}=\Delta\left(e^{t / p} v\right)-e^{t / p} v+\frac{1}{p}\left(e^{t / p} v\right)+e^{t / p} w \frac{\exp (-v)}{\int_{\Omega} \exp (-v) d x}
$$

defining $f(t, x):=\left(e^{t / p} v(t, x)-v_{0}(x)\right)$ we see that $f$ satisfies

$$
f_{t}=\Delta f-f+\frac{1}{p}\left(e^{t / p} v\right)+e^{t / p} w \frac{\exp (-v)}{\int_{\Omega} \exp (-v(s, x)) d x}+\Delta v_{0}-v_{0}
$$

as well as $f(0, x)=0$. Hence, we are in a position to apply the $L^{p}$ - $L^{q}$ maximal regularity estimate (see [9, Theorem 3.1, (3.8)]) and deduce that

$$
\begin{align*}
\int_{0}^{t}\left\|f_{s}(s)\right\|_{L^{q}(\Omega)}^{p} d s \leq C_{\mathrm{MR}} & \left(t\left\|v_{0}\right\|_{W^{2, q}(\Omega)}^{p}+\int_{0}^{t} p^{-p} e^{s}\|v\|_{L^{q}(\Omega)}^{p} d s\right.  \tag{3.8}\\
& \left.+\int_{0}^{t} e^{s}\left\|w(s) \frac{\exp (-v(s))}{\int_{\Omega} \exp (-v(s, x)) d x}\right\|_{L^{q}(\Omega)}^{p} d s\right)
\end{align*}
$$

Next we notice that

$$
f_{s}=\left(e^{s / p} v-v_{0}\right)_{s}=\frac{1}{p} e^{s / p} v+e^{s / p} v_{s}
$$

and consequently, taking the $p$ th power and integrating in time, by the triangle inequality we arrive at

$$
\int_{0}^{t} e^{s}\left\|v_{s}\right\|_{L^{q}(\Omega)}^{p} d s \leq C\left(\int_{0}^{t} e^{s}\left\|f_{s}\right\|_{L^{q}(\Omega)}^{p} d s+\int_{0}^{t} p^{-p} e^{s}\|v\|_{L^{q}(\Omega)}^{p} d s\right)
$$

Plugging the above inequality in the left-hand side of (3.8), we obtain

$$
\begin{aligned}
& \int_{0}^{t} e^{s}\left\|v_{s}(s, x)\right\|_{L^{q}(\Omega)}^{p} d s \\
& \leq C\left(t\left\|v_{0}\right\|_{W^{2, q}(\Omega)}^{p}+\int_{0}^{t} e^{s}\left\|w(s) \frac{\exp (-v(s))}{\int_{\Omega} \exp (-v(s, x)) d x}\right\|_{L^{q}(\Omega)}^{p} d s\right. \\
& \left.\quad+p^{-p} \int_{0}^{t} e^{s}\|v(s)\|_{L^{q}(\Omega)}^{p} d s\right) \\
& \leq C\left(t\left\|v_{0}\right\|_{W^{2, q}(\Omega)}^{p}+H^{p} C\left(u_{0}, v_{0}\right)^{p} e^{t}+v^{*}(H)^{p}|\Omega|^{p / q} e^{t}\right)
\end{aligned}
$$

where in the last inequality we have used the fact that $\|w\|_{L^{\infty}(\Omega)} \leq H$ on $S_{2}(\tau)$ and (3.4) in estimating the second term, while Lemma 3.5 has been used to bound the last term, so that the constant $v^{*}(H)$ appears. Multiplying the above inequality by $e^{-t}$, using the $L^{\infty}$ bound of $v$ on $S_{2}(\tau)$ again and noticing that

$$
\frac{\partial \log z}{\partial t}=-v(t) \frac{\partial v}{\partial t},
$$

we complete the proof.
By [6, Lemma 4.6] we obtain, for all $t \in\left(0, S_{2}(\tau)\right)$,

$$
\begin{equation*}
\|w(t)\|_{L^{\infty}(\Omega)} \leq\|w(0)\|_{L^{\infty}(\Omega)}+C\|\nabla w(t)\|_{L^{q}(\Omega)} \quad \text { for } q>n, \tag{3.9}
\end{equation*}
$$

where $C$ is a positive constant depending on $H, v_{0}$ and $q$.
Proof of Theorem 3.2. The rest of the proof follows the lines of [6], but for the reader's convenience we give the details. First of all, notice that a crucial weighted Poincaré inequality in [6, Lemma 2.6] requires the weight (in our case $z_{j}$ ) to be bounded from above as well as to be bounded away from 0 . To ensure that, we notice that

$$
\begin{equation*}
\frac{\|z\|_{L^{\infty}\left(\left(0, S_{2}(\tau)\right) \times \Omega\right)}}{\inf _{(t, x) \in\left(0, S_{2}(\tau)\right) \times \Omega} z(t, x)} \leq \frac{C\left(u_{0}, v_{0}\right) \exp \left(-v^{*}(H)\right)}{|\Omega|} . \tag{3.10}
\end{equation*}
$$

Then, by [6, Lemma 2.6],

$$
\Lambda^{*} \int_{\Omega}\left|\varphi-\frac{\int_{\Omega} z \varphi d x}{\int_{\Omega} z d x}\right|^{2} z(t) d x \leq \int_{\Omega}|\nabla \varphi|^{2} z(t) d x
$$

for $\varphi \in H^{1}(\Omega), t \in\left(0, S_{2}(\tau)\right)$ and $\tau \in(0,1]$. The above inequality plays a crucial role in the proofs of regularity estimates for $\mathcal{A}_{j}$ in [6, Lemma 2.8] which will be utilized further. We remark that the positive constant $\Lambda^{*}$ depends only on $n, \Omega, \min _{\bar{\Omega}} z, \max _{\bar{\Omega}} z$.

For $j=0,1, \ldots, J-1$ and $t \in\left(T_{j}, T_{j+1}\right)$ putting $\zeta=\left(t-T_{j}\right) \tau^{-1}$ and $W(\zeta, x)=w(t, x), Z(\zeta, x)=z(t, x), Z_{0}(x)=z_{j}(x)=z\left(T_{j}, x\right)$ and $Q(\zeta, x)=$ $\frac{\partial \log z}{\partial t}(t, x)$, we see that for $\zeta \in(0, T /(2 \tau))$,

$$
\frac{\partial W}{\partial \zeta}=\mathcal{A}_{j} W+\nabla \log \frac{Z}{Z_{0}} \cdot \nabla W-\tau Q W
$$

Put

$$
F:=\nabla \log \frac{Z}{Z_{0}} \cdot \nabla W-\tau Q W
$$

Then the function $W$ can be rewritten as

$$
W(\zeta)=e^{\zeta \mathcal{A}_{j}} W(0)+\int_{0}^{\zeta} e^{(\zeta-\xi) \mathcal{A}_{j}} F(\xi) d \xi .
$$

For $\zeta \in(0, T /(2 \tau))$, [6, Lemma 2.8(iii)] implies that
(3.11) $\|\nabla W(\zeta)\|_{L^{q}(\Omega)} \leq\left\|\nabla e^{\zeta \mathcal{A}_{j}} W(0)\right\|_{L^{q}(\Omega)}+\int_{0}^{\zeta}\left\|\nabla e^{(\zeta-\xi) \mathcal{A}_{j}} F(\xi)\right\|_{L^{q}(\Omega)} d s$

$$
\leq C e^{-\zeta \Lambda^{*}}\|\nabla W(0)\|_{L^{q}(\Omega)}+\mathbf{I}_{1}+\mathbf{I}_{2},
$$

where

$$
\begin{aligned}
& \mathbf{I}_{1}:=\int_{0}^{\zeta}\left\|\nabla e^{(\zeta-\xi) \mathcal{A}_{j}} \nabla \log \frac{Z(\xi)}{Z_{0}} \cdot \nabla W(\xi)\right\|_{L^{q}(\Omega)} d s \\
& \mathbf{I}_{2}:=\tau \int_{0}^{\zeta}\left\|\nabla e^{(\zeta-\xi) \mathcal{A}_{j}} Q(\xi) W(\xi)\right\|_{L^{q}(\Omega)} d s
\end{aligned}
$$

By [6. Lemma 2.8(i)], for $\mathcal{A}=\mathcal{A}(z)$ with a smooth positive function $z$ and for all $q \in(1, \infty)$, there exists some $C>0$ such that
$\left\|\nabla e^{t \mathcal{A}} w_{0}\right\|_{L^{q}(\Omega)} \leq C_{3}\left(1+t^{-1 / 2}\right) e^{-\Lambda t}\left\|w_{0}\right\|_{L^{q}(\Omega)} \quad$ for $w_{0} \in L^{q}(\Omega)$ and $t>0$. Notice that $\nabla Z(\zeta, x)=\nabla z(t, x)$ and hence we deduce from [6, Lemma 2.8(i)] and Lemma 3.6 that for $\zeta \in(0, T /(2 \tau))$,

$$
\begin{align*}
\mathbf{I}_{1} & \leq C \int_{0}^{\zeta}\left\{1+\frac{1}{\sqrt{\zeta-\xi}}\right\} e^{(\xi-\zeta) \Lambda^{*}}\left\|\nabla \log \frac{z}{z_{j}}\right\|_{L^{\infty}(\Omega)}\|\nabla W\|_{L^{q}(\Omega)} d \xi  \tag{3.12}\\
& \leq C\left(H, v_{0}\right) T^{\alpha / 2} \int_{0}^{\zeta}\left\{1+\frac{1}{\sqrt{\zeta-\xi}}\right\} e^{(\xi-\zeta) \Lambda^{*}}\|\nabla W\|_{L^{q}(\Omega)} d \xi \\
& \leq C\left(H, v_{0}\right) T^{\alpha / 2} \sup _{\xi \in[0, \zeta]}\|\nabla W(\xi)\|_{L^{q}(\Omega)}
\end{align*}
$$

and that for $\zeta \in(0, T /(2 \tau))$,

$$
\begin{equation*}
\mathbf{I}_{1} \leq C\left(H, v_{0}\right) T^{\alpha / 2} e^{-\zeta \Lambda^{*}} \sup _{\xi \in[0, T /(2 \tau)]} e^{\xi \Lambda^{*}}\|\nabla W(\xi)\|_{L^{q}(\Omega)} \tag{3.13}
\end{equation*}
$$

Exactly as in [6, pp. 1665-1666] (Lemma 3.7 is required here!), we arrive at

$$
\begin{equation*}
\mathbf{I}_{2} \leq C\left(H, v_{0}\right) \tau^{n /(n+1)} \tag{3.14}
\end{equation*}
$$

Put $B_{0}=\left\|\nabla w_{0}\right\|_{L^{n+1}(\Omega)}$ and
$B=\sup _{\xi \in[0, T /(2 \tau)]} e^{\xi \Lambda^{*}}\|\nabla W(\xi)\|_{L^{n+1}(\Omega)}=\sup _{t \in\left[T_{j} ; T_{j+1}\right]} e^{\left(t-T_{j}\right) \Lambda^{*} / \tau}\|\nabla w(t)\|_{L^{n+1}(\Omega)}$.
By (3.11), (3.13) and (3.14), there exists a positive constant $C\left(H, v_{0}\right)$ such that

$$
B \leq C\left(H, v_{0}\right) B_{0}+C\left(H, v_{0}\right) T^{\alpha / 2} B+C\left(H, v_{0}\right) \tau^{n /(n+1)} e^{T \Lambda^{*} /(2 \tau)},
$$

so that, by taking $\tau$ and $T$ small enough to ensure

$$
C\left(H, v_{0}\right) T^{\alpha / 2} \leq 1 / 2, \quad C\left(H, v_{0}\right) \tau^{n /(n+1)} \leq \tau^{1 / 3} / 8
$$

we obtain

$$
\begin{equation*}
B \leq 2 C\left(H, v_{0}\right) B_{0}+\frac{1}{4} e^{T \Lambda^{*} /(2 \tau)} \tau^{1 / 3} \tag{3.15}
\end{equation*}
$$

Next, we choose $\tau$ small enough to have

$$
C\left(H, v_{0}\right) e^{-T \Lambda^{*} /(2 \tau)} \leq \tau / 8
$$

In view of this choice, owing to (3.15), we arrive at

$$
\begin{aligned}
\|\nabla W(T /(2 \tau))\|_{L^{n+1}(\Omega)} & \leq 2 C\left(H, v_{0}\right) e^{-T \Lambda^{*} /(2 \tau)}\|\nabla W(0)\|_{L^{n+1}(\Omega)}+\frac{1}{4} \tau^{1 / 3} \\
& \leq \frac{\tau}{4}\|\nabla W(0)\|_{L^{n+1}(\Omega)}+\frac{\tau^{1 / 3}}{4}
\end{aligned}
$$

Since $W(T /(2 \tau))=w\left(T_{j+1}\right)$ and $W(0)=w\left(T_{j}\right)$, we see that

$$
\left\|\nabla w\left(T_{j+1}\right)\right\|_{L^{n+1}(\Omega)} \leq \frac{\tau}{4}\left\|\nabla w\left(T_{j}\right)\right\|_{L^{n+1}(\Omega)}+\frac{\tau^{1 / 3}}{4} \quad \text { for } j=0,1, \ldots, J-1
$$

and that

$$
\begin{aligned}
&\left\|\nabla w\left(T_{j}\right)\right\|_{L^{n+1}(\Omega)} \leq \frac{\tau}{4}\left\|\nabla w\left(T_{j-1}\right)\right\|_{L^{n+1}(\Omega)}+\frac{\tau^{1 / 3}}{4} \\
& \leq\left(\frac{\tau}{4}\right)^{j}\left\|\nabla w_{0}\right\|_{L^{n+1}(\Omega)}+\frac{\tau^{1 / 3}}{4}\left\{1+\frac{\tau}{4}+\left(\frac{\tau}{4}\right)^{2}+\cdots+\left(\frac{\tau}{4}\right)^{j-1}\right\} \\
& \leq\left(\frac{\tau}{4}\right)^{j}\left\|\nabla w_{0}\right\|_{L^{n+1}(\Omega)}+\frac{\tau^{1 / 3}}{2} \quad \text { for } j=0,1, \ldots, J
\end{aligned}
$$

Combining this with (3.11), (3.12) and (3.14), keeping the previous choice of $\tau$, we infer that

$$
\begin{aligned}
& \sup _{\xi \in[0, T /(2 \tau)]}\|\nabla W(\xi)\|_{L^{n+1}(\Omega)} \\
& \leq C\left(H, v_{0}\right)\|\nabla W(0)\|_{L^{n+1}(\Omega)}+C\left(H, v_{0}\right) T^{\alpha / 2} \sup _{\xi \in[0, T /(2 \tau)]}\|\nabla W(\xi)\|_{L^{n+1}(\Omega)} \\
&+C\left(H, v_{0}\right) \tau^{n /(n+1)} \\
& \leq C\left(H, v_{0}\right)\left\{\left(\frac{\tau}{4}\right)^{j}\left\|\nabla w_{0}\right\|_{L^{n+1}(\Omega)}+\frac{\tau^{1 / 3}}{2}\right\} \\
&+\frac{1}{2} \sup _{\xi \in[0, T /(2 \tau)]}\|\nabla W(\xi)\|_{L^{n+1}(\Omega)}+\frac{\tau^{1 / 3}}{8} .
\end{aligned}
$$

Finally, in addition to the condition on $\tau$ we have assumed so far, we also require that $\tau$ is small enough that

$$
2 C\left(H, v_{0}\right)\left\{\frac{\tau}{4}\left\|\nabla w_{0}\right\|_{L^{n+1}(\Omega)}+\frac{\tau^{1 / 3}}{2}\right\}+\frac{\tau^{1 / 3}}{4} \leq \tau^{1 / 6}
$$

This allows us to conclude that

$$
\|\nabla w(t)\|_{L^{n+1}(\Omega)} \leq C \tau^{1 / 6} \quad \text { for } t \in\left[T / 2, S_{2}(\tau)\right]
$$

where $C$ is a positive constant depending on $H, v_{0}$ and $u_{0}$. In view of (3.9) we obtain

$$
\|w(t)\|_{L^{\infty}(\Omega)} \leq\|w(0)\|_{L^{\infty}(\Omega)}+C \tau^{1 / 6} \quad \text { for } t \in\left[T / 2, S_{2}(\tau)\right],
$$

which allows us, by taking $\tau$ small and due to the definitions of $T$ and $H$, to arrive at

$$
\|w(t)\|_{L^{\infty}(\Omega)}<H \quad \text { for } t \in\left[0, S_{2}(\tau)\right] .
$$

But the above inequality contradicts $S_{2}(\tau)<\infty$. This means that $T_{\max }=$ $S_{2}(\tau)=\infty$. So, we deduce the time global boundedness of $(w, v)$, which eventually gives boundedness of $(u, v)$. The proof of Theorem 3.2 is complete.
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