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1. Introduction. The distribution of prime numbers shares many prop-
erties with the distribution of numbers that are representable as a sum of two
squares, an analogy that is occasionally employed to obtain model problems
for questions about the primes. Let us consider the distributions of the two
sets in arithmetic progressions. Starting with the average orders, we have
on the one hand the prime number theorem, asserting that π(x) ∼ x/log x.
For the set S of sums of two squares on the other hand, Landau [17] proved
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an analogous asymptotic in 1908, namely∑
n≤x

1S(n) ∼ Bx/
√

log x ,

where B = 1√
2

∏
p≡3 (mod 4)(1− p−2)−1/2.

Turning towards more general arithmetic progressions, let a and q
be coprime integers; then the primes congruent to a modulo q satisfy
π(x; q, a) ∼ x/(φ(q) log x). Building on Landau’s result and the analogy
to primes, Prachar [20] proved in the 1950s that, when furthermore a ≡
1 (mod gcd(4, q)), sums of two squares show the following behaviour (1):∑

n≤x
n≡a (mod q)

1S(n) ∼ Bq
x√

log x
,

where

Bq = Bq−1
(4, q)

(2, q)

∏
p≡3 (mod 4)

p|q

(1 + p−1).

The factor (4, q)/(2, q) describes that the density of sums of two squares is
twice as high in the progression n ≡ 1 (mod 4) as it is in n ≡ 1 (mod 2).
From pairs (a, q) that are not coprime, one needs to remove those choices
from consideration that lead to whole progressions entirely lying outside the
set S. Examples are integers n such that n ≡ 3 (mod 32), which are never
a sum of two squares, or numbers of the form (3 · 5)n+ 32, which can only
be a sum of two squares when 3 |n. When excluding such classes a (mod q),
the constant Bq only needs to be adapted by restricting the product over
p ≡ 3 (mod 4) to primes dividing q/gcd(a, q).

Thus, both sets, the primes and the sums of two squares, show some
uniformity in the distribution in residue classes once one excludes residue
classes that for obvious reasons contain too few elements.

It is natural to ask whether this uniformity carries further: is, for in-
stance, the distribution uniform enough to determine asymptotically the
density of solutions to linear equations within these sets? More precisely, we
are interested in an asymptotic for correlations of the form∑

n∈Zd∩K

t∏
i=1

f(ψi(n)) ,

where the ψi : Zd → Z are affine linear forms and where the arithmetic
function f : Z → R is either the characteristic function 1S of the sums of
two squares, or the characteristic function of the primes.

(1) This compact formulation of the result is due to Iwaniec [15].
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Green and Tao [8] studied these correlations in the case of the primes.
They replaced for this purpose the sparse set of primes by a weighted ver-
sion of asymptotic density 1 which is given by the von Mangoldt function.
We shall not normalise the characteristic function 1S in an analogous way,
but instead consider the intrinsically weighted function that is given by
the representation function of sums of two squares, R(n) = |{(x, y) ∈ Z :
x2 + y2 = n}|. Counting lattice points in a circle of radius

√
N immediately

shows that the representation function has indeed an asymptotic density
given by

∑
n≤N R(n) ∼ πN . As we will see, the nilpotent Hardy–Littlewood

method which Green and Tao developed to handle linear correlations among
the primes can also be employed in the case of the representation func-
tion R(n).

Instead of restricting attention to representations as sums of two squares,
the slightly more general case of representation by a positive definite binary
quadratic form f(x, y) = ax2+bxy+cy2 will be considered. The correspond-
ing representation function is then given by

Rf (n) = |{(x, y) : f(x, y) = n}|.

Notation. Throughout the paper, we write [m] for the set of num-
bers {1, . . . ,m} and e(x) for exp(2πx). We let vp : N → N0 denote the
p-adic valuation. If T is a finite set, we use the expectation notation Et∈T
to abbreviate |T |−1

∑
t∈T . A linear correlation is defined along a system

Ψ = (ψ1, . . . , ψt) : Zd → Zt of affine linear forms. Such a system may be
written as Ψ(n) = Ψ(0) + Ψ̇(n), for a linear map Ψ̇ . We regard Ψ̇ as fixed,
while Ψ(0) may, for instance, depend on K. Thus, all implicit constants in
asymptotic notation, such as O(), o() and �, are allowed to depend on the
coefficients of the linear map Ψ̇ , the dimensions d and t of the domain and
the target space of Ψ , and on the discriminants of the forms f1, . . . , ft.

Methods and results. The nilpotent Hardy–Littlewood method pro-
vides a scheme that allows one to obtain, for any given arithmetic function
h with sufficiently quasirandom behaviour, an asymptotic for the expression∑

n∈K∩Zd

t∏
i=1

h(ψi(n)),

where K ⊂ [−N,N ]d is convex and satisfies ψi(K) ⊂ [1, N ] for each i ∈
{1, . . . , t}. We proceed to describe the basic set-up for the method. There
are two main requirements on h. One is that h has small Gowers uniformity
norms (see Section 10) and the other is that one can find a majorant ν :
{1, . . . , N} → R>0 such that

1. (majorant property) the pointwise estimate h(n) ≤ Cν(n) is satisfied
for an absolute constant C independent of N ,
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2. (density condition) h has positive relative density in ν in the sense
that En≤Nh(n) ∼ C ′En≤Nν(n),

3. (pseudorandomness) ν is a pseudorandom measure.

A pseudorandom measure resembles a true probability measure. Apart
from requiring its total mass to be approximately 1, that is, En≤Nν(n)
= 1 + o(1), there are two further defining conditions for a pseudorandom
measure: the linear forms condition and the correlation condition. Each of
them places some independence requirements upon ν. The linear forms con-
dition for instance requires

En∈K∩Zd
t∏
i=1

ν(ψi(n)) = 1 + o(1)

to hold for certain systems of affine linear forms. Once in possession of such
a pseudorandom majorant, a number of tools are available. We will describe
them as we encounter them.

Regarding the first condition on h, which was the smallness of certain
Gowers uniformity norms, there is an explicit (and quite strong) necessary
condition that has to be satisfied: hmust be equidistributed in residue classes
to small moduli. The results quoted at the beginning of this introduction
show that neither the characteristic function 1S(n), nor its weighted ver-
sion r(n) meet this requirement. In such a situation, it may be possible to
decompose the function h into a sum of functions that are more uniformly
behaved and consider each of these functions separately. This decomposition
is known as the W -trick and will be carried out in Section 7.

In Section 2 we construct a majorant for the representation function
attached to a primitive form f . This majorant will be slightly modified in
accordance to the W -trick in Section 7. In Section 9 we check that our
majorant is indeed pseudorandom.

In the course of the minor arc analysis, which starts in Section 11, we ob-
serve that polynomial subsequences of δ-equidistributed linear nilsequences
are still reasonably equidistributed (see Proposition 15.3 below). This re-
sult will be deduced from the quantitative equidistribution theory Green
and Tao worked out in [10]. In connection with their factorisation theo-
rem [10, Thm. 1.19], it could prove a useful tool for the minor arc analysis
of a wider range of arithmetic problems.

Due to the quite complex foundations of the Green–Tao methods it
proved not feasible to provide a self-contained account of it here. This pa-
per therefore strongly depends on [8]. It furthermore relies on results about
the divisor function from [18], which will be used in the construction of the
pseudorandom majorants.
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Results. In [18] a pseudorandom majorant for the normalised divisor
function τ̃(n) = (logN)−1

∑
d|n 1 has been constructed. Here we shall com-

bine this majorant with a sieving majorant to obtain a pseudorandom ma-
jorant for the function Rf (n) which counts the number of representations
of n by a primitive positive definite binary quadratic form; results for the
non-primitive case are immediate corollaries.

With this majorant at hand, we obtain, employing the machinery from
[6, 8] in combination with the inverse theorem for the Gowers uniformity
norms [11], an asymptotic for the representation function Rf evaluated along
systems of linear equations:

Theorem 1.1. Let f1, . . . , ft be primitive positive definite binary quadra-
tic forms. Let Ψ = (ψ1, . . . , ψt) : Zd → Zt be a system of affine linear forms
such that no two forms ψi and ψj are affinely dependent. Suppose that the

coefficients of the linear part Ψ̇ are bounded and that K ⊂ [−N,N ]d is a
convex body such that Ψ(K) ⊂ [0, N ]t. Then∑

n∈Zd∩K

Rf1(ψ1(n)) . . . Rft(ψt(n)) = β∞
∏
p

βp + o(Nd),

where

β∞ = vol(K)

t∏
i=1

2π√
−Di

,

and

βp = lim
m→∞

Ea∈(Z/pmZ)d
∏
i∈[t]

ρfi,ψi(a)(p
m)

pm
,

with ρf,A(q) denoting the local number of representations of A (mod q) by f ,
that is,

ρf,A(q) := |{(x, y) ∈ [q]2 : f(x, y) ≡ A (mod q)}|.

Theorem 1.1 extends previous results by Heath-Brown [12] and improve-
ments thereof by Browning and de la Bretèche [1], where the case of sums
of two squares, fi(x, y) = x2 + y2, for i = 1, . . . , 4, together with systems
Ψ : Z2 → Z4 was considered. We emphasise, however, that, in contrast to
the results from [12] and [1], we unfortunately do not obtain explicit error
terms in our asymptotic.

The most interesting case of correlation along a system of affine linear
forms is certainly the ‘infinite complexity’ case of

En≤NRf (n+ a1) . . . Rf (n+ ad),

corresponding to the prime-tuples problem. In this case the linear forms
involved are not independent and thus an asymptotic would give very strong
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information on the regularity of distribution of the function involved. Results
of this type lie out of reach of the Green–Tao Hardy–Littlewood method.

It is worth mentioning at this point a recent related result of Henriot [13]
which provides a correct order upper bound for En≤NF (|Q1(n)|, . . . , |Qt(n)|),
where F : Nt → R≥0 belongs to a family of functions that does include
F (n1, . . . , nt) =

∏t
i=1Rfi(ni), and where the Qi are coprime irreducible

polynomials. The bounds in this result are independent of the discriminant
of the polynomial Q1 . . . Qt.

Theorem 1.1 has some natural arithmetic consequences. Analysing the
frequency of 4-term arithmetic progressions in sums of two squares (weighted
by the representation function) may be viewed as a special case of studying
the (average) number of simultaneous zeros of a pair of diagonal quadratic
equations, namely solutions to

x21 + x22 − 2x23 − 2x24 + x25 + x26 = 0,

x23 + x24 − 2x25 − 2x26 + x27 + x28 = 0.

While the respective system for 3-term progressions may be easily handled
by the circle method, Heath-Brown mentions in [12] that in order to give
an asymptotic for the number of 4-term arithmetic progressions in sums
of two squares “it would appear that one would require a version of the
‘Kloosterman refinement’ for a double integral”. Browning and Munshi [2]
have succeeded in showing that the circle method can in fact be employed
to study any pair of quadratic equations in n ≥ 9 variables that takes the
form

F1(x3, . . . , xn) = −c(x21 + x22), F2(x3, . . . , xn) = 0.

Previously, the classical Hardy–Littlewood method had been successfully
applied to pairs of diagonal quadratic equations in at least nine variables:

Theorem 1.2 (Cook [3]). Let F,G : Z9 → Z be integral diagonal quadra-
tic forms such that for all real λ, µ, not both zero, λF + µG is an indefinite
form in at least five variables. Then there is some positive constant K0 such
that the number of simultaneous integral zeros of F and G in the box

P ≤ xi ≤ CP, i = 1, . . . , 9,

is given by

N (P ) = K0P
5 + o(P 5) as P →∞.

Our result, which is in fact an analogue of [8, Thm. 1.8], considers certain
highly singular systems of quadratic equations in eight or more variables.

Theorem 1.3. Let t ≥ 4 and let f1, . . . , ft be primitive positive definite
binary quadratic forms. For an integer s ≤ t− 2, let A ∈Ms×t(Z) be a full
rank matrix whose row-span over Q contains no non-trivial element with
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less than three non-zero entries. Define a height function H : Z2t → R≥0 by

H(x) = max
j∈{1,...,t}

√
fj(x2j−1, x2j).

Then the simultaneous zeros of the system of quadratic forms

Fi(x1, . . . , x2t) =
t∑

j=1

ai,jfj(x2j−1, x2j), i ∈ {1, . . . , s},

satisfy the following asymptotic:

|{x ∈ Z2t : H(x) ≤ N, F1(x) = · · · = Fs(x) = 0}|

=
(2π)t√
|D1 . . . Dt|

α∞
∏
p

αp + o(N2t),

where

αp := lim
m→∞

|{x ∈ (Z/pmZ)2t : F1(x) ≡ · · · ≡ Fs(x) ≡ 0 (mod pm)}|
(pm)2t−s

and

α∞ := |{z ∈ {1, . . . , N2}t : Az = 0}|.

We conclude this introduction with the fairly short deduction of Theo-
rem 1.3.

Proof of Theorem 1.3 from Theorem 1.1. The number of simultaneous
zeros of bounded height of the forms F1, . . . , Ft can be reinterpreted in terms
of representation functions:

(1.1) |{x ∈ Z2t : F1(x) = · · · = Ft(x) = 0, H(x) ≤ N}|

=
∑

z∈[N2]t:Az=0

t∏
j=1

rfj (zj).

To turn the latter expression into the form of a linear correlation, we may
follow [8, §4]: Pick a basis for the integer lattice

Γ := {z ∈ Zt : Az = 0}.

Since A has full rank, Γ has rank d := t− s, and thus there are linear forms
ψ1, . . . , ψt : Zd → Z such that

Γ = {(ψ1(n), . . . , ψt(n)) : n ∈ Zd}.

This system of forms has finite complexity, as otherwise we would find i 6= j
such that αiψi = αjψj for some non-zero integers αi, αj . Hence,

Γ = {z ∈ Zt : Az = 0, αizi − αjzj = 0},
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which implies by the full rank assumption on A that the row-space of A
contains a non-trivial element with less than three non-zero entries, a con-
tradiction.

Thus, (1.1) takes a form to which Theorem 1.1 applies and we obtain

|{x ∈ Z2t : F1(x) = · · · = Fs(x) = 0, H(x) ≤ N}|

=
∑

n∈Nd∩Ψ−1([1,N2]t)

t∏
j=1

rfj (ψj(nj))

= vol(Rd≥0 ∩ Ψ−1([0, N2]t))
(2π)t√
|D1 . . . Dt|

∏
p

βp + o(N2d).

Note that

vol(Rd≥0 ∩ Ψ−1([0, N2]t)) = |{n ∈ Zd : Ψ(n) ∈ [0, N2]t}|+ o(N2d)

= |{z ∈ {1, . . . N2}t : Az = 0}|+ o(N2d),

which justifies defining α∞ := |{z ∈ {1, . . . , N2}t : Az = 0}|. It remains
to interpret the local factors βp in terms of F1, . . . , Ft. If m is sufficiently
large, then the Z-basis (ψj)j∈[d] of Γ gives rise to a basis of {z ∈ (Z/pmZ)t :
Az ≡ 0 (mod pm)}, whence

Ea∈(Z/pmZ)d

t∏
j=1

ρfj ,ψj(a)(p
m)

pm
= p−m(t+d)

×
∑

a∈(Z/pmZ)d

t∏
j=1

|{(x2j−1, x2j) ∈ [pm]2 : fj(x2j−1, x2j) ≡ ψj(a) (mod pm)}|

=
|{x ∈ (Z/pmZ)2t : F1(x) ≡ · · · ≡ Fs(x) ≡ 0 (mod pm)}|

(pm)2t−s
,

which yields βp = αp for all primes p.

2. A majorant for the representation function via the Kronecker
sum

Preliminaries and notation. Recall that a binary quadratic form
f(x, y) = ax2 + bxy + cy2 is primitive when (a, b, c) = 1 and that its dis-
criminant is given by D(f) = b2 − 4ac. Throughout this paper all binary
quadratic forms will be assumed to be positive definite. The number of ways
a form f represents an integer n is described by the representation function
Rf : Z→ Z defined by

Rf (n) := |{(x, y) : f(x, y) = n}|.
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In order to make use of some multiplicative properties of Rf , we introduce
the function rf : Z→ Z defined by

rf (n) := Rf (n)/k(D),

where k(D) denotes the number of automorphs of binary forms of discrimi-
nant D. We have k(D) = 6, 4, 2 according to whether D = −3, D = −4 or
D < −4, respectively.

Closely related to rf is the function rD(f) : Z→ Z which counts—up to
the factor k(D)—the number of ways n is represented by any equivalence
class of forms of discriminant D = D(f). We define rD(f) by

rD(f)(n) :=
∑

D(f ′)=D(f)

rf ′(n),

where f ′ runs through a complete system of representatives of primitive
forms of discriminant equal to D(f).

The function rD(f) majorises rf and has some properties that suggest
it may be a good candidate to start the construction of a pseudorandom
majorant with: on the one hand, the number h(D) of equivalence classes of
primitive forms of discriminant D is finite, and thus the average order of
rD(f) is comparable to the average order of rf ; on the other hand, rD(f) has
an arithmetic representation as a divisor sum, a structure that proved to
be well suited for the construction of a pseudorandom majorant in both [6]
and [18].

Let f be a primitive positive definite form of discriminant D. Then
rf (n) = 0 for n < 0 and rf (0) = 1. For positive integers n coprime to D, rD
has the representation

rD(f)(n) =
∑
d|n

(
D

d

)
as a character sum, where ( ··) is the Kronecker symbol. For general n, we
pick up another factor which depends only on gcd(n,D) and the parities of
the α in

∏
p|D, pα‖n p

α. We will see in Corollary 5.1 that

rD(f)(n)�D

∑
d|n

(
D

d

)
(2.1)

for all n ∈ N.
Recall that the Kronecker symbol is only non-zero when its entries are

coprime and that furthermore the following lemma holds (see for instance [4,
Thm. 1.14]).

Lemma 2.1. If D ≡ 0, 1 (mod 4) is a non-zero integer, then there is a
unique character χD : (Z/DZ)∗ → {−1, 1} such that χD(p (mod D)) =

(
D
p

)
for odd p coprime to D.
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Let QD denote the set of primes for which χD(p) = −1. Note that this
is the union of the primes in a collection of progressions modulo D. By
multiplicativity we have∑

d|n

(
D

d

)
=
∑
d|n

χD(d) =
∏
pa‖n

(1 + χD(p) + · · ·+ χD(pa))(2.2)

= τD(n)
∏

pα‖n, p∈QD

1

2
(1 + (−1)α),

where

τD(m) =
∏

pa‖m,χD(p)=1

(a+ 1).

We denote by PD the set of primes for which χD(p) = 1. Thus, a square-
free number n is represented by some form of discriminant D(f) only if all
of its prime factors belong to PD or divide D(f).

We can say a little more about the sets PD and QD: Since χ is a non-
principal character taking values ±1, the fact that

∑
a∈(Z/DZ)∗ χ(a) = 0

implies that both PD and QD are the union of the primes in exactly φ(D)/2
progressions modulo D. Thus, the square-free numbers that are coprime
to D and representable by some form of discriminant D are those numbers
whose prime factors belong to a set comprising asymptotically half the prime
numbers.

As a last piece of notation, given any set P of primes, let 〈P〉 denote the
set of natural numbers all of whose prime factors belong to P. Thus we may
write

τD(n) =
∑

d∈〈PD〉

1d|n.

Construction of the majorant. The key observation for the construc-
tion of our majorant for rf is that according to (2.1) and (2.2) it suffices
to find two majorants separately: one for a divisor-type function related to
τD, and one for the characteristic function of the set of numbers without
QD-prime factors. Writing P∗D = PD∪{p : p |D}, the characteristic function
of interest is 1〈P∗D〉. The shifts by square factors of the form

∏
p∈QD p

2α only
influence the asymptotic density by a constant factor and may be taken care
of separately. If ν is a majorant for τD and if β is a majorant for 1〈P∗D〉, then

rf (n) is majorised by

OD(1)ν(n)
∑

m∈〈QD〉

β(n/m2)1m2|n.

The majorant β for 1〈P∗D〉 will be chosen as a sieving majorant. In fact,

the approach via sieve weights in [8] proves universal enough to apply here
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too without much change. Concerning ν, we make use of the results on the
divisor function from [18].

Since neither τD nor 1〈P∗D〉 has asymptotic density, we proceed to deter-

mine the average order of τD and show that En≤NτD(n) � (logN)1/2. This
suggests renormalising the factors in the bound on rD(f) as follows:

rD(f)(n)�D
τD(n)

(logN)1/2

∑
m∈〈QD〉
m2|n

1〈P∗D〉(n/m
2)(logN)1/2.

Iwaniec [15] proves via sieve theory that it is indeed the case that 1〈P∗D〉 is

of average order (logN)−1/2. This bound, however, is not needed here.

Lemma 2.2. τD satisfies the asymptotic bounds

En≤NτD(n) � (logN)1/2,

where the implicit constants may depend on D.

Proof. We have

En≤NτD(n) =
1

N

∑
d∈〈PD〉
d≤N

[
N

d

]
=

∑
d∈〈PD〉
d≤N

1

d
+O(1).

To estimate the last sum, observe that on the one hand∑
d∈〈PD〉
d≤N

1

d
≤
∏
p∈PD
p≤N

(1− p−1)−1 � (logN)1/2,

where the last step follows from the prime number theorem in arithmetic
progressions in the form∑

p≡a (mod q)
p≤N

p−1 =
1

φ(q)
log log(N) +O(1).

The above remains true when replacing PD by 〈Q∗D〉 := QD ∪ {p : p |D}
and O(1) by OD(1). On the other hand the following chain of inequalities
allows us to deduce a matching lower bound:

logN +O(1) =
∑
n≤N

1

n
≤
( ∑
m1∈〈PD〉
m1≤N

1

m1

)( ∑
m2∈〈Q∗D〉
m2≤N

1

m2

)

�
( ∑
m1∈〈PD〉
m1≤N

1

m1

)
(logN)1/2.
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The divisor-type majorant. To start with, we recall the divisor func-
tion majorant that was constructed in [18] based on Erdős’s work [5]. For
any γ > 0 define the truncated divisor function τγ : [N ]→ Z by

τγ(n) :=
∑
d≤Nγ

1d|n

and the truncated restricted divisor function τD,γ : [N ]→ Z by

τD,γ(n) :=
∑

d∈〈PD〉
d≤Nγ

1d|n.

Proposition 2.3 ([18], majorant for the divisor function). Let ξ = 2−m

for some m ∈ N. Let C0 be a parameter and write X0 = X0(C1, N) for the
exceptional set of all n ≤ N satisfying either

(1) n is excessively “rough” in the sense that it is divisible by some prime
power pa, a ≥ 2, with pa > logC1 N , or

(2) n is excessively “smooth” in the sense that if n =
∏
p p

a then∏
p≤N1/(log logN)3

pa ≥ N ξ/log logN .

Further, define U(i, 2/ξ) := {1} for i = log2(2/ξ) − 2, and U(i, 2/ξ) := ∅
else. If s > 2/ξ, write U(i, s) for the set of all products of m0(i, s) :=

dξs(i + 3 − log2 s)/100e distinct primes from the interval [N1/2i+1
, N1/2i ].

Define ν̃ξ : [N ]→ R+ by

ν̃ξ(n) :=

(log logN)3∑
s≥2/ξ

6 log log logN∑
i≥log2 s−2

∑
u∈U(i,s)

2s1u|nτξ(n) + 1n∈X0τ(n).

Then τ(n) ≤ ν̃ξ(n) for all n ≤ N , provided N is sufficiently large.

Note that the main term of ν̃ξ has low complexity in that it only in-
volves small divisors since all u ≤ N ξ. Restricting all occurrences of divisor
functions in ν̃ξ to only count divisors in 〈PD〉, yields a majorant for τD of
the same order of magnitude as τD. We make one further modification and
replace the cut-off in the definition of τD,γ by a smooth cut-off of the form
which appears in Green and Tao’s Λ-majorant. This turns out to be advan-
tageous when establishing the linear forms condition. Thus, let χ : R→ R≥0
be a smooth, even function that is supported on [−1, 1] and has the property
χ(x) = 1 for x ∈ [−1/2, 1/2]. Define τ∗D,γ : [N ]→ Z by

τ∗D,γ(n) :=
∑

d∈〈PD〉
d≤Nγ

1d|nχ

(
log d

logNγ

)
.
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Then τD,γ/2 ≤ τ∗D,γ(n) ≤ τD,γ(n). With this definition we have the following
lemma.

Lemma 2.4 (A majorant for τD). Let the sets U(i, s) be those which
Proposition 2.3 produces for ξ = γ/2. Let νD,γ : [N ]→ R be defined by

CνD,γ(n)

:=
1√

logN

( (log logN)3∑
s≥4/γ

6 log log logN∑
i≥log2 s−2

∑
u∈U(i,s)

2s1u|nτ
∗
D,γ(n) + 1n∈X0τD(n)

)
.

Then τD(n)/(logN)1/2 ≤ CνD,γ(n) for all n ∈ [N ] and there is some con-
stant C bounded independently of N such that En≤NνD,γ(n) = 1 + o(1).

Proof. We begin by checking the majorisation property. For any n ∈ [N ],
write n = nPm where nP is the largest factor of n that belongs to 〈PD〉.
Then

τD(n) = τ(nP) ≤ ν̃γ/2(nP) ≤ C(logN)1/2νD,γ(nP) = C(logN)1/2νD,γ(n),

as required. The existence of C follows as in the proof of [18, Prop. 4.2],
taking into account that Em≤NτD,γ/2(m) � (logN)1/2, which is proved in
much the same way as Lemma 2.2.

The sieving type majorant. The next task is to give a majorant
β : N → R+ for the characteristic function of the set 〈P∗D〉 of numbers
without QD-prime factors. Adapting the Selberg-sieve majorant for primes
from [8] to the set 〈P∗D〉, we aim to remove all integers that have prime factors
p from QD with p ≤ Nγ . Let χ : R→ R be a smooth, even function that is
supported on [−1, 1] and satisfies χ(0) = 1. Define, in analogy to [8, App. D],

β(n) := ΛD,χ,γ(n) := C ′(logN)1/2
( ∑
d|n, d∈〈QD〉

µ(d)χ

(
log d

logNγ

))2

for some constant C ′. The results from [8] show that C ′ may be chosen such
that En≤Nβ(n) = 1 + o(1). This will play a role in Section 9. Note that
β(m) = C ′(logN)1/2 at every QD-prime-free integer m ≤ N , and thus we
have the pointwise majorisation

1〈P∗D〉(n)(logN)1/2 ≤ C ′−1β(n), n ∈ [N ].

3. A reduction of the main theorem. While it is possible to apply
the nilpotent Hardy–Littlewood method to the representation function rf
itself, it is the aim of this section to show that we can deduce the main
theorem from a similar statement about a smoothed version of rf , that is,



248 L. Matthiesen

a function that agrees with rf everywhere except on a sparse set where the
restricted divisor function τD shows exceptionally irregular behaviour.

First note that the pointwise bound rf (n) ≤ rD(f)(n) ≤ τ(n) for n ∈ N
of the representation function of any primitive positive definite quadratic
form f by the divisor function gives the following second moment estimate.

Lemma 3.1 (Second moment estimate). Let f1, . . . , ft be primitive pos-
itive definite binary quadratic forms and let Ψ = (ψ1, . . . , ψt) : Zm → Zt be
a system of affine-linear forms whose linear coefficients are bounded by L.
If K ⊂ [−N,N ]d is a convex body such that Ψ(K) ⊆ [0, N ]t, then

En∈Zm∩K
∏
i∈[t]

r2fi(ψi(n))�t,m,L (logN)Ot(1).

Proof. Let K ′ := {x ∈ K : Ψ(x) ∈ [1, N ]t}. Then Hölder’s inequality
yields

En∈Zm∩K
∏
i∈[t]

r2fi(ψi(n)) ≤
∏
i∈[t]

(
1 + En∈Zm∩K′ r2tfi (ψi(n))

)1/t
≤
∏
i∈[t]

(
1 + En∈Zm∩K′ τ2t(ψi(n))

)1/t
The remaining steps are standard; cf. the proof of [18, Lemma 3.1] for de-
tails.

The next lemma, which is a combination of some technical lemmas
from [5], describes an exceptional set for the divisor function, i.e. a sparse set
containing those numbers on which the divisor function behaves particularly
irregularly.

Lemma 3.2. Let C1 > 1 be a parameter and write X0 for the set of all
positive n ≤ N satisfying either of the following:

(1) n is excessively “rough” in the sense that it is divisible by some prime
power pa, a ≥ 2, with pa > logC1 N ,

(2) n is excessively “smooth” in the sense that if n =
∏
p p

a then∏
p≤N1/(log logN)3

pa ≥ Nγ/log logN ,

(3) n has a large square divisor m2 |n, m > Nγ.

Then

En∈K∩Zd
t∑
i=1

1ψi(n)∈X0
� (logN)−C1/2.

Proof. See [5] for the original results or [18, §3] for their adaptation to
this situation.
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The previous two lemmas allow us to deduce the main theorem from an
equivalent statement about smoothed versions of the representation func-
tions rfi . The particular smoothed functions we shall work with will be
chosen in Section 7.

Lemma 3.3. Let f1, . . . , ft be primitive positive definite binary quadratic
forms. For each i ∈ [t], let r̄fi : {0, . . . , N} → R denote a function that
agrees with rfi on [N ] \X0, that is, outside the exceptional set of the divisor
function, and which further satisfies 0 ≤ r̄fi(n) ≤ rfi(n) for all n ∈ X0∪{0}.
If the parameter C1 of the exceptional set is sufficiently large, then the main
theorem holds if and only if under the same conditions∑

n∈Zd∩K

r̄f1(ψ1(n)) . . . r̄ft(ψt(n)) = β∞
∏
p

βp + o(Nd).

Proof. This follows by the Cauchy–Schwarz inequality from the previous
two lemmas and the bound∑

n∈K∩Zd

t∑
i=1

1ψi(n)=0 � Nd−1.

The above lemma in particular shows that a pseudorandom majorant
used in the proof only needs to majorise the function rf (or r̄f ) on the set of
positive unexceptional integers. We can therefore truncate the summation
over dilates of m2, m ∈ 〈QD〉, in the majorant to those m with m < Nγ .
Furthermore, we may restrict attention to the case where Ψ(K) ⊆ [1, N ]t.

4. Distribution in residue classes. The transference principle from
[6, 8], which we shall employ later, only works with functions h that are
sufficiently quasirandom in the sense that all Uk-norms ‖h − Eh‖Uk up to
some order k, determined by the specific system Ψ one is working with, are
small. A necessary condition for the uniformity norms to be small is that
the function h at hand is equidistributed in residue classes to small moduli.
This condition is in fact equivalent to requiring that h does not correlate
with periodic nilsequences of short period (cf. Section 11).

As seen at the start of the introduction, the representation function rf
does not have this property. To remove these obstructions to uniformity,
one can try to split the function rf into a sum of functions each of which
does not detect a difference between residue classes to small moduli. This
strategy is known as the W -trick. In order to find a suitable decomposition,
we shall investigate the quantities

En≤N1n≡β (mod q) rf (n)

for fixed period q and fixed residue class β. Define

ρf,β(q) := |{(x, y) ∈ [q]2 : f(x, y) ≡ β (mod q)}|
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to be the number of representations of β (mod q), and let

K(N) = f−1([0, N ]) ⊆ R2.

This is the area enclosed by the ellipse f(x, y) = N and hence a convex set
of volume

volK(N) =
2πN√
−D

.

A volume packing argument (cf. [8, App. A]) yields∑
n≤N

n≡β (mod q)

rf (n)k(D) =
∑

(x,y)∈K(N)∩Z2

f(x,y)≡β (mod q)

1 =
ρf,β(q)

q2
vol(K) +O(

√
N q),

which proves the following lemma.

Lemma 4.1. Let P := {n ≤ N : n ≡ β (mod q)} be an arithmetic
progression. Then the average of the representation function of f along P
satisfies

En∈P rf (n) =
2π

k(D)
√
−D

ρf,β(q)

q
+O(|P |−1/2q2).

In view of this lemma it is not surprising that we will make use of several
further observations on the densities ρf,β(q)q−1, which will be established
in Section 6.

Lemma 4.2. ρf,β(q) only depends on the genus class of f .

Proof. Two forms f1 and f2 belong to the same genus if and only if they
are locally equivalent in the following sense: for every non-zero integer m
there exists σm ∈ Gl2(Z/mZ) such that

f1(x, y) ≡ f2((x, y)σm) (mod m).

Thus, ρf1,β(q) = ρf2,β(q) for all positive integers q and all β ∈ [q].

The reason this lemma is important to us is that it allows us to consider
instead of rf the following more regularly behaved function in all questions
regarding the distribution in residue classes. Let the genus class representa-
tion function rg : N→ N be defined by

rg(n) = E(rf (n) | f ∈ g),

where f runs through a system of representatives of classes in the genus g.
Under the assumptions of Lemma 4.1 we then have

En∈P rf (n) = En∈P rg(f)(n) +O(|P |−1/2q2),(4.1)

where g(f) denotes the genus that contains f .
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5. Results from the theory of binary quadratic forms. The aim of
this section is to prove the bound (2.1) on the number of representations of a
positive integer n by a form of discriminant D, which was used to construct
the majorant function in Section 2.

5.1. Representation by primitive forms of fixed discriminant.
The question of whether or not m is properly representable by a primitive
form of discriminant D is linked to the solubility in x of the congruence

(5.1) x2 ≡ D (mod 4m);

see [16, p. 506] or [21, p. 172]. If f is a form of discriminant D that represents
m properly, then f is equivalent to 〈m,n, ∗〉 = mX2 + nXY + ∗Y 2, where
D = n2 − 4mk for some integer k.

Claim 1. Consider the solutions x = n to (5.1) that satisfy 0 < n ≤
2m. These form a complete set of incongruent solutions modulo 2m. Those
solutions among them for which 〈m,n, (D − n2)/4m〉 is primitive are in
one-to-one correspondence with the distinct classes of primitive forms that
represent m properly.

Proof. Let f be a primitive form and suppose there are coprime u and
v such that f(u, v) = m. Choose a solution (z0, w0) to 1 = uz0 − vw0. Then

f ′(X,Y ) := f

(
(X,Y )

(
u v

w0 z0

))
= mX2 + nXY +

D − n2

4m
Y 2

is an equivalent form with leading coefficient m. Choosing different solutions
w = w0 + w′ and z = z0 + z′ to 1 = uz − vw, we have w′ = tu and z′ = tv
for some non-zero integer t, which implies that the middle coefficient n
is unique modulo 2m. In particular 〈m,n1, ∗〉 ∼ 〈m,n2, ∗〉 if and only if
n1 ≡ n2 (mod 2m).

Observe that in the other direction every solution x = n to x2 ≡
D (mod 4m) yields an equivalence class 〈m,n, ∗〉 of forms of discriminant
D that represents m properly.

In order to determine the number of classes of forms that represent m,
we are interested in two pieces of information:

1. the number of solutions x to x2 ≡ D (mod 4m), and
2. how many of these solutions yield primitive forms (m,x, ∗) of discrim-

inant D.

A third necessary piece of information regards the number of proper repre-
sentations by a fixed class of forms: any two proper representations of m by
a fixed form f are related by an automorph. Thus each class C(f) of forms
equivalent to f represents m properly in k(D) different ways, where k(D) is
the number of automorphs of forms of discriminant D.
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In order to analyse the number of solutions to (5.1), we introduce the
related irreducible quadratic polynomial P (x) = x2−D, which has discrim-
inant 4D.

Let ρ(a) := |{k ∈ [a] : P (k) ≡ 0 (mod a)}| denote the number of
zeros modulo a. The counting function ρ is multiplicative by the Chinese
remainder theorem, which leaves us to determine ρ at prime powers. If p - D,
then (cf. [14, Thm. 12.3.4])

ρ(pα) =


2 if p = 2, α = 2,

2(1 + χD(p)) if p = 2, α > 2,

1 + χD(p) if p > 2.

In the remaining case of primes p |D, Hensel’s lemma implies that

ρ(pα) = ρ(pvp(4D)+1) if α > vp(4D).

For p |D we will show below that, in fact, there are no primitive forms that
properly represent an integer m with vp(m) > vp(D) for some prime p.

If m is coprime to D, then each solution to x2 ≡ D (mod 4m) yields a
primitive form, and ρ(4m) is directly linked to the number r∗D(m) of classes
of primitive forms that represent m properly : r∗D(m) = 1

2ρ(4m).
We turn to the case where gcd(D,m) > 1. If there is a prime p dividing

gcd(D, 4m) to an odd power, then solutions to D = n2−4mk yield primitive
forms if and only if each such p divides both D and 4m to the same power.

Considering the set of forms arising from solutions to (5.1), we can, if
gcd(m, 4D) > 1, retrieve the number of primitive forms among them via
an inclusion-exclusion argument. Indeed, when d = gcd(m,n, k), then m/d
is properly represented by the form 〈m/d, n/d, k/d〉 of discriminant Dd−2.
Note that automorphs of forms of the first kind are also automorphs of forms
of the second kind and vice versa.

Let pα ‖ m and suppose that pσ ‖ D, σ > 1.
We begin by analysing the largest range for α, α > σ > 1. When σ is

odd, then there are, as seen above, no primitive forms that represent pα

properly. Suppose next that σ is even and define

ρ′(pα) := |{x : x2 ≡ D (mod pα)}| − |{x : x2 ≡ Dp−2 (mod pα−1)}|.
This quantity counts the number of solutions to x2 ≡ D (mod pα) for which
x2 = D + kpα for some k not divisible by p. The expression for ρ′(pα)
simplifies to

ρ′(pα) = |{x : x2 ≡ Dp−σ (mod pα−σ)}|
− |{x : x2 ≡ Dp−σ (mod pα−1−(σ−2))}|,

which is seen to be 0 by Hensel’s lemma (note that p - Dp−σ). Thus, no
power pα - D of a discriminant-prime with p2 |D is properly representable
by a primitive form.
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What remains are even powers pα |D, α < σ, and the case pα ‖ D. In
the former case, any solution to D = n2 + 4mk with pα/2 ‖ n satisfies p - k.
Hence there are pα/2(1 − p−1) choices for n (mod pα). In the latter case,
p - k if and only if pdα/2e |n, hence there are pbα/2c choices in this case.

In total, the number r∗(m) of primitive forms properly representing m
is given by
1

2
(1 + 12-D)

∏
p|m
p-D

(1 + χD(p))
∏
q|D

qα‖4m
qσ‖4D

(
qα/2(1− q−1)1α<σ1α even + qbα/2c1α=σ

)
,

where p and q run over primes, and where the factor 1/2 takes account of
the fact that for every solution x ∈ [4m], x+2m is the unique other solution
determining the same class of forms.

Collecting everything together, we obtain the following explicit expres-
sion for rD:

Corollary 5.1. The total number of representations (proper and im-
proper) of an integer m by classes of primitive forms of discriminant D
satisfies

rD(m) =
∑
δ2|m

r∗D(m/δ2)

=
1 + 12-D

2

∑
δ2|m

(δ,D)=1

∏
p-D

pα‖mδ−2

(1 + χD(p))

×
∏

q|(D,m)
qα‖4m
qσ‖4D

(
qbmin(α,σ−1)/2c1α even + qbσ/2c1α≡σ (mod 2)1α≥σ

)

�
√
D
∑
d|m

χD(d),

where p, q run over primes.

5.2. Representation by genera. Recall that the representation func-
tion rg : N→ N of a genus class g was defined to be rg(n)=E(rf ′(n) | f ′∈g),
where f ′ runs through a system of representatives. This function is of in-
terest since by Lemmas 4.1 and 4.2, it has the same distribution in residue
classes as any function rf with f ∈ g. We aim to reduce the problem of de-
termining the number of representations of an integer n by a specific genus
class to that of counting certain representations of the factor n′ of n that is
coprime to D.

This is advantageous for the following reason. The values in (Z/DZ)∗

that are represented by a form f withD(f) = D form a coset of the subgroup
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in (Z/DZ)∗ that is generated by the values the principal form represents
(cf. [4, Lemma 2.24]). Thus, different genera represent disjoint sets of values
in (Z/DZ)∗. This means that the character sum expression of the function
rD(f) which counts representations of all classes in h(D) yields an arithmetic
expression for the function rg which just considers those classes of genus g.
Indeed, let Rg denote the non-zero residues modulo D that are represented
by forms in g. Then for n′ coprime to D we have

rg(n
′) =

1

|g|
∑
b∈Rg

1n′≡b (modD)

∑
d|n′

χD(d).

For an arbitrary positive integer n, let n = nDñ
2n′ be the factorisation

for which n′ is coprime to D and nD is the largest divisor nD | (n,D) such
that n/(n′nD) = ñ2 is a square. This factorisation is chosen in such a way
that Corollary 5.1 implies rD(n) = rD(n′nD), which is of interest because
in n′nD the factor that is not coprime to D is bounded.

Let 〈n′nD, b, c〉 be a primitive form properly representing n′nD. Then,
since nD |D, we have (nD, b) > 1 and hence (nD, c) = 1 by primitiveness of
the form. Since further (nD, n

′) = 1, we have

〈n′nD, b, c〉 ' 〈c,−b, nDn′〉 ' 〈c,−b, nDn′〉 ∗ 〈nD,−b, n′c〉 ∗ 〈n′c,−b, nD〉
' 〈cnD,−b, n′〉 ∗ 〈n′c,−b, nD〉 ' 〈n′, b, cnD〉 ∗ 〈nD, b, n′c〉.

Note that all forms involved are primitive.

Thus, we can decompose the representation into separate ones for the
coprime factors n′ and nD. We aim to use this multiplicative property of
representation by primitive forms of fixed discriminant in conjunction with
the following lemma.

Lemma 5.2. The principle genus G0 is a subgroup of the class group (a
finite abelian group). The genera form cosets of G0 in the class group.

Proof. See e.g. [21, p. 197, Thm. 2.8].

With the help of this lemma we have

rg(n) = |g|
∑
g′

rg∗g′−1(nD)rg′(n
′).

If the residue n′ (mod D) is representable by a form of discriminant D, then
let gn′ denote the unique genus class that represents n′ (mod D). We may
use the arithmetic representation of rgn′ to obtain the following lemma.

Lemma 5.3. Given n = nDn
′ñ2 as above and a genus class g, then

rg(n) = rg∗g−1
n′

(nD)
∑
d|n′

χD(d).
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6. Representation in Z/qZ. This section contains several results on
the densities ρfi,β(pα)p−α, which will be established using results from the
previous section and the following proposition.

Proposition 6.1. Let P = {q0m+ β0 : m ≤ M} be a progression such
that D | q0 and β0 6≡ 0 (mod pα) for any pα ‖ q0. Then

En∈P
∑
d|n

χD(d) = C
∏
p|q0

(1− χD(p)p−1)
∑
α≥0

1pα|β0χD(pα) +O

(
q
1/2−ε
0

M1/2

)
,

where C = (1 + χD(β0/(β0, q0)))L(1, χD) = O(1).

We defer the proof to the end of the section. The following lemma is a
rather immediate consequence.

Lemma 6.2. Let q be a positive integer that is divisible by D and let
β ∈ [q] be such that β 6≡ 0 (mod pα) for any pα ‖ q. Then

ρf,β(q)

q
= C ′

∏
p|q

(1− χD(p)p−1)
∑
α≥0

1pα|βχD(pα),

where C ′ = rg∗g−1
β′

(βD)(1 + χD(β/(β, q)))h(D) = O(1).

Proof. By Lemmas 4.1 and 5.3 we have, for P (M) = {m ≡ β (mod q) :
m ≤M},

ρf,β(q)

q

2π

k(D)
√
−D

= lim
M→∞

En∈P (M)rf (n) = lim
M→∞

En∈P (M)rg(f)(n)

= rg∗g−1
β′

(βD) lim
M→∞

En∈P (M)

∑
d|n

χD(d).

By Proposition 6.1 and the class number formula the result follows.

With the help of the previous lemma and a result of Stewart [22], we
obtain the following more explicit information on the densities ρfi,β(pα)p−α.

Lemma 6.3.

(a) Let p0 be a prime that divides D and suppose that β 6≡ 0 (mod pα0 ).
Then

ρf,β(pα0 )p−α0 = O(1)

as β and α vary. If α ≥ vp0(D) and β 6≡ 0 (mod pα0 ), then

ρf,β(pα0 )p−α0 = ρf,β+kpα0 (pα+1
0 )p

−(α+1)
0 for any k ∈ Z/p0Z.

(b) If p0 - D then for β 6≡ 0 (mod pα0 ),

ρf,β(pα0 )p−α0 = (1− χD(p0)p
−1
0 )

∑
j≥0

1
pj0|β

χD(pj0).

(c) Let p be any prime. Then ρf,0(p
α)p−α � α.
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Proof. (a) We may assume α > vp0(D). Let β0 ∈ (Z/DZ)∗ be a residue
representable by f and let β1 be such that β1 ≡ β (mod pα0 ) and β1 ≡
β0 (mod pvp(D)) for any prime divisor p 6= p0 of D. By choice of β0 we have
ρf,β1(pvp(D)) ≥ 1 for p 6= p0. The previous lemma yields

ρf,β1(pα0
∏
p|D, p6=p0 p

vp(D))

pα0
∏
p|D, p6=p0 p

vp(D)
= O(1),

whence the first part of (a) follows by multiplicativity of ρ. Define β2 ∈ Z
to be such that β2 ≡ β0 (mod pvp(D)) for any prime divisor p 6= p0 of D and
β2 ≡ β + kpα0 (mod pα+1

0 ). Then, by Lemma 6.2,

ρf,β(pα0 )

pα0
=
ρf,β2(pα0 )

pα0
=
ρf,β2(pα0

∏
p|D, p6=p0 p

vp(D))

pα0
∏
p|D, p6=p0 p

vp(D)

∏
p|D, p6=p0

(
ρf,β0(pvp(D))

pvp(D)

)−1

= rg∗g−1

β′2

((β2)D)(1 + χD(β′2))h(D)
∏

p|D, p6=p0

(
ρf,β0(pvp(D))

pvp(D)

)−1

=
ρf,β2(pα+1

0 )

pα+1
0

=
ρf,β+kpα0 (pα+1

0 )

pα+1
0

.

The proof of part (b) is almost identical. Let β0 ∈ (Z/DZ)∗ be a residue
representable by f and let β1 be such that β1 ≡ β (mod pα0 ) and β1 ≡
β0 (mod pvp(D)) for any prime p |D. Then (β1, D) = 1 and g(f) is the unique
genus class representing β1 (mod D). Hence rg(f)∗g−1

β′1

(1) > 1, as the principal

genus represents 1. Since β1 is representable by f , there is some m such that∑
d|mD+β1

χD(d) > 0, hence, in particular χD(mD+β1) = χD(β1) = 1. Two
applications of Lemma 6.2 yield

ρf,β(pα0 )

pα0
=
ρf,β1(pα0 )

pα0
=
ρf,β1(pα0D)

pα0D

(
ρf,β1(D)

D

)−1
= (1− χD(p0)p

−1
0 )

∑
j≥0

1
pj0|β

χD(pj0).

Part (c) follows from [22, Corollary 2], which implies, as shown in [2,
Lemma 31], that any quadratic polynomial P (x) = a1x

2 + a2x + a3 of
discriminant DP = a22 − 4a1a3 satisfies

|{x ∈ Z/pkZ : P (x) ≡ 0 (mod pk)}| ≤ 2pvp(DP )/2.

Consider for fixed y the polynomial Py(x) = f(x, y) = ax2 + bxy + cy2

of discriminant y2D(f). There are less than pα−k values of y ∈ Z/pαZ for
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which pk ‖ y. Thus

ρf,0(p
α) ≤ 2

α−1∑
k=0

pα−kpk+vp(D(f))/2 � αpα.

An immediate corollary, which will be essential for the W -trick, states
that the ρ-densities are constant for lifts of non-zero residues β (mod pα) to
higher powers of p:

Corollary 6.4. Let p be a prime and suppose that α ≥ vp(D) and
β 6≡ 0 (mod pα). Then

ρf,β(pα)p−α = ρf,β+kpα(pα+1)p−(α+1) for all k ∈ Z/pZ.

Proof. This follows from parts (a) and (b) of Lemma 6.3.

Proof of Proposition 6.1. Multiplicativity and the assumption on β0 yield

En∈P
∑
d|n

χD(d) =
(∏
p|q0

∑
α≥0

1pα|β0χD(pα)
)
Em≤M

∑
d|qm+β

χD(d),

where (q, β) = 1, and q and q0 have the same prime divisors. We will estimate
the mean value of

∑
d|qm+β χD(d) by the hyperbola method. Recall that χD

is a character to the modulus
∏
p|D p (cf. [19, Ch. 9.3]) and let χ∗D be the

character to the modulus
∏
p|q p that is induced by χD. (Note that q is

divisible by
∏
p|D p.) Thus χ∗D(n) is only non-zero when n is coprime to q.

Then

E0≤m≤M
∑

d|qm+β

χD(d) = E0≤m<M

( ∑
d|(qm+β)
d≤T

χ∗D(d) +
∑

d|(qm+β)
d>T

χ∗D(d)
)
,

where the cut-off T will be chosen as T =
√
qM . We begin with the large

divisors.

Writing G := (Z/qZ)∗ and denoting its dual group by Ĝ, we have

E0≤m<M
∑

d|(qm+β)
d>T

χ∗D(d) =
1

M

∑
n≤Mq

1

|Ĝ|

∑
χ∈Ĝ

χ(β)χ(n)
∑
d|n
d>T

χ∗D(d).

Since T 2 ≥ qM , this equals

1

M

1

|Ĝ|

∑
χ∈Ĝ

χ(β)
∑
m≤T

χ(m)
∑

T<d≤Mq/m

(χχ∗D)(d).

The character χχ∗D is a non-principal character to the modulus q unless χ is
the character χ∗D induced by χD. We consider the cases χ = χ∗D and χ 6= χ∗D
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separately. For χ 6= χ∗D, we have

1

M

1

|Ĝ|

∑
χ∈Ĝ
χ 6=χ∗D

χ(β)
∑
m≤T

χ(m)
∑

T<d≤Mq/m

(χχD)(d) = O(qT/M).

If χ = χ∗D, we have

1

M

1

|Ĝ|
χ∗D(β)

∑
m≤T

χ∗D(m)
∑

T<d≤Mq/m

(χ∗DχD)(d)

= χD(β)
1

M

1

|Ĝ|

∑
n≤Mq
(n,q)=1

∑
m:m2<n

1m|nχD(m)

= χD(β)
1

φ(q)M

∑
m≤
√
qM

(m,q)=1

χD(m)

(
Mq −m2

m

φ(q)

q
+O(q)

)

= χD(β)
1

qM

∑
m≤
√
qM

(m,q)=1

χD(m)
Mq −m2

m
+O(log(q)

√
q/M)

= χD(β)
∑

m≤
√
qM

(m,W )=1

χD(m)

m
− χD(β)

qM

∑
m≤
√
qM

(m,W )=1

χD(m)m+O(log(q)
√
q/M).

The second term is seen to be small, that is, O(
√
q/M), by partial summa-

tion. The first sum,
∑

m≤
√
qM χ∗D(m)/m, is a partial sum of the convergent

series∑
m≥1

χ∗D(m)

m
=
∏
p|q

(
1− χD(p)

p

)
L(1, χD) =

∏
p|q

(
1− χD(p)

p

)
2πh(D)

k(D)
√
−D

.

Bounding their difference sum by partial summation, we obtain∑
m≤
√
qM

χ∗D(m)

m
=

∏
p≤w(N)

(
1− χD(p)

p

)
L(1, χD) +O(

√
q/M).

Hence, the large divisors satisfy

Em≤M
∑

d|(qm+β)
d>T

χ∗D(d) = χD(β)
∏
p|q

(
1− χD(p)

p

)
L(1, χD)+O(log(q)

√
q/M).
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Concerning the small divisors sum, we obtain

Em≤M
∑

d|(qm+β)
d≤T

χ∗D(d) =
1

M

∑
d≤T

(
χ∗D(d)

M

d
+O(1)

)

=
∑
d≤T

χ∗D(d)

d
+O

(
T

M

)

= L(1, χD)
∏
p|q

(
1− χD(p)

p

)
+O

( q
T

+
T

M

)
= L(1, χD)

∏
p|q

(
1− χD(p)

p

)
+O(

√
q/M).

Putting everything together, we obtain the estimate

E0≤m≤M
∑

d|qm+β

χD(d)

= (1 + χD(β))L(1, χD)
∏
p|q

(
1− χD(p)

p

)
+O(log(q)

√
q/M),

which proves the result.

7. W -trick. The aim of this section is to find a decomposition of the
function rf into a sum of functions that are equidistributed in residue classes
to small moduli.

In the case of primes (see [6]), this was achieved by defining W =∏
p≤w(N) p to be the product of primes up to w(N), where w : N → R

is a slowly growing function. For n with gcd(n,W ) = 1 the von Mangoldt
function then splits as

Λ(n) =
∑

a∈(Z/WZ)∗
Λ(n)1n≡a (modW ),

and it suffices to consider the functions n 7→ Λ(Wn + a), a ∈ (Z/WZ)∗,
which are equidistributed in residue classes to small moduli.

In the case of the divisor function, the most natural decomposition makes
use of the restricted divisor function that only counts divisors coprime to
W (and is thus likely to be a quasirandom function): define

τ ′(n) :=
∑

d: (d,W )=1

1d|n.

Then

τ(n) = τ ′(n)
∑
w

1w|n,
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where w runs over all integers entirely composed of primes ≤ w(N). The
second factor,

∑
w 1w|n, is almost periodic. Indeed, let α(p) be such that

pα(p)−1 < (logN)C1+1 ≤ pα(p).
Then any number n that is divisible by some w as above with pα(p) |w for
some p ≤ w(N) belongs to the exceptional set X0 from Lemma 3.2. Choosing

W :=
∏

p≤w(n)

pα(p),

one can achieve that the second factor is a periodic function of period W ,
when adjusting the values of τ at exceptional integers. This way, it suffices
to consider the functions of the form n 7→ τ ′(Wn+ a) for non-zero residues
a ∈ [W ]. In fact, observing that τ(Wn + a) = τ ′(Wn + a)

∑
w|W 1w|a for

unexceptional values of a, we essentially consider functions of the form n 7→
τ(Wn+ a).

In the case of representation functions a very similar W -trick works. We
use the same choice of W as in the divisor function case above.

Definition 7.1. Let A be the set of residues a (mod W ) such that

ρf,a(W ) > 0

and such that a 6≡ 0 (mod pα(p)).

Thus A contains only residue classes that are representable by f , and
every n ∈ [N ] which fails to satisfy the second condition, that is, for which
n ≡ 0 (mod pα(p)) holds, belongs to the exceptional set X0 from Lemma 3.2.

Definition 7.2 (Normalised and W -tricked representation function).
Let β ∈ A and define r′f,β : [N/W ]→ R by

r′f,β(m) =
k(D)

√
−D

2π
rf (Wm+ β)

(
ρf,β(W )

W

)−1
=
k(D)

√
−D

2π
rf (Wm+ β)

∏
p≤w(N)

(
ρf,β(pα(p))

pα(p)

)−1
.

Thus, by Lemma 4.1,

En≤Mr′f,β(m) = 1 +O(W
3
M−1/2).

7.1. The major arc estimate. Our next aim is to give a major arc
estimate for the W -tricked function r′f,b: we show that this function has,
up to a small error, a constant average on arithmetic progressions whose
common difference is small in the sense that it is w(N)-smooth.

Definition 7.3. An integer is called k-smooth when each of its prime
divisors is at most k.
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Proposition 7.4 (Major arc analysis for r′f,β). Let P ⊆ [N/W ] be a
progression of w(N)-smooth common difference q1 and let β ∈ A. If P =
{q1m+ q0 : 0 ≤ m < M} has length M , then

En∈P r′f,β(n) = E0≤m<Mr
′
f,β(q1m+ q0) = 1 +O

(
W (Wq1)

2

M1/2

)
.

Proof. Corollary 6.4 implies

ρf,β(W )

W
=
ρf,Wq0+β

(Wq1)

Wq1
.

Hence the result follows from Lemma 4.1.

7.2. W -tricked majorant. Finally, we need to slightly adapt our ma-
jorant function for rf to its W -tricked version. Let β ∈ A. Then Lemmas
4.2 and 5.3 yield the pointwise majorisation

r′f,β(n) ≤
∑
f ′∼gf

r′f ′,β(n) = O(1)(ρf,β(W )W
−1

)−1
∑

d|Wn+β

χD(d)

= O(1)
∏

p<w(N)

(
1− χD(p)

p

)−1 ∑
d|Wn+β

p|d⇒p>w(N)

χD(d),

where the last step uses Lemma 6.2. Since each function r′f ′,β(n) has average
order 1 + o(1), the last expression is of bounded average order. Thus, the
function

r′D(f)(n) :=
∑
d|n

p|d⇒p>w(n)

χD(d)

may be used in place of rD(f) to run through the construction of the majorant
as in Section 2. In view of the results from that section and the remarks at
the end of Section 3 we find

r′D(f)(n) ≤ β′D,γ(n)ν ′D,γ(n),

where

ν ′D,γ(n) =

(log logN)3∑
s≥2/γ

6 log log logN∑
i≥log2 s−2

∑
u∈U(i,s)

2s1u|nτ
′
D,γ(n),

with

τ ′D,γ :=
∑

d∈〈PD〉
p|d⇒p>w(N)

1d|nχ

(
log d

logN2γ

)
,
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and

β′D,γ(n) :=
∑

m∈〈QD〉
p|m⇒p>w(N)

m<Nγ

( ∑
d∈〈QD〉

p|d⇒p>w(N)

1m2d|nµ(d)χ

(
log d

logNγ

))2

.

For the two factors β′D,γ and ν ′D,γ one shows in the same way as for the
original majorants that

C(β′D,γ) :=
√

logN
∏
q∈QD
q≤w(N)

(1 + q−1)−1En≤Nβ′D,γ(n)

and

C(ν ′D,γ) :=
1√

logN

∏
p∈PD
p<w(N)

(1− p−1)−1En≤Nν ′D,γ(n)

are bounded independently of N . Since β′D,γ and ν ′D,γ are given by short
divisor sums running over coprime sets of divisors, the average order of
their product satisfies

En≤Nβ′D,γ(n)ν ′D,γ(n) = En≤Nβ′D,γ(n)Em≤Nν ′D,γ(m) +NO(γ)−1.

Indeed, for coprime integers y1, y2 < Nγ , we have

En≤N1y1y2|n =
1

y1y2
+O(N2γ−1) = En≤N1y1|nEn≤N1y2|n +O(N2γ−1),

and since the total number of divisors in the sum En≤Nβ′D,γ(n)ν ′D,γ(n) is

NO(γ), the statement follows.
Since

∏
p≤w(N)(1 − χD(p)p−1)−1 = C + o(1) for some constant C, we

have proved the following lemma.

Lemma 7.5 (W -tricked majorant). Let β ∈ A. Then

r′f,β(m) ≤ β′D,γ(Wm+ β)ν ′D,γ(Wm+ β)

for all m ≤ N/W . Furthermore, there is a positive real number CD,γ = O(1)
such that

En≤N
β′D,γ(n)ν ′D,γ(n)

CD,γ
= 1 + o(1).

8. Local factors and the reduction of the main theorem to
a W -tricked version. Define the smoothed representation function r̄f :
[N ]→ R by

r̄f (n) := rf (n)1n (modW )∈A.

According to the definition of A, this function satisfies the conditions of
Lemma 3.3. Thus it suffices to study correlations of functions r̄f in order
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to prove the main theorem. As the main theorem will show, the asymptotic
behaviour of these correlations,∑

n∈K∩Zd
r̄f1(ψ1(n)) . . . r̄ft(ψt(n)),(8.1)

is determined by the local behaviour of the affine-linear system Ψ modulo
small primes.

By splitting the summation range into progressions of common differ-
ence W , we reduce the task of estimating (8.1) to an assertion (Proposi-
tion 8.1 below) about the uniformity of the W -tricked representation func-
tions. Local factors measuring irregularities of the system Ψ modulo small
primes will appear in this process.

Define for fixed quadratic forms f1, . . . , ft and for an affine-linear system
Ψ : Zd → Zt the set of residues

AΨ := {a ∈ [W ]d : ψi(a) ∈ Afi for all i ∈ [t]}

=
{
a ∈ [W ]d :

t∏
i=1

ρfi,ψi(a)(W ) > 0 and
t∏
i=1

ψi(a) 6≡ 0 (mod pvp(W ))
}
.

Notice that any n with non-zero contribution to (8.1) is congruent modulo
W to an element of this set. For a fixed element a ∈ AΨ let Ψ̃ = (ψ̃1, . . . , ψ̃t) :
Zd → Zt be the affine-linear system satisfying

ψi(Wm+ a) = Wψ̃i(m) + ci(a)

with ci(a) ∈ [W ]. Thus, ψi(a) ≡ ci(a) (mod W ), and ψi and ψ̃i only differ
in the constant term.

The main result will be deduced from the following proposition.

Proposition 8.1. Let Ψ : Zd → Zt be a finite complexity system of
forms, let a ∈ AΨ , and let Ψ̃ : Zd → Zt be defined as above. Then

∑
m∈Zd∩K′

t∏
i=1

r′fi,ci(a)(ψ̃i(m)) = vol(K ′) + o((N/W )d),

where K ′ ⊆ [−N/W,N/W ]d is a convex body with WΨ̃(K ′)+c(a) ⊆ [1, N ]t.

For every a ∈ AΨ , define the convex body

Ka := {x ∈ Rd : Wx+ a ∈ K}

and note that vol(Ka) = vol(K)/W
d
. Then we can rewrite (8.1) by means

of Proposition 8.1 as follows:
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(8.2)
∑

n∈K∩Zd
r̄f1(ψ1(n)) . . . r̄ft(ψt(n))

=
∑
a∈AΨ

∑
m∈Ka∩Zd

t∏
i=1

rfi(ψi(Wm+ a))

=
∑
a∈AΨ

∑
m∈Ka∩Zd

t∏
i=1

r′fi,ci(a)(ψ̃i(m))
ρfi,ψi(a)(W )

W

2π

k(Di)
√
−Di

=
vol(K) + o(Nd)

W
d

∑
a∈AΨ

t∏
i=1

ρfi,ψi(a)(W )

W

2π

k(Di)
√
−Di

=

(
vol(K)

t∏
j=1

2π

k(Dj)
√
−Dj

+ o(Nd)

)
Ea∈[W ]d1a∈AΨ

t∏
i=1

ρfi,ψi(a)(W )

W
.

By the Chinese remainder theorem, the above expectation is in fact a prod-
uct over local densities, that is

(8.3) Ea∈[W ]d1a∈AΨ

t∏
i=1

ρfi,ψi(a)(W )

W

=
∏

p<w(N)

Ea∈(Z/pα(p)Z)d
t∏
i=1

ρfi,ψi(a)(p
α(p))

pα(p)
1ψi(a)6≡0 (mod pα(p)),

where α(p) = vp(W ). To complete the proof that (8.2) and (8.3) indeed
imply the main theorem, two further lemmas are required. The first shows
that the above factors at primes are essentially local factors:

Lemma 8.2 (Local factors). Let p be a prime. Then

Ea∈(Z/pα(p)Z)d
t∏
i=1

ρfi,ψi(a)(p
α(p))

pα(p)
1ψi(a) 6≡0 (mod pα(p)) = βp +O((logN)−C1/5),

where

βp := lim
m→∞

Ea∈(Z/pmZ)d

t∏
i=1

ρfi,ψi(a)(p
m)

pm

is the local factor at p.

The second lemma is an estimate of the local factors.

Lemma 8.3. Let Ψ = (ψ1, . . . , ψt) : Zd → Zd be a system of affine-linear
forms for which no two forms ψi and ψj are affinely dependent, and all of
whose linear coefficients are bounded by L. Then

βp = 1 +Ot,d,L(p−2).
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Thus, ∏
p≤w(N)

βp =

(
1 +Ot,d,L

(
1

w(N)

))∏
p

βp.

A second consequence of this lemma is that

βp +O((logN)−C1/5) = βp(1 +O((logN)−C1/5)) for all p� 1.

For the remaining p � 1, we require an upper bound on βp. Since Lemma
6.3 implies ρfi,A(pα(p))p−α(p) � α(p)� log logN for any A ∈ Z/pα(p)Z, we
may deduce from Lemma 8.2 the very crude bound βp � (log logN)t. Thus,
by (8.2), (8.3) and the two lemmas stated above, we obtain∑

n∈K∩Zd
r̄f1(ψ1(n)) . . . r̄ft(ψt(n))

= (β∞ + o(Nd))
∏

p<w(N)

(
βp +O((logN)−C1/5)

)
= (β∞ + o(Nd))

(
1 +O((logN)−C1/5)

)π(w(N))

×
( ∏
p<w(N)

βp +O

(
(log logN)O(t)

(logN)C1/5

))
= β∞

∏
p<w(N)

βp + o(Nd) = β∞
∏
p

βp + o(Nd),

where we used that w(N) = log logN . Apart from the proof of the two
lemmas, we have reduced the task of establishing the main theorem to that
of proving Proposition 8.1.

We conclude this section with the proofs of the lemmas, for the purpose
of which the following notion is introduced.

Definition 8.4 (Local divisor densities). For a given system Ψ =
(ψ1, . . . , ψt) of affine-linear forms, positive integers d1, . . . , dt and their least
common multiple m := lcm(d1, . . . , dt) define local divisor densities by

αΨ (d1, . . . , dt) := En∈(Z/mZ)d
∏
i∈[t]

1ψi(n)≡0 (mod di).

Proof of Lemma 8.2. We shall show more precisely that βp satisfies

βp = Ea∈(Z/pα(p)Z)d
t∏
i=1

ρfi,ψi(a)(p
α(p))

pα(p)
1ψi(a)6≡0 (mod pα(p))(8.4)

+O((α(p))t)
∑

a1,...,at:
M :=maxi ai≥α(p)

Ea∈(Z/pMZ)d

t∏
i=1

1ψi(a)≡0 (mod pai ).
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Suppose m > α(p). We split the sum Ea∈(Z/pmZ)d
∏t
i=1 ρfi,ψi(a)(p

m)p−m over
residues a into two parts according to whether

t∏
i=1

1ψi(a)6≡0 (mod pα(p)) = 1 or 0.

First note that for any a with ψi(a) 6≡ 0 (mod pj) for all i ∈ [t], any lift
Ψ(a+ kpj), k ∈ [p]d, is componentwise divisible to the same powers of p as
Ψ(a). Hence, Corollary 6.4 implies

Ea∈(Z/pmZ)d

t∏
i=1

ρfi,ψi(a)(p
m)

pm
1ψi(a)6≡0 (mod pα(p))

= Ea∈(Z/pα(p)Z)d
t∏
i=1

ρfi,ψi(a)(p
α(p))

pα(p)
1ψi(a)6≡0 (mod pα(p)).

Thus, the terms of the first type give rise to the main term of (8.4). Com-
bining parts (a)–(c) of Lemma 6.3 yields the general bound

ρfi,ψi(a)(p
m)

pm
�

m∑
k=0

1ψi(a)≡0 (mod k),

which shows that terms of the second type are bounded by

O((α(p))t)
∑

0≤a1,...,at≤m:
M :=maxi ai≥α(p)

Ea∈(Z/pMZ)d

t∏
i=1

1ψi(a)≡0 (mod pai ).

This proves the above expression for βp. In order to establish the lemma, it
thus remains to bound the sum over divisor densities

δp :=
∑

a1,...,at
M :=maxi ai≥α(p)

αΨ (pa1 , . . . , pat).

Since the coefficients of Ψ̇ are bounded, we have

αΨ (pa1 , . . . , pat) = En∈(Z/pmaxi aiZ)d

t∏
i=1

1ψi(n)≡0 (mod pai ) � p−maxi ai ,

which yields

δp �
∑

a1,...,at
maxi ai≥α(p)

p−maxi ai .

Recall that

α(p) = vp(W ) = (C1 + 1)
log logN

log p
+O(1)
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for some sufficiently large integer C1. Estimating the number of tuples
(a1, . . . , at) with maxi ai = j crudely by (j + 1)t, we conclude that for
p ≤ w(n) = log logN ,

δp �
∑

j≥C1(log logN)/2 log p

p−jjt �
∑

j≥C1(log logN)/2 log p

p−j/2

� (logN)−C1/4.

Hence, (α(p))tδp � (logN)−C1/5, which proves the result.

Proof of Lemma 8.3. We may assume that p is large enough so that
p - D1 . . . Dt. For such primes Lemma 6.3(c) yields

βp = lim
m→∞

Ea∈(Z/pmZ)d
∏
j∈[t]

ρfi,ψi(a)(p
m)

pm

= lim
m→∞

Ea∈(Z/pmZ)d

t∏
i=1

(1− χDi(p)p−1)
∑
j≥0

1pj |ψi(a)χDi(p
j)

=
∑

a1,...,at

α(pa1 , . . . , pat)
∏
j∈[t]

(1− χDj (p)p−1)χDj (paj ).

By splitting the sum
∑

a1,...,at
into terms according to whether no ai is

non-zero, exactly one ai is non-zero, or at least two ai are non-zero, we
obtain

βp =
∑

a1,...,at

α(pa1 , . . . , pat)
∏
j∈[t]

(1− χDj (p)p−1)χDj (paj )

=
∏
j∈[t]

(1− χDj (p)p−1)
{

1 +

t∑
i=1

∑
ai>0

χDi(p
ai)p−ai

}
+O

( ∑
a1,...at

at least two ai>0

α(pa1 , . . . pat)
)
.

Here we used the fact that, for sufficiently large p with respect to t, d and L,
we have α(pa1 , . . . , pat) = p−ai whenever ai is the only non-zero exponent.

It is easy to see that the main term equals 1 +Ot(p
−2). Concerning the

error term, we employ the fact that we are dealing with a finite complexity
system of forms, i.e., no two forms are affinely related. For every p which is
sufficiently large with respect to t, d, L we have

α(pa1 , . . . , pat) ≤ p−maxi6=j(ai+aj) ≤ p−1−maxi ai

whenever at least two ai are non-zero. There are at most tjt−1 choices of
coefficients a1, . . . , at that satisfy maxi ai = j, and thus the contribution of
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the error term to the value of βp may be bounded by

O
(∑
j≥1

tjt−1p−j−1
)

= Ot(p
−2).

This proves the lemma.

Simultaneous majorant. To summarise, we reduced the task of prov-
ing the main theorem to that of proving Proposition 8.1. This will be car-
ried out by the nilpotent Hardy–Littlewood method in the remainder of this
paper. In order to apply the method, specifically Proposition 10.1 below, we
require, for every occurring collection of {r′fi,ci(a) : i = 1, . . . , t}, a ∈ AΨ ,

a pseudorandom majorant that simultaneously majorises all r′fi,ci(a). The

function σ(fi),a : [N/W ]→ R+,

σ(fi),a(m) := Ei∈[t]
β′Di,γ(Wm+ bi(a))ν ′Di,γ(Wm+ bi(a))

CDi,γ
,(8.5)

has the required majorant property.

9. Linear forms and correlation conditions. In this section we
check that the majorant σ(fi),a defined in (8.5) for a collection of W -tricked
representation functions r′f1,c1(a), . . . , r

′
ft,ct(a)

is (after a minor technical mod-

ification) indeed a pseudorandom measure, that is, satisfies the linear forms
and correlation conditions.

Write M = N/W , let M ′ be a prime satisfying M < M ′ ≤ Ot,d,L(M),
and define σ∗(fi),a : [M ′]→ R+ by

σ∗(fi),a(n) =

{
1
2(1 + σ(fi),a(n)) if n ≤M,

1 if M < n ≤M ′.
As is seen in [8, App. D], σ∗(fi),a is D-pseudorandom if the following two

propositions, which are technical reductions of the linear forms and correla-
tion conditions from [8], hold true.

Proposition 9.1 (D-Linear forms estimate). Let 1 ≤ d, t ≤ D and
let (i1, . . . , it) ∈ [t]t be an arbitrary collection of indices. For any finite
complexity system Ψ : Zd → Zt with bounded coefficients ‖Ψ‖N ≤ D and
every convex body K ⊆ [0, N ]d such that Ψ(K) ⊆ [1, N/W ]t, we have

(9.1) En∈Zd∩K
∏
j∈[t]

ν ′Dij ,γ
(Wψj(n) + bij )β

′
Dij ,γ

(Wψj(n) + bij )

=

(
1 +OD

(
Nd−1+OD(γ)

vol(K)

)
+ oD(1)

) t∏
j=1

CDij ,γ

provided γ is small enough.
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Proposition 9.2 (Correlation estimate). For every 1 < m0 ≤ D there
exists a function σm0 : ZM ′ → R+ with bounded moments En∈ZM′σ

q
m0(n)

�m,q 1 such that for every interval I ⊂ ZM ′, every 1 ≤ m ≤ m0 and every
m-tuple (i1, . . . , im) ∈ [t]m and every choice of (not necessarily distinct)
h1, . . . , hm ∈ ZM ′ we have

En∈I
∏
j∈[m]

ν ′Dij ,γ
(W (n+hj)+bij )β

′
Dij ,γ

(W (n+hj)+bij ) ≤
∑

1≤i<j≤m
σm0(hi−hj)

provided γ is small enough.

Recall that the W -tricked majorant ν ′Dj ,γ(Wm+bj(a))β′Dj ,γ(Wm+bj(a))

for r′fj ,a has divisor sum structure:

(9.2) ν ′Dj ,γ(n)β′Dj ,γ(n)

=

( (log logN)3∑
s=2/γ

6 log log logN∑
i=log2 s−2

∑
u∈U(i,s)

∑
d∈〈PDj 〉
(d,uW )=1

∑
v|u

2s1d|n1u|nχ

(
log d

logN2γ

))

×
( ∑
mj∈〈QDj 〉
(mj ,W )=1

χ

(
logmj

logN2γ

)
1m2

j |n

( ∑
ε∈〈QDi 〉
(ε,W )=1

1εm2
j |n
µ(ε)χ

(
log ε

logNγ

))2)
.

The function χ above is a cut-off. As no characters appear in this section,
there is no danger of confusion.

Our strategy to prove the linear forms estimate is as follows. The first
step is to show that in order to asymptotically evaluate (9.1) we may ignore
all terms that arise from divisor densities of dependent divisibility events,
that is, events {n :

∏
i∈[t] 1ai|ψi(n)} where (a1, . . . , at) are not pairwise co-

prime. The second step is the observation that the densities of independent
divisibility events are, up to a small error, independent of the system Ψ
of forms, which will finally allow us to reduce the verification of the linear
forms condition to the task of verifying it separately for each of the two
factors of each of the majorants in the case where Ψ : Z→ Z is the identity
function. The same strategy was used in [18, §6].

The main tool to exploit the divisor sum structure of our majorants is
the following simple lemma (see [8, App. A] for a proof).

Lemma 9.3 (Volume packing argument). Let K ⊆ [−B,B]d be a convex
body and Ψ a system of affine-linear forms. Then∑

n∈Zd∩K

∏
i∈[t]

1di|ψi(n) = vol(K)α(d1, . . . , dt) +O(Bd−1 lcm(d1, . . . , dt)).
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In order to remove the above mentioned dependent divisibility events,
we need to replace χ by a multiplicative function. A way to achieve this has
been found by Goldston and Yıldırım and was employed and modified by
Green and Tao [8] to check the linear forms condition for their majorant
function for W -tricked primes. In this respect, the proof of Proposition 9.1
below builds on [8, App. D]. In particular, we shall employ many of the
small technical arguments from there.

Recall that the cut-off χ was chosen to be a smooth, compactly supported
function. Let ϑ be the modified Fourier transform of χ, defined via

exχ(x) =
�

R

ϑ(ξ)e−ixξ dξ.

Fourier inversion, compact support and smoothness of χ, and partial inte-
gration yield the bound

ϑ(ξ)�A (1 + |ξ|)−A

for all A > 0. Green and Tao make use of this rapid decay to truncate the
integral representation of χ as follows. Let I = {ξ ∈ R : |ξ| ≤ log1/2Nγ},
then for any A > 0,

χ

(
logm

logNγ

)
=

�

R

m
− 1+iξ

logNγ ϑ(ξ) dξ(9.3)

=
�

I

m
− 1+iξ

logNγ ϑ(ξ) dξ +OA(m−1/logN
γ

log−ANγ).

Later on, this truncation will simplify the process of swapping integrals and
summations. We proceed to check the linear forms estimate.

Proof of Proposition 9.1. Define the system Φ = (ϕj)j∈[t] : Zd → Zt by

ϕj(n) := Wψj(n)+ bij . A prime p is called exceptional for Φ if the reduction
of Φ modulo p has affinely dependent forms. For the system defined here, all
exceptional primes are bounded by w(N) + O(D). All information we will
use about Φ is the bound on exceptional primes and the fact that it has finite
complexity. Consider an arbitrary cross term that appears on the left hand
side of (9.1) when inserting the definition (9.2) and fixing the parameters
sj , ij , uj for each factor. That is, we consider

En∈Zd∩K
∏
j∈[t]

( ∑
dj∈〈PDj 〉

(dj ,ujW )=1

∑
vj |uj

2sj1djuj |ϕj(n)χ

(
log dj
logNγ

))

×
∑

mj∈〈QDi 〉
(mj ,W )=1

χ

(
logmj

logNγ

)( ∑
ej∈〈QDi 〉

1ejm2
j |ϕj(n)

µ(ej)χ

(
log ej
logNγ

))2
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=
∑

d,m,e,e′

( ∏
j∈[t]

2sjµ(ej)µ(e′j)τ(uj)
∏
x∈

{dj ,mj ,ej ,e′j}

χ

(
log x

logNγ

))

× En∈Zd∩K
∏
i∈[t]

1uidim2
i εi|ϕi(n)

,

where εi = lcm(ei, e
′
i) and where we denote by bold letters such as d any

t-tuple of positive w(N)-smooth integers which we shall implicitly assume to
satisfy the correct multiplicative restrictions, e.g. di ∈ 〈Pi〉 and (di, viW ) = 1
in this case.

Note that ujdjm
2
jεj = NO(γ) for all summands with non-zero contri-

bution. Indeed, dj , ej , e
′
j ,mj ≤ Nγ by definition of the cut-off. We have

uj < Nγ by construction of the divisor majorant, as the uj arise as di-
visors of certain numbers bounded by Nγ (cf. also the remarks following
Proposition 4.2 of [18]). Therefore, the volume packing lemma implies

En∈Zd∩K
∏
i∈[t]

2siτ(ui)1uidim2
i εi|ϕi(n)

= αΦ(u1d1m
2
1ε1, . . . , utdtm

2
t εt)

∏
i∈[t]

2siτ(ui) +O(Md−1+O(γ)/vol(K)),

where the bound 2sj ≤ 2(log logN)3 � Mγ allowed to hide the factors 2sj in
the error term.

Since ujdjm
2
jεj = NO(γ), there are only NO(γ) terms altogether in all

sums of the majorant, including those over sj , ij and uj . This and the
boundedness of χ imply that the volume packing error term has a total
contribution of O(Md−1+O(γ)/vol(K)) towards (9.1), and we are left with
the main term, that is,∑
d,m,e,e′

αΦ((uidim
2
i εi)i∈[t])

∏
j∈[t]

2sjµ(ej)µ(e′j)τ(uj)
∏

x∈{dj ,mj ,ej ,e′j}

χ

(
log x

logNγ

)
.

Next we show that we may assume that each ui is coprime to ujdjm
2
jεj for

all j 6= i and that (ui, dim
2
i εi) = 1. These properties yield

αΦ(u1d1m
2
1ε1, . . . , utdtm

2
t εt) = αΦ(d1m

2
1ε1, . . . , dtm

2
t εt)

1

u1 . . . ut
.

We shall also abbreviate u = (u1, . . . , ut), implicitly assuming that the con-
ditions uj ∈ U(ij , sj) on these tuples still apply.
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Claim 2. For all choices of (sj)j∈[t] and (ij)j∈[t] we have∑
d,m,e,e′

∑
u

αΦ((uidim
2
i εi)i∈[t])

∏
j∈[t]

2sjµ(ej)µ(e′j)τ(uj)

×
∏

x∈{dj ,mj ,ej ,e′j}

χ

(
log x

logNγ

)

=
∑

d,m,e,e′

αΦ((dim
2
i εi)i∈[t])

∑′

u1,...,ut

∏
j∈[t]

2sjτ(uj)

uj
µ(ej)µ(e′j)

×
∏

x∈{dj ,mj ,ej ,e′j}

χ

(
log x

logNγ

)
+OD(N−(log logN)−4

),

where
∑′ indicates that the sum is extended only over choices (u1, . . . , ut)

satisfying the coprimality conditions (ui, ujdjm
2
jεj) = 1 whenever i 6= j and

(ui, dim
2
i εi) = 1 for i ∈ [t].

Proof. We have to bound the contribution from the excluded choices of
(u1, . . . , ut). Any prime divisor of any ui is at least as large as N1/(log logN)3

by construction. Thus, whenever the coprimality conditions fail, the divis-
ibility events we are considering are included in {n : p2 |

∏
i∈[t] φi(n)} for

some p > N1/(log logN)3 . By finite complexity and the bounds on exceptional
primes of Φ, we have∑
N(log logN)−3

<p<Nγ

En∈Zd∩K1p2|
∏
i φi(n)

�t

∑
N(log logN)−3

<p<Nγ

p−2 = Ot(N
−(log logN)−3

).

We will make use of this with the help of Cauchy–Schwarz. Since 2sj ≤
2(log logN)3 and since χ2 is at most 1, we can crudely bound the following
second moment:

En∈Zd∩K
∏
i∈[t]

( ∑
d,m,u,e,e′

1uidim2
i εi|ψi(n)

2siτ(ui)
∏

x∈{dj ,mj ,ej ,e′j}

χ2

(
log x

logNγ

))2

� 22t(log logN)3
∏
i∈[t]

(
En∈Zd∩K

( ∑
d,m,u,e,e′∈[Nγ ]t

1uidim2
i εi|ψi(n)

τ(ui)
)2t)1/t

� (logN)O(t)22t(log logN)3 .

The combination of these two bounds proves the claim.

Note that the same argument furthermore shows that the main term
from Claim 2 equals
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(9.4)∑
d,m,e,e′

αΦ((dim
2
i εi)i∈[t])

∏
j∈[t]

∑
uj

2sjτ(uj)

uj
µ(ej)µ(e′j)

∏
x∈

{dj ,mj ,ej ,e′j}

χ

(
log x

logNγ

)

+OD(N−(log logN)−4
).

Thus, we are left with the main term in (9.4). We proceed by inserting the
integral representation (9.3) of each of the 4t factors involving χ. Multiplying
out this product we obtain a main term and a number of error terms. Since
χ(logm/logNγ) � m−1/ logN

γ
, all these error terms may be seen to be

of the same form, which allows us to combine them into one error term.
Writing zj,k = (1 + iξj,k)/logNγ for j ∈ [t], k ∈ [4] and noting that |zj,k| �
(logNγ)−1/2, we see that the main term from (9.4) is equal to

(9.5)
∑

d,m,e,e′

(∏
i∈[t]

∑
ui

2siτ(ui)

ui

)
αΦ(d1m

2
1ε1, . . . , dtm

2
t εt)

×
{ �

I

. . .
�

I

∏
j∈[t]

µ(ej)µ(e′j)e
−zj,1
j e′j

−zj,2d
−zj,3
j m

−zj,4
j

∏
k∈[4]

ϑ(ξj,k) dξj,k

+OA

(
log−ANγ

∏
j∈[t]

(eje
′
jdjmj)

−1/ logNγ
)}
.

The error term here indeed has small contribution: On the one hand, we
have ∑

s1,...,st

∑
i1,...,it

∏
j∈[t]

∑
uj∈U(ij ,sj)

2sjτ(uj)

uj
= O(1).

See the proof of [18, Proposition 4.2] for details. On the other hand, the
divisor sum is bounded:∑

d,m,e,e′

αΦ(d1m
2
1ε1, . . . , dtm

2
t εt)

∏
j∈[t]

(eje
′
jdjmj)

−1/logNγ

=
∑

d,m,e,e′

∏
p>w(N)

pai‖dim2
i εi

αΦ(pa1 , . . . , pat)
∏
j∈[t]

p
a′j ‖eje′jdjmj

(paj+a
′
j )−1/logN

γ

�
∏

p>w(N)

(1 + p−(1+1/logNγ))−O(t) � (logN)O(t).

Here, we crudely bounded the number of occurring t-tuples (a1, . . . , at) that
satisfy maxi ai = k by kO(t) and apply to each of these tuples the bound
αΦ(pat , . . . , pat)� p−k.

Thus, when we choose A in (9.5) sufficiently large, the error term above
makes a total contribution of �A log−A/2Nγ .
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It remains to estimate the main term from above. Changing the order of
summation and integration leads to an absolutely convergent sum in the in-
tegrand. Since the range of integration is compact, this change is permitted,
and hence the main term is equal to

(9.6)
�

I

. . .
�

I

( ∑
d,m,e,e′

(∏
i∈[t]

∑
ui

2siτ(ui)

ui

)
αΦ((dkm

2
kεk)k∈[t])

×
∏
j∈[t]

µ(ej)µ(e′j)e
−zj,1
j e′j

−zj,2d
−zj,3
j m

−zj,4
j

) ∏
k∈[4]

ϑ(ξj,k) dξj,k.

Our next aim is to show that all relevant terms in the integrand are in fact
the independent terms, that is, they are those terms for which the t products
uidim

2
i εi, i ∈ [t], are pairwise coprime. This will eventually allow us to swap

the sums with the product while only introducing a small error. For the ui
we have just done this.

Since each entry of d, m, e, and e′ is completely composed of primes
greater than w(N), the following claim holds.

Claim 3. We have∑
d,m,e,e′

αΦ((dim
2
i εi)i∈[t])

∏
j∈[t]

µ(ej)µ(e′j)e
−zj,1
j e′j

−zj,2d
−zj,3
j m

−zj,4
j

= (1 +OD(w(N)−1))

×
∑′

d,m,e,e′

αΦ((dim
2
i εi)i∈[t])

∏
j∈[t]

µ(ej)µ(e′j)e
−zj,1
j e′j

−zj,2d
−zj,3
j m

−zj,4
j ,

where
∑′ indicates that the summation is extended only over choices of

t-tuples that satisfy the coprimality condition (dimiεi, di′mi′εi′) = 1 for any
i 6= i′.

Proof. Note that the summand is multiplicative and may be written as
a product over primes p > w(N). Any summand

αΦ((dim
2
i εi)i∈[t])

∏
j∈[t]

µ(ej)µ(e′j)e
−zj,1
j e′j

−zj,2d
−zj,3
j m

−zj,4
j

with entries failing coprimality may be factorised into a product of one factor
of the same form that satisfies coprimality and one factor for which every
prime p that appears as a divisor of some dimiεi divides at least another
di′mi′εi′ , i

′ 6= i. For a fixed tuple (k1, . . . , kt) of the latter type (that is, p | ki
implies p |

∏
i′ 6=i ki′), the contribution may be bounded as follows employing

the triangle inequality:
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α(k1, . . . , kt)

×
∣∣∣ ∑′

d,m,e,e′

(dimiεi, k1...kt)=1

αΦ((dim
2
i εi)i∈[t])

∏
j∈[t]

µ(ej)µ(e′j)e
−zj,1
j e′j

−zj,2d
−zj,3
j m

−zj,4
j

∣∣∣
= α(k1, . . . , kt)

×
∣∣∣ ∏
p|k1...kt

(1 +O(p−1))

×
∑′

d,m,e,e′

αΦ((dim
2
i εi)i∈[t])

∏
j∈[t]

µ(ej)µ(e′j)e
−zj,1
j e′j

−zj,2d
−zj,3
j m

−zj,4
j

∣∣∣
≤ α(k1, . . . , kt)

∏
p|k1...kt

(1 +O(p−1))

×
∣∣∣∣ ∑′

d,m,e,e′

αΦ((dim
2
i εi)i∈[t])

∏
j∈[t]

µ(ej)µ(e′j)e
−zj,1
j e′j

−zj,2d
−zj,3
j m

−zj,4
j

∣∣∣.
Next, we bound the sum over all terms α(k1, . . . , kt)

∏
p|k1...kt(1 + O(p−1))

that occur. Written as a product over primes, a crude bound for this quantity
is given by∏
p>w(N)

{
1 +

∑
a1,...,at

at least two
ai>0

O(a41 + · · ·+ a4t )αΦ(pa1 , . . . , pat)
(
1 +O(p−1)

)}
− 1,

where we used the very crude bound τ5(p
ai) � a4i on the generalised di-

visor function τ5. The five factors correspond to di, m
2
i , εi/ei, εi/e

′
i and

eie
′
i/εi. To further bound the above expression, we observe that the number

of tuples (a1, . . . , at) with maxi ai = k is at most tkt−1. For such choices
of (a1, . . . , at), we have

∑
i a

4
i ≤ tk4 and αΦ(pa1 , . . . , pat) ≤ p−k−1, since Φ

has finite complexity and at least two of the ai are non-zero. Further, for
large enough p, we have p−kt2kt−3(1 + O(p−1)) < p−3k/4 for all k ≥ 1. We
certainly may assume that N is large enough for p > w(N) to satisfy this
condition. Thus∑
a1,...,at

at least two
ai>0

O(a41+· · ·+a4t )αΦ(pa1 , . . . , pat)(1+O(p−1)) ≤
∑
k≥1

p−3k/4−1 ≤ p−3/2.

Since ∏
p>w(N)

(1 + p−3/2)− 1 ≤
∑

n>w(N)

n−3/2 � w(N)−1/2,

the result follows.
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Note that in the above claim

(9.7)
∑′

d,m,e,e′

αΦ((dim
2
i εi)i∈[t])

∏
j∈[t]

µ(ej)µ(e′j)e
−zj,1
j e′j

−zj,2d
−zj,3
j m

−zj,4
j

=
∑′

d,m,e,e′

∏
j∈[t]

µ(ej)µ(e′j)

djm2
jεj

e
−zj,1
j e′j

−zj,2d
−zj,3
j m

−zj,4
j .

The last step of the rearrangement is to show that we may swap the inner
product and sum in the integrand.

Claim 4. The sum and product in (9.7) may be interchanged:∑′

d,m,e,e′

∏
j∈[t]

µ(ej)µ(e′j)

djm2
jεj

e
−zj,1
j e′j

−zj,2d
−zj,3
j m

−zj,4
j

= (1 +O(w(N)−1/2))
∏
j∈[t]

∑
dj ,mj ,ej ,e′j

µ(ej)µ(e′j)

djm2
jεj

e
−zj,1
j e′j

−zj,2d
−zj,3
j m

−zj,4
j .

Proof. The proof is essentially the same as the one of the previous
claim.

The next claim will imply that the integral (9.6) equals, up to a small
error, the integral of the main term from Claim 4.

Claim 5.

�

I

. . .
�

I

∣∣∣∣ ∏
j∈[t]

∑
dj ,mj ,ej ,e′j

µ(ej)µ(e′j)

djm2
jεj

e
−zj,1
j e′j

−zj,2d
−zj,3
j m

−zj,4
j

∏
k∈[4]

ϑ(ξj,k)

∣∣∣∣
×

∏
(j′,k′)∈[t]×[4]

dξj′,k′ = O(1).

Proof. (Cf. [8, equation (D.23) and the proof thereof ].) We begin by
writing the integrand as a product over primes∣∣∣∣ ∏
j∈[t]

∑
dj ,mj ,ej ,e′j

µ(ej)µ(e′j)

djm2
jεj

e
−zj,1
j e′j

−zj,2d
−zj,3
j m

−zj,4
j

∏
k∈[4]

ϑ(ξj,k)

∣∣∣∣
�A

∏
j∈[t]

∏
k∈[4]

(1 + |ξj,k|)−A

×
∏
q∈Qj

(1− q−1−zj,1 − q−1−zj,2 + q−1−zj,1−zj,2)
∏
p∈Pj

(1− p−1−zj,3)−1.

For <s > 0, the prime number theorem in arithmetic progressions yields∑
p∈Qi

p−1−s =
1

2
log

1

s
+ODi(1).
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This also holds for Pi in place of Qi. Thus, if we choose A sufficiently large,
the above is seen to be bounded by∏
j∈[t]

∏
k∈[4]

(1 + |ξj,k|)−A

×
∏
q∈Qj

(1− q−1−zj,1 − q−1−zj,2 + q−1−zj,1−zj,2)
∏
p∈Pj

(1− p−1−zj,3)−1

�
∏
j∈[t]

∏
k∈[4]

(1 + |ξj,k|)−A|zj,1|1/2|z′j,2|1/2|zj,1 + z′j,2|−1/2|zj,3|−1/2

� logtNγ log−tNγ
∏
j∈[t]

(1 + |ξj,1|)1/2(1 + |ξj,2|)1/2
∏
k∈[4]

(1 + |ξj,k|)−A

�
∏
j∈[t]

∏
k∈[4]

(1 + |ξj,k|)−A/2.

For any A > 2 the integral of the final expression is O(1).

Together with Claim 3, equation (9.7) and Claim 4, the above claim
implies that the integral (9.6) is given by(∏
i∈[t]

∑
ui

2siτ(ui)

ui

) �

I

. . .
�

I

∏
j∈[t]

∑
dj ,mj ,ej ,e′j

µ(ej)µ(e′j)

djm2
jεj

e
−zj,1
j e′j

−zj,2d
−zj,3
j m

−zj,4
j

×
∏
k∈[4]

ϑ(ξj,k)
∏

(j′,k′)∈[t]×[4]

dξj′,k′ + o(1).

After removing the truncation of the integral again, the latter expression is
seen to equal(∏
i∈[t]

∑
ui

2siτ(ui)

ui

) ∏
j∈[t]

∑
dj ,mj ,ej ,e′j

µ(ej)µ(e′j)

djm2
jεj

∏
x∈{ej ,e′j ,mj ,dj}

χ

(
log x

logNγ

)
+o(1).

Putting everything together, we have shown that

En∈Zd∩K
∏
j∈[t]

ν ′Dij ,γ
(ϕj(n))β′Dij ,γ

(ϕj(n))

= (1 +Od(w(N)−1/2))

×
∏
j∈[t]

( ∑
sj ,ij ,uj

∑
dj

∑
mj ,ej ,e′j

2sjτ(ui)

uj

µ(ej)µ(e′j)

djm2
jεj

×
∏

x∈{ej ,e′j ,mj ,dj}

χ

(
log x

logNγ

)
+ o(1)

)
.
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The last expression now is independent of Φ. Applying the asymptotic in
each of the known one-dimensional cases

En≤Nν ′Dij ,γ(n)β′Dij ,γ
(n) = CDij ,γ + o(1),

where Φ : Z → Z is given by the identity, implies that each of the factors
above is of the correct form. This completes the proof of the proposition.

Proof of Proposition 9.2. The proof of the correlation estimate follows
in a very similar manner to those of the corresponding estimates for the di-
visor function majorant in [18, §7] and the von Mangoldt function majorant
from [8, App. D]. We restrict attention to the case of pairwise distinct hi;
the remaining case follows, as before, by choosing σm0(0) sufficiently large.
Employing the volume packing lemma, we may show as in [18, §7] that

En∈I
∏
j∈[m]

ν ′Dij ,γ
(W (n+ hj) + bij )β

′
Dij ,γ

(W (n+ hj) + bij )

�
∏
p|∆

p>w(N)

∑
a1,...,am

α(pa1 , . . . , pam),

where ∆ :=
∏
j 6=j′(W (hj−hj′)+bij−bij′ ). This estimate allows us to proceed

as in [18, §7].

10. Application of the transference principle. This section pro-
vides a quick overview of the results around the von Neumann theorem and
the inverse theorem for the Gowers norms. We apply these results at the
end of the section to reduce Proposition 8.1 to a non-correlation estimate.

In the dense setting, that is, if g : Z → R is a bounded function with
asymptotic density, the Gowers uniformity norms, defined as

‖g‖Us[N ] :=
(
Ex∈[N ]Eh∈[N ]s

∏
ω∈{0,1}s

g(x+ ω · h)
)1/2s

,

capture all information on the correlations of g with respect to finite com-
plexity systems. This generalises as follows.

Proposition 10.1 (Green–Tao [8], generalised von Neumann theorem).
Let t, d, L be positive integer parameters. Then there are constants C1 and D,
depending on t, d and L, such that the following is true. Let C with C1 ≤
C ≤ Ot,d,L(1) be arbitrary and suppose that N ′ ∈ [CN, 2CN ] is a prime. Let
ν : ZN ′ → R+ be a D-pseudorandom measure, and suppose that f1, . . . , ft :
[N ] → R are functions with |fi(x)| ≤ ν(x) for all i ∈ [t] and x ∈ [N ].
Suppose that Ψ = (ψ1, . . . , ψt) is a finite complexity system of affine-linear
forms whose linear coefficients are bounded by L. Let K ⊂ [−N,N ]d be a
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convex body such that Ψ(K) ⊂ [1, N ]t. Suppose also that

(10.1) min
1≤j≤t

‖fj‖Ut−1[N ] = o(1).

Then ∑
n∈K

∏
i∈[t]

fi(ψi(n)) = o(Nd).

Establishing the Gowers uniformity condition (10.1) itself is a task that
is conceptually equivalent to that of finding an asymptotic for the expression∑

n∈K
∏
i∈[t] f(ψi(n)) directly, and should therefore not be any easier. The

specific system of affine-linear forms that appears in the definition of the
uniformity norms, however, allows an alternative characterisation of Gowers
uniform functions.

A characterisation of Gowers uniform functions. Whether or not
a function f is Gowers uniform, is characterised by the non-existence or
existence of a polynomial nilsequence (2) that correlates with f . On the one
hand, correlation with a nilsequence obstructs uniformity:

Proposition 10.2 (Green–Tao [8, Cor. 11.6]). Let s ≥ 1 be an integer
and let δ ∈ (0, 1) be real. Let G/Γ = (G/Γ, dG/Γ ) be an s-step nilmanifold
with some fixed smooth metric dG/Γ , and let (F (g(n)Γ ))n∈N be a bounded
s-step nilsequence with Lipschitz constant at most L. Let f : [N ] → R
be a function that is bounded in the L1-norm, that is, assume ‖f‖L1 =
En∈[N ]|f(n)| ≤ 1. If furthermore

En∈[N ]f(n)F (g(n)Γ ) ≥ δ

then

‖f‖Us+1[N ] �s,δ,L,G/Γ 1.

An inverse result to this statement has been known as the Inverse Con-
jecture for the Gowers norms for some time and has recently been resolved
(see [11]). The inverse conjectures are stated for bounded functions. With
our application to the normalised divisor function in mind, we only recall
the transferred statement (cf. [8, Prop. 10.1]) here.

Proposition 10.3 (Green–Tao–Ziegler, relative inverse theorem for the
Gowers norms). For any 0 < δ ≤ 1 and any C ≥ 20, there exists a finite
collection Ms,δ,C of s-step nilmanifolds G/Γ , each equipped with a metric
dG/Γ , such that the following holds. Given any N ≥ 1, suppose that N ′ ∈
[CN, 2CN ] is prime, that ν : [N ′] → R+ is an (s + 2)2s+1-pseudorandom
measure, and that f : [N ]→ R is any arithmetic function with |f(n)| ≤ ν(n)

(2) For definitions of nilmanifolds and nilsequences, see, for instance, [10].
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for all n ∈ [N ] and such that

‖f‖Us+1[N ] ≥ δ.
Then there is a nilmanifold G/Γ ∈Ms,δ,C in the collection and a 1-bounded
s-step nilsequence (F (g(n)Γ ))n∈N on it that has Lipschitz constant Os,δ,C(1),
such that we have the correlation estimate

|En∈[N ]f(n)F (g(n)Γ )| �s,δ,C 1.

This inverse theorem now reduces the required uniformity-norm estimate
(10.1) to the potentially easier task of proving that the centralised version
of f does not correlate with polynomial nilsequences.

10.1. Reduction of the main theorem to a non-correlation es-
timate. We already reduced the main theorem to the W -tricked version
given in Proposition 8.1, which we now restate:

Proposition 8.1. Let Ψ : Zd → Zt be a finite complexity system of
forms, let a ∈ AΨ , and let Ψ̃ : Zd → Zt be the translate of Ψ defined as in
Section 8. Then

Em∈Zd∩K′
t∏
i=1

r′fi,ci(a)(ψ̃(m)) = 1 + ot,d,L(1),

where K ′ ⊆ [−N/W,N/W ]d is a convex body such that WΨ̃(K ′) + c(a) ⊆
[1, N ]t.

Writing

Em∈Zd∩K′
t∏
i=1

r′fi,ci(a)(ψ̃(m)) = Em∈Zd∩K′
t∏
i=1

((
r′fi,ci(a)(ψ̃(m))− 1

)
+ 1
)

and multiplying out, we obtain a constant term 1 and all other terms are of
a form the generalised von Neumann theorem applies to, provided we can
show that

‖r′fi,ci(a) − 1‖Ut−1 = o(1)

for all i ∈ [t]. By the inverse theorem, it suffices to show that

|En∈[N/W ](r
′
fi,ci(a)

(n)− 1)F (g(n)Γ )| = oG/Γ,t(1)

for all (t−2)-step nilsequences (g(n)Γ )n≤N/W and 1-bounded Lipschitz func-
tions F . This task will be carried out in Sections 14–18.

11. Non-correlation with nilsequences. The so far standard line
of attack to obtain a result of the form ‘the function h does not correlate
with k-step nilsequences’ is to employ the Green–Tao factorisation theorem
[10, 1.19], which allows us to reduce this task to the case where the nilse-
quence is close to being equidistributed. A separate estimate which shows
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that h does not correlate with periodic (nil)sequences allows us to further as-
sume that the Lipschitz function involved has zero mean, that is,

	
G/Γ F = 0.

Periodic sequences are regarded as major arcs. We have already deduced a
major arc estimate in Section 7.1. The remaining case with the strong as-
sumption that the nilsequence behaves in a very equidistributed way corre-
sponds to the minor arc analysis of the classical Hardy–Littlewood method
(cf. the discussion in [9, §4]). The procedure of passing to the equidistributed
(minor arc) case is fairly independent of the individual problem and is com-
pletely described in §2 of [9]. Thus, we restrict our attention here to providing
the necessary major and minor arc estimates specific to our problem and
only summarise the procedures from [9] we employ.

Our approach to the minor arc estimate is modelled on a strategy one
might choose in the classical setting: If θ is a rational that belongs to a
suitably chosen notion of ‘minor arc’, then one obtains an upper bound for
the expression

En≤Nrf (n)e(θn) =
1

N

∑
x,y

f(x,y)≤N

e(θf(x, y)) =
1

N

∑
x,y

f(x,y)≤N

e(θ(ax2+bxy+cy2))

by splitting into suitable summation ranges, fixing either x or y, and apply-
ing Weyl’s inequality (3). Thus, in our case, we aim to employ the quadratic
structure of the form f by means of Weyl’s inequality in order to deduce
the estimate

En≤Nrf (n)F (g(n)Γ ) = o(1)

for sufficiently equidistributed sequences (g(n)Γ )n≤N . When working with
a sequence (F (g(n)Γ ))n∈[N ] directly, Weyl’s differencing trick may only be
employed locally on so called generalised Bohr neighbourhoods, where one
can make the locally polynomial structure of a nilsequence explicit (cf. the
approach in [7]).

The crucial fact that makes Weyl’s differencing trick work for exponential
sums is that the exponential function is a group homomorphism. Since F
is a Lipschitz function, one expects it to have a good, i.e. short, Fourier
approximation. In general, elements of a Fourier basis in the non-abelian
case arise from characters, i.e. homomorphisms. Thus there is a good chance
that it is possible to employ Weyl’s inequality globally for elements of the
Fourier basis and hence for a short Fourier approximation of a Lipschitz
function.

In our case, the situation is considerably simplified by the availability
of a complete quantitative equidistribution theory for polynomial orbits on
nilmanifolds, which has been worked out by Green and Tao in [10]. In partic-

(3) See the next section for more details.
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ular, their generalisation of Leon Green’s theorem (‘Quantitative Leibman
theorem’ [10, Thm. 1.16]) asserts that any polynomial sequences on a nil-
manifold G/Γ is δ-equidistributed (4) if and only if its projection on the
horizontal torus is δ′-equidistributed, where the dependence is polynomial.
The horizontal torus bears the advantage of being isomorphic to an ordinary
torus Rdab/Zdab . Consequently, we need not consider the representation the-
ory on nilpotent Lie groups and their homogeneous spaces; analysing the
projected sequence on the horizontal torus by standard Fourier analysis,
or even the quantitative version of Weyl’s equidistribution theory, is suffi-
cient. (The latter theory will actually reduce matters to looking at sequences
Z→ R/Z arising from horizontal characters.)

Our strategy, after reducing to the equidistributed case, is the following:
Let P denote a polynomial of degree d. Then equidistribution of (g(n)Γ )n≤N
on G/Γ implies that (π ◦ g(n))n≤N is equidistributed on the horizontal
torus, which implies, as a consequence of Weyl’s equidistribution theory,
that (π ◦ g(P (n)))n≤N1/d is equidistributed on the horizontal torus, which

implies that (g(P (n))Γ )n≤N1/d is equidistributed on G/Γ . The distribution
of polynomial subsequences was not considered in [10], but will follow from
results of that paper. These results will be proved in Sections 14 and 15.

For the above strategy to work, a strong major arc analysis is required,
because the W -trick introduces very large coefficients into the quadratic
forms under consideration. For the major arc analysis, we rely on the obser-
vation that all of these large coefficients turn out to be entirely composed of
small prime factors. We briefly describe in the next section how this infor-
mation is used to choose major and minor arcs in the classical setting. The
general case will be carried out in Section 15 (especially Corollary 15.2 and
Proposition 15.4 which deal with polynomial subsequences that have large
but smooth coefficients) and Section 16, which provides a factorisation of
polynomial sequences into major and minor arcs.

12. A special choice of major and minor arcs is necessary. In
this section we describe briefly and solely for motivational purposes how the
major and minor arcs are chosen in the model case of correlation with linear
phase functions e(θn) instead of general nilsequences. Here the task is to
show that

En≤N (r′f,β(n)− 1)e(θn) = o(1).

In Section 7.1, we saw that r′f,β − 1 does not correlate with any q-periodic
function of w(N)-smooth period q, provided N/q is still quite large. It is
therefore possible to choose the major arcs to consist of all rationals θ ∈ [0, 1)
that are close to a rational with w(N)-smooth denominator: in that case

(4) The quantitative notion of equidistribution is recalled in Section 14.
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e(nθ) is close to a periodic function with w(N)-smooth period. The minor
arcs then comprise all θ that are not close to rationals with w(N)-smooth
denominators. For such a ‘minor arc’ θ, we automatically have En≤Ne(θn)
= o(1).

Thus, we define the major arcs to be

M :=
⋃
q∈Q

Mq,

where Q is the following set of all not too large w(N)-smooth denominators:

Q := {1 ≤ q ≤ N ε : p | q ⇒ p ≤ w(N)}
and where Mq is the set of real numbers that are well approximated by some
rational with w(N)-smooth denominator:

Mq :=

{
θ :

∣∣∣∣θ − α

q

∣∣∣∣ ≤ 1

qN1−ε for some (α, q) = 1

}
.

The reason behind this choice of major arc is the following. When we
pass to W -tricked versions of the representation function, which are up to
normalisation of the form n 7→ rf (Wn+ β), then this restriction to a linear
substructure cannot directly be expressed by the quadratic form f . For the
minor arcs treatment, we, however, hope to work with the quadratic form
directly. We will therefore consider all choices (x′, y′) ∈ [W ]2 such that
f(x′, y′) ≡ β (mod W ) and consider for each choice the quadratic form
f(Wx+ x′,Wy + y′) in x, y. Fixing either x or y, we hope to apply Weyl’s
inequality when θ 6∈M to estimate∑
n≤(N−β)/W

r(Wn+ β)e(θn)

=
∑

x′,y′∈[W ]

f(x′,y′)≡β (modW )

∑
x,y

f(Wx+x′,Wy+y′)≤N

e

(
θ(f(Wx+ x′,Wy + y′)− β)

W

)
.

Here we obtain for fixed x′, y′ and either fixed x or fixed y a quadratic
inside the exponential with leading coefficient θWa or θWc where a and c
are coefficients of f . For the application of Weyl’s inequality, we require that
this leading coefficient is close to a rational with large denominator.

Since acW � No(1), the choice of major and minor arcs guarantees that,
when θ 6∈M, i.e. ∣∣∣∣θ − α

q

∣∣∣∣ ≤ 1

qN1−ε

for some q that has a prime factor > w(N), or satisfies q > N ε, then∣∣∣∣aWθ − α′

q′

∣∣∣∣ ≤ 1

qN1−ε−o(1) ,
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where q′ has a prime factor > w(N), or satisfies q′ > N ε−o(1). Thus, aWθ
can still be thought of as minor arc, when replacing N by N1−o(1).

13. A brief overview of the concepts around nilsequences. Let
G be a connected, simply connected, k-step nilpotent Lie group, and let Γ
be a discrete co-compact subgroup. Then G/Γ is called a k-step nilmanifold.
A filtration G• of G is a sequence of subgroups

G = G0 = G1 ≥ G2 ≥ · · · ≥ Gd ≥ Gd+1 = {idG}
such that for any d ≥ i, j ≥ 0 the commutator group [Gi, Gj ] is a subgroup
of Gi+j . The filtration is said to have degree d if Gd+1 is the first element
in the sequence that is trivial. By definition, a nilpotent group always has a
filtration.

The quantitative analysis carried out in [10] relies on the existence of a
certain type of basis, a Mal’cev basis, for the Lie algebra g of G. Adapted
to any filtration, there exists a Mal’cev basis for g that parametrises via the
exponential map both the groups in the filtration and the uniform subgroup
Γ in a very natural way. For each such basis X , Green and Tao introduce
a metric dX for G and its quotient G/Γ in [10, Def. 2.2], which then allows
them to define Lipschitz functions on G/Γ , and also to introduce a notion
of slowly varying (or smooth) sequences (ε(n))n∈Z that take values in G.
Despite the fact that any of the statements on nilsequences require a fixed
choice of Mal’cev basis X and corresponding metric dX , we will not need to
directly work with any of the specific properties of either of these objects:
they will only implicitly be present through the results from [10] we build on.
For this reason, we content ourselves with referring to [10, §2 and App. A]
for background and exact definitions.

Definition 13.1 (Polynomial sequence; [10, Def. 1.8]). Let g : Z → G
be a G-valued sequence, and define the discrete derivative

∂hg(n) := g(n+ h)g(n)−1 for each h ∈ Z.

Then g is a polynomial sequence with coefficients in G• when for every
i ∈ {0, . . . , d+ 1}, and every choice of h1, . . . , hi ∈ Z all ith derivatives sat-
isfy ∂hi . . . ∂h1g(n) ∈ Gi. We write poly(Z, G•) for all polynomial sequences
adapted to G• and say they are of degree d, where d is the degree of the
filtration.

Two facts about polynomial sequences are of particular importance. The
first is a theorem of Lazard: poly(Z, G•) forms a group; see [10, §6] for a
proof and the reference to the original work. The second important property
is a more explicit description of polynomial sequences. It is shown in [10, §6
and the remarks following Def. 1.8] that every polynomial sequence can

be written in the form g(n) = a
p1(n)
1 . . . a

pk(n)
k , where k is some integer,
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a1, . . . , ak ∈ G, and p1, . . . , pk : Z → Z are polynomials. Observe that, if

the sequence gi defined by gi(n) = a
pi(n)
i belongs to poly(Z, G•), then the

assertion that the discrete derivatives of order d + 1 all equal idG directly
translates to deg(pi) ≤ d. In general the degree of the polynomial sequence
g is much larger than the degrees of the polynomial exponents p1, . . . , pk
that appear in the above mentioned representation.

Definition 13.2 (Horizontal torus). Write π : G → (G/Γ )ab :=
G/([G,G]Γ ) for the canonical projection of G on the abelianisation of G/Γ .
(G/Γ )ab is called the horizontal torus of G.

We will extensively work with horizontal characters η : G→ R/Z. These
are additive homomorphisms that annihilate Γ . Note that when g has de-
gree d, that is, when g has coefficients in a filtration of degree d, then the
projection η ◦ g can be written as an ordinary polynomial of degree at most
d taking values in R/Z.

[10, Def. 2.6] defines the notion of the modulus |η| of a horizontal char-
acter. All that is important to us is that ‖η‖Lip � |η|.

14. Reduction from nilmanifolds to the abelian setting. In this
section we provide the tool for passing from a general nilmanifold to the
abelian setting of the horizontal torus. We caution, however, that by far
the largest amount of the real work behind these results is hidden in the
application of [10, Thm. 1.16], while the converse statements we prove are
fairly straightforward.

Integral to all what follows are the two quantitative notions of equidis-
tribution that were introduced in [10, Def. 1.2]:

Definition 14.1 (Quantitative equidistribution, [10]). Let G/Γ be a
nilmanifold endowed with Haar measure and let δ1, δ2 ∈ (0, 1) be parameters.
A finite sequence (g(n)Γ )n≤N is said to be δ1-equidistributed if∣∣∣En∈[N ]F (g(n)Γ )−

�

G/Γ

F
∣∣∣ ≤ δ1‖F‖Lip

for all Lipschitz functions F : G/Γ → C with

‖F‖Lip := ‖F‖∞ + sup
x,y∈G/Γ, x6=y

|F (x)− F (y)|
dG/Γ (x, y)

.

(g(n)Γ )n≤N is said to be totally δ2-equidistributed if∣∣∣En∈PF (g(n)Γ )−
�

G/Γ

F
∣∣∣ ≤ δ2‖F‖Lip

for all Lipschitz functions F as above and all arithmetic progressions P ⊆
[N ] of length |P | ≥ δ2N .
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For polynomial sequences these two notions of equidistribution are equiv-
alent in the sense that every totally δ2-equidistributed sequence is δ2-equi-
distributed, and every δ1-equidistributed sequence is totally δ2(δ1)-equi-
distributed, where δA1 ≤ δ2(δ1) ≤ δ1 for some A only depending on the
degree of the sequence, and the dimension and step of the nilmanifold. (As
this observation will not be used later on, a proof is omitted.)

We set out by recalling the quantitative version of Weyl’s inequality from
[10], and the notion of smoothness norms in terms of which this inequality
is phrased.

Any polynomial g : Z→ R/Z of degree ≤ d has an expansion of the form

g(n) = α0 + α1

(
n

1

)
+ · · ·+ αd

(
n

d

)
.

The smoothness norm of g is defined by

‖g‖C∞[N ] := sup
1≤j≤d

N j‖αj‖R/Z.

This norm was introduced in [10, Def. 2.7] as a measure of slow variation of
polynomial sequences on tori. Indeed,

‖g(n)− g(n− 1)‖R/Z �d ‖g‖C∞[N ]/N.(14.1)

For us it will be more convenient to work with the coefficients of the ordinary
representation of g. When g(n) = βdn

d + βd−1n
d−1 + · · · + β0, then (cf. [9,

Lemma 3.2]) there is q ≥ 1 with q = Od(1) such that

‖qβj‖R/Z � N−j‖g‖C∞[N ](14.2)

for j = 1, . . . , d. This follows by expressing each βj as a linear combination
of αi. The coefficients appearing are bounded by Od(1).

In the other direction we can show

‖g‖C∞[N ] � sup
1≤j≤d

N j‖j!βj‖R/Z.(14.3)

Indeed, j!βj is a linear combination of αi, i ≥ j, where the coefficient of αj
is 1 and all other coefficients are Od(1). Let j0 be the maximal index for
which ‖g‖C∞[N ] = N j0‖αj0‖. Then N i‖αi‖ < N j0‖αj0‖ for all i > j0. Thus

‖αi‖ < N j0−i‖αj0‖. Then ‖j0!βj0‖ = ‖αj0‖(1 +Od(N
−1)), which proves the

result.

Part (a) of the following is Green and Tao’s Proposition 4.3 from [10].
While the latter is quite a deep result, its converse, which we prove as
part (b), is rather straightforward.

Proposition 14.2 (Weyl).

(a) Suppose that g : Z → R is a polynomial of degree d, and let 0 < δ
< 1/2. If (g(n) (mod Z))n∈[N ] is not δ-equidistributed in R/Z, then
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there is an integer k with 1 ≤ k � δ−Od(1) such that ‖kg‖C∞[N ] �
δ−Od(1).

(b) Suppose that the parameter δ = δ(N) ∈ (0, 1) satisfies δ−t �t N
for all t ∈ N. Further, suppose there are positive integers k1, . . . , kd
satisfying kj � δ−2

d−j
such that

‖kjαj‖R/Z ≤ δ−2
d−j
/N j .

Then, provided N is large enough, there is some positive integer A =
Od(1) such that (g(n) (mod Z))n∈[N ] is not totally δA-equidistributed
in R/Z.

Remarks. (1) The precise choice of exponents in the bounds δ−2
d−j

is
not important to this result, but we will later make use of the fact that this
way kdkd−1 . . . kd−j � δ−2

j+1+1.

(2) In part (b), the conditions ‖kjαj‖R/Z ≤ δ−2
d−j
/N j can be replaced

by ‖kjβj‖R/Z ≤ δ−2
d−j
/N j as they imply ‖kjj!βj‖R/Z � δ−2

d−j
/N j .

Proof. To prove (b), put k = lcm(k1, . . . , kd). Then, by the assumption
on δ,

‖kαj‖R/Z ≤ δ−A
′
/N j = o(1)

for some A′ = Od(1) for each j ∈ [d]. Consider the sequence

(g(kn))n∈[(N/k)δ2A′ ].

By (14.1), each g(kn) in the range satisfies ‖g(k) − g(kn)‖ � δA
′
. Thus

e ◦ g = exp(2πig(·)) is almost constant on this range and we obtain, for N
sufficiently large,∣∣∣En∈[(N/k)δ2A′ ]e(g(kn))−

�

R/Z

e(x) dx
∣∣∣ ≥ 1−

(
2πδ−A

′
δ2A

′
N

N

)2

� δA
′‖e‖Lip,

that is, (g(n) (mod Z))n≤N is not totally δ2A
′
/k = δOd(1)-equidistributed.

The equidistribution of nilsequences is related to the equidistribution of
certain polynomial sequences via the following projection theorem.

Proposition 14.3 (Green–Tao ‘Quantitative Leibman theorem’). Let
m, d, N be positive integers, and let δ ∈ (0, 1/2) be a parameter. Let G/Γ
be an m-dimensional nilmanifold together with a filtration G• of degree d
and a δ−1-rational Mal’cev basis adapted to this filtration. Suppose that g ∈
poly(Z, G•). Then there are positive constants B and B′, only depending
on m and d, such that the following holds. If (g(n)Γ )n≤N is not totally
δ-equidistributed in G/Γ , then there is a non-trivial horizontal character
η of modulus |η| � δ−Om,d(1) such that (η ◦ g(n))n≤N is not totally δB-
equidistributed in R/Z.
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Conversely, if there is a non-trivial horizontal character η of modulus
|η| � δ−1 such that (η ◦ g(n))n≤N fails to be totally δ-equidistributed in
R/Z, then (g(n)Γ )n≤N is not totally δB

′
-equidistributed in G/Γ .

Proof. If (g(n)Γ )n≤N is not totally δ-equidistributed, then there is a
progression P = {p0, p0 + q, . . . , p0 + `q} of length at least δN such that the
sequence (g(n)Γ )n∈P fails to be δ-equidistributed. Define g′ ∈ poly(Z, G•)
by g′(n) := g(qn + p0). Then [10, Thm. 2.9] implies that there is a non-
trivial horizontal character η : G → R/Z of modulus |η| � δ−Om,d(1) such
that ‖η ◦ g′‖C∞[δN ] � δ−Om,d(1). By Proposition 14.2(b), this implies that

η ◦ g fails to be totally δB-equidistributed for some B = Om,d(1).
In the other direction, if there is a non-trivial horizontal η of modulus

bounded by δ−1 such that (η◦g(n))n≤N fails to be totally δ-equidistributed,
then we again find a progression P = {p0, p0 + q, . . . , p0 + `q} of length at
least δN such that the sequence (η ◦g(n)Γ )n∈P fails to be δ-equidistributed.
By Proposition 14.2(a) we have

‖η ◦ g(p0 + jq)− η ◦ g(p0 + (j − 1)q)‖R/Z � δ−Om,d(1)/N(14.4)

for all j ∈ {1, . . . , `}. Since η is an additive character on a compact group,
we have

	
(G/Γ )ab

e(η(x)) dx = 0. Consider the subprogression

P ′ = {p0, p0 + q, . . . , p0 + `′q} ⊂ P,
where `′ = δB

′
N , with B′ = Om,d(1) large enough so that (14.4) guarantees

‖η ◦ g(p0)− η ◦ g(p0 + jq)‖R/Z ≤
|P ′|

NδOm,d(1)
≤ 1

4π

for all j, 0 ≤ j ≤ `′. This implies∣∣∣En∈P ′ e(η ◦ g(n))−
�

G/Γ

e(η(x)) dx
∣∣∣ = |En∈P ′ e(η ◦ g(n))| > 1

2
,

using the fact that <(e(x)) = cos(2πx) ≥ 1− (2πx)2 > 1/2 for x ≤ 1/4.
Since ‖e ◦ η‖Lip(G/Γ ) � ‖e‖Lip(R/Z)‖η‖Lip(G/Γ ) � δ−Om,d(1), where the

bound on the Lipschitz constant of η comes from the bound on the modulus
(cf. [10, Def. 2.6]) of the character, we may in fact choose B′ = Om,d(1)
large enough to ensure that also

1/2 > δB
′‖e ◦ η‖Lip.

Thus, (g(n))n≤N is not totally δB
′
-equidistributed in G/Γ .

15. Equidistribution of polynomial subsequences via Weyl’s in-
equality. With the help of the quantitative Leibman theorem (Proposi-
tion 14.3), which reduces questions about the equidistribution of polynomial
nilsequences to questions about the equidistribution of polynomials taking
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values in R/Z, we analyse in this section the distribution of polynomial
subsequences of polynomial orbits.

The first result states that on the torus, polynomial subsequences of δ-
equidistributed sequences are equidistributed too. Before stating this propo-
sition properly we give an informal description of its contents here. A poly-
nomial g : Z→ R/Z is equidistributed if and only if one of its coefficients is
irrational. Quantitative equidistribution is an assertion on whether or not
there is a Lipschitz function F : R/Z→ C for which |En≤NF (g(n))−

	
R/Z F |

fails to be small. Approximating the Lipschitz function F by a Fourier se-
ries, one sees that studying this quantity is equivalent to studying the ex-
ponential sums En≤Ne(ωg(n)) for certain rational ω. The latter is naturally
approached by Weyl’s inequality which then shows that the quantitative
equidistribution of g is an assertion about whether or not there is a co-
efficient of g that is not close to a rational with small denominator. This
rational approximation property is preserved when we consider composi-
tions g ◦ P of g with an integral polynomial P whose leading coefficient is
not too large. To see this we only need to consider the case where g has a
‘highly irrational’ coefficient. Take the largest-index coefficient of g which is
‘highly irrational’ and call it βi0 . Then we may check that the largest-index
coefficient of g ◦ P which arises from the highly irrational coefficient βi0 of
g is still considerably irrational. (Some bounds on the lower coefficients of
P are needed in order to avoid cancellation.)

Proposition 15.1 (Equidistribution of polynomial subsequences: abel-
ian case). Suppose that g : Z → R is a polynomial of degree d and that

P (n) =
∑d′

i=0 γin
i is a polynomial with integer coefficients of degree d′ such

that the leading coefficient γd′ is bounded by L0, while all other coefficients
satisfy the inequality γi ≤ N (d′−i)/d′. Let 0 < δ < 1/2 and suppose δ−t �t

N for all t ∈ N. Then there is some integer A = Od(1) such that when
(g(n) (mod Z))n∈[N ] is totally δ-equidistributed and when L0 ≤ δ−1/A, then

(g ◦ P (n) (mod Z))n∈[N1/d′ ] is totally δ1/Od,d′ (1)-equidistributed.

Proof. Since g is totally δ-equidistributed, Proposition 14.2(b) implies
that there is an integer A′ = Od(1) such that no d-tuple of positive in-

tegers k1, . . . , kd satisfies simultaneously kj � δ−2
d−j/A′ and ‖kjβj‖ �

δ−2
d−j/A′/N j for all j = 1, . . . , d. We deduce that there is some index i0

among them such that ‖ki0βi0‖ � δ−2
d−i0/A′N−i0 does not hold for any

ki0 � δ−2
d−i0/A′ . Suppose i0 is maximal with this property. Then for all `

with i0 < ` ≤ d we find κ` � δ−2
d−`/A′ such that

‖κ`β`‖ ≤ δ−2
d−`/A′N−`.(15.1)

For any j ∈ {1, . . . , d}, considering the jth term of
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d∑
j=0

βj(P (n))j = g ◦ P (n)

we have

βj(P (n))j = βj(γd′)
jnjd

′
+ βjQj(n),

where Qj(n) is a polynomial of degree ≤ jd′ − 1 such that the coefficient of

ni for any i is bounded by Od,d′(N
jN−i/d

′
δ−j/A) since

(P (n))j =
( d′∑
t=1

γtn
t
)j

=
∑

(t1,...,tj)∈[d′]j
γt1 . . . γtjn

t1+···+tj

and

γt1 . . . γtj ≤ L
j
0N

j−(t1+···+tj)/d′ .

Define σi, i = 0, . . . , dd′, to be the following coefficients

dd′∑
i=0

σin
i = g ◦ P (n) =

d∑
j=0

βj(P (n))j .

Comparing coefficients, each σi may be written as a linear combination of βj
with j ≥ i/d′; σjd′ is the σ-coefficient of largest index whose representation
in terms of β’s contains βj , which appears with coefficient (γd′)

j in the
representation.

Next, we aim to show that there is A′′ = Od,d′(1) such that every choice

of k1, . . . , kdd′ with kj ≤ δ−2
dd′−j/A′′ for each j ∈ {1, . . . , dd′} contains some

kj0 such that

‖kj0σj0‖ > δ−2
dd′−j0/A′′N−j0/d

′
.

This, when applied with kj = qk for any k ≤ δ−1/A
′′
, would in view of

(14.2) imply ‖kjg ◦ P‖C∞[N1/d′ ] � δ−1/A
′′
, from which the result follows by

Proposition 14.2(a).

We will show that we can pick j0 = i0d
′. Thus, suppose for contradiction

that

‖ki0d′σi0d′‖ ≤ δ−2
dd′−i0d

′
/A′′N−i0(15.2)

holds for some ki0d′ ≤ δ−2
dd′−i0d

′
/A′′ . Note that

ki0d′σi0d′ = ki0d′(γd′)
i0βi0 +

∑
`>i0

ki0d′C`β`,

where the C` are integers of order Od,d′(N
`−i0δ−d/A) as can be deduced from
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the equation

C` =
∑

t1,...,t`∈[d′]
t1+···+t`=i0d′

γt1 . . . γt` .

We wish to discard all the terms with ` > i0 in the above expression for
ki0d′σi0d′ in order to deduce that βi0 is well approximable by rationals, which
will hopefully lead us to the sought-for contradiction. Thus, in view of (15.1),
we multiply the above expression for ki0d′σi0d′ by κ :=

∏
`>i0

κ`. Inequality
(15.2) yields

‖κki0d′σi0d′‖ � δ−2
dd′−i0d

′
/A′′δ−(2

0+···+2d−i0−1)/A′N−i0

= δ−2
dd′−i0d

′
/A′′δ−(2

d−i0−1)/A′N−i0 .

Writing k̄ = ki0d′(γd′)
i0
∏
`>i0

κ`, we have

ki0d′σi0d′
∏
`>i0

κ` = k̄βi0 + ki0d′
∑
`>i0

κC`β`,

where in view of (15.1) and the bound on the C`,

‖ki0d′κC`β`‖ � δ−2
dd′−i0d

′
/A′′δ−(2

0+···+2d−i0−1)/A′N−`N `−i0δ−d/A

= δ−2
dd′−i0d

′
/A′′δ−(2

d−i0−1)/A′δ−d/AN−i0 .

Recalling that δ−t �t N for all t ∈ N, this upper bound is seen to be
o(1). Together with the bound on ‖κki0d′σi0d′‖ this allows us to employ the
triangle inequality provided N is large enough that no wrap-around issues
can occur. In particular, this allows us to deduce that

‖k̄βi0‖ � δ−2
dd′−i0d

′
/A′′δ−(2

d−i0−1)/A′δ−d/AN−i0 .

When we choose A′′ = 2dd
′+1A′ and A = 2dA′ (to ensure that Lj0 ≤ δ−d/A ≤

δ−1/(2A
′)), this translates to

‖k̄βi0‖ � δ−2
d−i0/A′N−i0 ,

while we obtain the following bound on k̄:

k̄ ≤ δ−2dd
′−i0d

′
/A′′Li00 δ

−2d−i0−1/A′ ≤ δ−2d−i0/A′ .

Hence, we obtained a contradiction to the rational non-approximability
properties of βi0 .

Next, we slightly extend this result. Consider the binary quadratic form
f(x, y) for fixed y and its restriction to subprogressions modulo q in the x
variable:

f(qx+ r, y) = aq2x2 + x(2aqr + bqy) + (ar2 + bry + cy2).
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This defines a quadratic polynomial P (x) := γ2x
2 + γ1x+ γ0 := f(qx+ r, y)

in x. Being interested in (x, y) such that f(x, y) ≤ N , we may suppose
that y � N1/2. Further assume that q is k-smooth (we will be interested
in the case q = W ) and satisfies q � No(1). Then the coefficients of this
quadratic polynomial in x have the following properties: γ2 is k-smooth, and
γ2 � q2N (2−2)/2, γ1 � q1N (2−1)/2, γ0 � q0N (2−0)/2.

The proposition below is tailored to address polynomials with these spe-
cific properties.

Proposition 15.2. Let 0 < δ < 1/2 and suppose δ−t �t N for all
t ∈ N. Let k be a positive integer and suppose that the polynomial sequence
g : Z → R, g(n) =

∑d
j=0 βjn

j, has the property that for every k-smooth

integer q with q ≤ No(1), for every choice of k1, . . . , kd with 0 < kj ≤ δ−2
d−j

for j = 1, . . . , d, and for every sufficiently large N , we have

sup
1≤j≤d

‖qjkjβj‖δ2
d−j

(N/q)j ≥ 1.

If P (n) =
∑d′

i=0 γin
i is an integer-coefficient polynomial of degree d′ whose

leading coefficient is a k-smooth integer satisfying γd′ < No(1), while all
other coefficients satisfy γi ≤ N (d′−i)/d′γd′

i/d′, we obtain a conclusion similar
to the one in the previous proposition:

There is a k-smooth number q̃ with q̃ � No(1) such that each of the se-
quences (g◦P (q̃n+r)(modZ))n∈[(N/γd′ q̃d

′ )1/d′ ] for r ∈ [q̃] is totally δ1/Od,d′ (1)-

equidistributed, provided N is large enough.

Remark. The unconventional form of the inapproximability conditions
imposed on the βi comes from our choice of major and minor arcs (cf.
Proposition 15.4 below and the next section).

Proof. Consider q := γd′ , and let, as in the previous proof, i0 be the
maximal index for which

‖qi0ki0βi0‖δ2
d−i0

(N/q)i0 � 1

for all ki0 ≤ δ−2
d−i0 . Thus, for ` > i0 there are κ` ≤ δ−2

d−`
such that

‖q`κ`β`‖ � δ−2
d−`

(N/q)−`.(15.3)

We wish to employ this information to proceed as in the previous proof,
that is, we wish to assume for contradiction that all coefficients of g ◦P are
close to rationals. In particular this would apply to the (i0d

′)th coefficient.
Writing that coefficient as a linear combination of β’s we would then like
to deduce that βi0 has to be close to a rational, which produces a contra-
diction. Unfortunately, the above information is not quite sufficient for our
purposes yet: we require similar bounds on ‖κ`β`‖ instead of on ‖q`κ`β`‖.
To work around this, we pass to higher powers qt of q, aiming to find a
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small t and an index it such that ‖qtditkitβit‖ � δ−2
d−it (N/qdt)−it , while

‖qt`k`β`‖ � δ−2
d−`

(N/qt)−` for ` > it. The gap between qtdit and qt` (for
` > it) introduced by the extra factor d will be sufficient to analyse g ◦P on
subprogressions modulo qtd/d

′
.

Returning to the proof, note that (15.3) implies

‖qt`κ`β`‖ ≤ q(t−1)`‖q`κ`β`‖ � δ−2
d−`

(N/qt)−`

for ` > i0 and for all positive integers t. By assumption on the rationality
properties of the βj , j = 1, . . . , d, there is an index i1, which by the previous
observation necessarily satisfies i1 ≤ i0, such that

‖q2i1ki1βi1‖δ2
d−i1

(N/q2)i1 � 1

for all ki1 ≤ δ−2
d−i1 .

Proceeding like this, we obtain a decreasing sequence i0 ≥ i1 ≥ i2
≥ · · · of positive integers such that for every j the following two families of
inequalities hold:

‖q(j+1)ijkijβij‖ � δ−2
d−ij

(N/qj+1)−ij

for all kij ≤ δ−2
d−ij

, and for every ` with d ≥ ` > ij there is κ` ≤ δ−2
d−`

such that

‖q(j+1)`κ`β`‖ � δ−2
d−`

(N/qj+1)−`.

By positivity of the indices ij , there is t = Od,d′(1) such that it−1 = it = it′
for all t < t′ ≤ tdd′. Setting τ = tdd′, we therefore have

‖q(1+τ)itkitβit‖δ2
d−it

(N/q1+τ )it � 1(15.4)

for all kit ≤ δ−2
d−it , while we find for every ` > it a positive integer κ` ≤

δ−2
d−`

such that

‖qt`κ`β`‖ � δ−2
d−`

(N/qt)−`.(15.5)

Now recall that d′ = deg(P ) and consider the sequence

g(P (qτ/d
′
n+ r))n∈[(N/qτ+1)1/d

′
]

for an arbitrary r ∈ [qτ/d
′
]. Defining coefficients σi by

dd′∑
i=0

σin
i = g(P (qτ/d

′
n+ r)) =

d∑
j=0

βj(P (qτ/d
′
n+ r))j ,

we have

σitd′ = βit(γd′q
τ )it +

∑
`>it

β`q
τitC`,(15.6)
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with integer coefficients C`. We need a bound on C` and proceed to show
that C` = O(N `−itqit). Expanding out products yields

(P (nqτ/d
′
+ r))` =

( d′∑
j=1

γj(q
τ/d′n+ r)j

)`
=

∑
(j1,...,j`)

∈[d′]`

γj1 . . . γj`
∑

(u1,...,u`)≤
(j1,...,j`)

(
j1
u1

)
. . .

(
j`
u`

)
(qτ/d

′
n)u1+···+u`r(j1−u1)+···+(j`−u`).

Consider any term involving (qτ/d
′
n)itd

′
= qτitnitd

′
.

If j1 + · · · + j` = u1 + · · · + u` = itd
′, then the coefficient of qτitnitd

′
is

γj1 . . . γj` ≤ N `−itqit . If j1+· · ·+j` > u1+· · ·+u` = itd
′, then the coefficient

of (qtn)itd
′

is bounded by Od,d′(γj1 . . . γj`r
`d′) = Od,d′(N

`−it−1/d′q`r`d
′
) =

O(N `−it), since r < qτ/d
′ � No(1). Thus in total, C` = O(N `−itqit).

We return to analysing the rational approximations of the individual
terms of (15.6). Notice that τ ≥ t` for all ` ∈ [d]. Thus (15.5) guarantees

for ` > it the existence of κ` ≤ δ−2
d−`

such that

‖β`κ`qτitC`‖ � δ−2
d−`
N−`qτitC` � δ−2

d−`
N−it(qτ+1)it .(15.7)

We are finally in a position to show that there is A = Od,d′(1) such that

g(P (qτ/d
′
n+ r))n∈[(N/qτ+1)1/d

′
]

is totally δ1/A-equidistributed. More precisely, we show that there is A′ =

Od,d′(1) such that for every kitd′ ≤ δ−2
dd′−itd

′
/A′ ,

‖kitd′σitd′‖ > (N/qτ+1)−itδ−2
d′(d−it)/A′ .

Hence the result follows from Proposition 14.2(a). Suppose for contradiction
that

‖kitd′σitd′‖ ≤ (N/qτ+1)−itδ−2
d′(d−it)/A′

for some kitd′ ≤ δ−2
dd′−itd

′
/A′ . Let κ := κd . . . κit+1 (or κ = 1 when the

product is empty), then, since κ` ≤ δ−2
d−`

,

‖κkitd′σitd′‖ � (N/qτ+1)−itδ−2
d′(d−it)/A′δ−(2

d−it−1).

Considering the summands in (15.6), the bounds (15.7) imply

‖β`κqτitC`‖ � δ−(2
d−it−1)δ−2

d′(d−it)/A′N−it(qτ+1)it .

Appealing to the assumptions that both q and δ−1 are bounded by No(1),
the above is seen to equal O(N−1+o(1)) = o(1) since it ≥ 1. Thus, provided
N is large enough, no wrap-around issues appear when examining the cir-
cle norm ‖kitd′κσitd′‖ and we obtain the following statement on rational
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approximation of βit :

‖kitd′κβit(γd′qτ )it‖ = ‖kitd′κβit(qτ+1)it‖ =
∥∥∥kitd′κσitd′ −∑

`>it

β`κq
τitC`

∥∥∥
≤ |kitd′κσitd′ |+

∑
`>it

|β`κqτitC`|

� δ−(2
d−it−1)δ−2

d′(d−it)/A′N−it(qτ+1)it .

Choosing A′ = 2d
′(d−it), this shows that there is k̄, namely k̄ = kitd′κa

it ,

bounded by δ−2
d−it such that

‖k̄βitqτ+1‖ � δ−2
d−it

(N/qτ+1)−it ,

contradicting (15.4).

Combining either of the previous two results with the quantitative Leib-
man theorem yields the general case of the equidistribution theorem for
subsequences.

Proposition 15.3 (Equidistribution of polynomial subsequences). Let
N , d, d′ be positive integers, let L0 and δ ∈ (0, 1/2) be parameters, and
suppose that δ−t �t N for all t ∈ N. Let g ∈ poly(Z, G•) be a polynomial
sequence of degree d and suppose that the finite orbit (g(n)Γ )n∈[N ] is totally
δ-equidistributed in G/Γ . Let P : Z→ Z be an integer-coefficient polynomial
of degree d′ whose coefficients are bounded by L0.

Then there is some A = Od,d′(1) such that whenever LA0 < δ, then the

polynomial subsequence ((g ◦ P )(n))n∈[(N/γd′ )1/d
′
] is totally δ1/Od,d′ (1)-equi-

distributed on G/Γ .

Proof. We first pass to the abelian setting: by Proposition 14.3, there are
constants A,A′ = Om,d(1) such that every sequence (η◦g(n))n∈[N ] for a hor-

izontal character η of modulus at most δ−A is totally δ1/A
′
-equidistributed.

Applying Proposition 15.1, we deduce that for each such character η the
sequence (η ◦ g ◦ P (n))n∈[(N/γd′ )1/d

′
] is totally δ1/Od,d′,m(1)-equidistributed in

R/Z. An application of the other direction of Proposition 14.3 then allows
us to return to G/Γ and deduce the stated equidistribution property of
(g ◦ P (n))n∈[(N/γd′ )1/d

′
] in G/Γ .

Similarly, Proposition 15.2 results in an assertion for polynomial orbits
on general nilsequences:

Proposition 15.4. Let N , d, d′, k be positive integers, and let δ ∈
(0, 1/2) be such that δ−t �t N for all t ∈ N. Let g ∈ poly(Z, G•) be a
polynomial sequence of degree d and suppose that for every k-smooth number
q with q � No(1), the sequence (g(qn)Γ )n∈[N/q] is totally δ-equidistributed
in G/Γ .
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Suppose further that P : Z → Z is an integer-coefficient polynomial of

degree d′ as in Proposition 15.2. That is, if P (n) =
∑d′

i=0 γin
i, then γd′ is

a k-smooth integer with γd′ < No(1), while all other coefficients satisfy the

inequality γi ≤ N (d′−i)/d′γ
i/d′

d′ .

Then there is a k-smooth number q̃ with q̃ � No(1) such that each of the
sequences (g ◦ P (q̃n + r)Γ )n∈[(N/γd′ q̃d

′ )1/d′ ] for r ∈ [q̃] is totally δ1/Od,d′ (1)-

equidistributed in G/Γ , provided N is large enough.

Proof. Let η : G/Γ → R/Z be an arbitrary non-trivial horizontal charac-
ter of modulus bounded by δ−Om,d(1) and suppose that η ◦ g has the polyno-
mial representation η◦g(n) =

∑d
j=0 βjn

j in R/Z. Let q ≤ No(1) be k-smooth
and consider the sequence

(η ◦ g(qn)Γ )n∈[N/q].

By the equidistribution assumption on the subsequences of g, and by Propo-
sitions 14.3 and 14.2(b), there is an integer B = Od(1) such that for every

choice of k1, . . . , kd with 0 < kj ≤ δ−2
d−j/B for j = 1, . . . , d, and for every

sufficiently large N , we have

sup
1≤j≤d

‖qjkjβj‖δ2
d−j/B(N/q)j ≥ 1.

Thus, with δ1/B in place of δ, the conditions of Proposition 15.2 are satisfied
and hence there is q̃ � No(1) such that for every r ∈ [q̃] the sequence

(η ◦ g ◦ P (q̃n+ r) (mod Z))n∈[(N/γd′ q̃)1/d
′
]

is totally δ1/Od,d′ (1)-equidistributed in R/Z, provided N is large enough. An
application of Proposition 14.3 to get back to G/Γ gives the result.

16. The factorisation into minor and major arcs. In view of the
previous section, a ‘minor arc sequence’ g ∈ poly(Z, G•) should satisfy the
conditions of Proposition 15.4 in order to guarantee its applicability. That
is, given k ∈ N, δ = δ(N) ∈ (0, 1/2), and R� No(1), the sequence g should
have the property that for every k-smooth number q ≤ R the finite sequence
(g(qn)Γ )n∈[N/q] is δ-equidistributed in G/Γ .

In this section we will achieve a factorisation of an arbitrary polynomial
sequence g into a product εg′γ, where ε is slowly varying (‘smooth’), γ
is periodic with a k-smooth common difference, and g′ has the ‘minor arc
property’ described above. We will ensure that g′ satisfies a slightly stronger
version of this: when we restrict g′ to subprogressions on which γ is constant
and on which ε is almost constant, then the restricted sequence still enjoys
the ‘minor arc property’.

This factorisation will be obtained by iteration of the Green–Tao fac-
torisation theorem [10, Thm. 1.19] employing its dimension reduction as a
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guarantee for termination of the iteration. Before we state the factorisation
theorem, we recall the notion of smoothness of sequences.

Definition 16.1 ((M,N)-smooth sequence, [10, Def. 1.18]). Let G/Γ
be a nilmanifold together with a Q-rational Mal’cev basis X and metric
d = dX . Let (ε(n))n∈Z be a sequence in G, and let M,N ≥ 1. Then ε is said
to be (M,N)-smooth if both d(ε(n), idG) ≤M and d(ε(n), ε(n−1)) ≤M/N
are satisfied for all n ∈ [N ].

In the later iteration of the Green–Tao factorisation theorem we will
encounter a product of smooth sequences, which needs to be shown to be
smooth itself. Notice therefore that, when (ε(n))n∈Z is (M,N)-smooth and
when (ε′(n))n∈Z is (M,N/q)-smooth, then the triangle inequality and right-
invariance of the metric d yield

d(ε(qn+ j)ε′(n), idG) ≤ d(ε(qn+ j), idG) + d(ε′(n), idG) ≤ 2M

for all n ∈ [N/q]. Employing also the approximate left-invariance of d (see
[10, Lemma A.5]), we obtain

d(ε(qn+ j)ε′(n), ε(q(n− 1) + j)ε′(n− 1)) ≤ 2qQO(1)M/N.

Thus, (ε(qn+ j)ε′(n))n∈Z is (2QO(1)M,N/q)-smooth.

The tool to split into major and minor arcs is the following Green–Tao
factorisation theorem.

Theorem 16.2 (Green–Tao, [10, Thm. 1.198]). Let m, d ≥ 0, and let
Q0, N ≥ 1 and A > 0 be real numbers. Suppose that G/Γ is an m-dimensio-
nal nilmanifold together with a filtration G• of degree d. Suppose that X is a
Q0-rational Mal’cev basis X adapted to G• and that g ∈ poly(Z, G•). Then

there is an integer Q with Q0 ≤ Q� Q
OA,m,d(1)
0 , a rational subgroup G′ ⊆ G,

a Mal’cev basis X ′ for G′/Γ ′ in which each element is a Q-rational combi-
nation of the elements of X , and a decomposition g = εg′γ into polynomial
sequences ε, g′, γ ∈ poly(Z, G•) with the following properties:

(1) ε : Z→ G is (Q,N)-smooth;
(2) g′ : Z→ G′ takes values in G′, and the finite sequence (g′(n)Γ ′)n∈[N ]

is 1/QA-equidistributed in G′/Γ ′, using the metric dX ′ on G′/Γ ′;
(3) γ : Z → G is Q-rational, and (γ(n)Γ )n∈Z is periodic with period at

most Q.

The proof of our modified factorisation theorem will proceed via an iter-
ative application of the theorem stated above. Our next aim is to prove an
auxiliary lemma which will guarantee that the iteration process stops after
finitely many steps. The way this goal is attained is to ensure that every time
we refine our splitting of [N ] into subprogressions, the polynomial sequence
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g we try to factorise fails to be totally equidistributed (with some param-
eter) on each of the new subprogressions. This way an application of the
factorisation theorem on any new subprogression yields a lower dimensional
rational subgroup.

Lemma 16.3. Let G/Γ be an m-dimensional nilmanifold and let g ∈
poly(G•,Z) be a polynomial sequence of degree d. Let δ ∈ (0, 1/2) be such
that δ−t �t N for all t ∈ N. Further let a ≤ δ−1 be an integer, and b ∈ [a].
Suppose that (g(q(an+ b))Γ )n∈[N/q] fails to be δ-equidistributed in G/Γ for

some q � No(1). Then there is some B = Om,d(1) such that each of the se-
quences (g(n(aq)d+r)Γ )n∈[N/qd] for r ∈ [(aq)d] fails to be δB-equidistributed
in G/Γ .

Proof. By Propositions 14.3 and 14.2(a), there is a non-trivial horizontal
character η of modulus bounded by δ−Om,d(1) such that the function h : Z→
R/Z defined by h(n) := η ◦ g(q(an + b)) satisfies ‖h‖C∞[N/aq] � δ−Om,d(1).

Let η ◦ g(n) =
∑d

j=0 βjn
j and η ◦ g(q(an+ b)) =

∑d
j=0 σjn

j be polynomial
representations in R/Z. Then

sup
1≤j≤d

‖σj‖(N/aq)j � δ−Om,d(1).

Since

σj = βj(aq)
j +

∑
`>j

(
`

j

)
β`(aq)

j(bq)`−j ,(16.1)

we find, using a downward induction starting with j = d, that

‖βj(aq)d‖ � δ−Om,d(1)N−j(aq)d = o(1).

Indeed, for j = d the assertion is immediate. Suppose now it holds for
j ∈ {j0 + 1, . . . , d} for some j0 ≥ 1. We proceed to check the case where
j = j0 by analysing (16.1) for j = j0, multiplied through by t = (aq)d−j0 .
Observe that for all positive integers t and for all i ∈ {1, . . . , d},

‖σit‖ � t‖σi‖ � tN−i(aq)iδ−Om,d(1).

By the assumptions on δ, a and q, this bound is o(1) when t = (aq)d−j0

and i = j0. Similarly, the induction hypothesis implies that for every ` ∈
{j0 + 1, . . . , d} and all t we have

‖β`(aq)dt‖ � t‖β`(aq)d‖ � tN−`(aq)dδ−Od,m(1),

which certainly is o(N−j0(aq)dδ−Od,m(1)) if we set t = (qb)`−j0 . This allows
us to apply the triangle inequality to split up ‖σj0(aq)d−j0‖ in the manner
of (16.1) to deduce the assertion for j0.

Next, pick r ∈ [(aq)d] and define σ̃0, . . . , σ̃d such that η ◦ g((aq)dn+ r) =∑d
j=0 σ̃jn

j ; then
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σ̃j =

d∑
`=j

(
`

j

)
r`−j(aq)jdβ`.

Since jd ≥ d for all j ∈ {1, . . . , d}, we have∥∥∥∥(`j
)
r`−j(aq)jdβ`

∥∥∥∥� (
`

j

)
r`−j(aq)(j−1)d‖(aq)dβ`‖

�d r
`−j(aq)jdN−`δ−Od,m(1) �d (aq)`dN−`δ−Od,m(1).

By the assumptions on δ and q, this bound equals o(1) and hence we can
apply the triangle inequality to split up ‖σ̃j‖:

‖σ̃j‖ �d

d∑
`=j

(aq)`dN−`δ−Od,m(1) �d (N/(aq)d)−jδ−Od,m(1).

By Propositions 14.2(b) and 14.3, this implies the result.

Now we finally turn to the modified factorisation theorem which gives
the correct type of minor arcs.

Theorem 16.4 (Modified factorisation theorem). Let m, d,N,A ≥ 1
be integers, and let k,Q0, R ≥ 1 be integer parameters. Suppose that G/Γ
is a m-dimensional nilmanifold together with a filtration G• of degree d.
Suppose that X is a Q0-rational Mal’cev basis X adapted to G• and that
g ∈ poly(Z, G•). Suppose further that Q0 � log k and k,R = O(No(1)).

Then there is an integer Q with Q0 ≤ Q � Q
OA,m,d(1)
0 , and a partition

of [N ] into at most Rdm disjoint subprogressions P , each of length at least
N/Rdm and each of k-smooth common difference bounded by Rdm such that
the restriction of (g(n))n∈P to any of the progression P can be factorised as
follows.

There is a rational subgroup G′ ≤ G, depending on P , and a Mal’cev
basis X ′ for G′/Γ ′ such that every element of X ′ is a Q-rational combination
of elements from X (that is, each coefficient is rational of height bounded
by Q). Suppose P = {n ≡ r (mod q)}. Then we have a factorisation

g(qn+ r) = εP (n)g′P (n)γP (n),

where εP , g
′
P , γP are polynomial sequences from poly(Z, G•) with the prop-

erties

(1) εP : Z→ G is (Q,N/q)-smooth;
(2) g′P : Z→ G′ takes values in G′ and for each k-smooth number q̃ ≤ R

the finite sequence (g′P (q̃n)Γ ′)n≤N/(qq̃) is totally Q−A-equidistributed
in G′/Γ ′;

(3) γP : Z → G is Q-rational and (γi(n)Γ )n∈Z is periodic with a k-
smooth period which is bounded by RmdQ.
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Proof. We may suppose that g does not satisfy (2), that is, there is
some k-smooth integer q1 ≤ R and b1 < a1 ≤ QA0 such that (g(q1(a1n +
b1))Γ )n≤N/q1 fails to be Q−A0 -equidistributed. Writing z1 := (a1q1)

d, Lemma
16.3 implies that each of the sequences (g(z1n + r1)Γ )n≤N/z1 with r1 ∈
[z1] fails to be Q−AA

′

0 -equidistributed for some A′ = Om,d(1). Now, we run
through all r1 ∈ [z1] in turn.

Applying the factorisation theorem in its original form to any of these

sequences yields some Q1 � Q
O(A,m,d)
0 , a proper Q1-rational subgroup G1 <

G of dimension strictly smaller than m, and a factorisation

g(z1n+ r1) = εr1(n)g′r1(n)γr1(n)

where the finite sequence (g′r1(n)Γ1)n≤N/z1 is totally Q−A1 -equidistributed in

G1/Γ1 := G1/(Γ ∩G1).

If g′r1 isQ−A1 -equidistributed on every subprogression {n≡b2 (mod a2q2)}
of k-smooth common difference a2q2, where b2 < a2 < QA1 and q2 < R, then
we stop (and turn to the next choice of r1). Otherwise, invoking Lemma 16.3
again, there is a k-smooth integer a2q2 as above such that with z2 := (a2q2)

d

the finite sequence (gr1,r2(n))n≤N/(z1z2) defined by gr1,r2(n) := g′r1(z2n+ r2)

is not Q−A1 -equidistributed for any r2 ∈ [z2]. We proceed as before.
This process yields a tree of operations which has height at most m =

dimG, since each time the factorisation theorem is applied a new sequence
g′r1,...,ri is found that takes values in some strictly lower dimensional sub-
manifold Gi = Gi(r1, . . . , ri) of Gi−1(r1, . . . , ri−1). Thus, we can apply the
factorisation theorem at most m times in a row before the manifold involved
has dimension 0.

The tree we run through starts with g, which has z1 neighbours gr1 , one
for each r1 ∈ [z1]. Each gr1 has z2 = z2(r1, r2) neighbours gr1,r2 , one for each
r2 ∈ [z2], etc.

As a result, we obtain a decomposition of the range [N ] into at most
R2dm subprogressions of the form

P = {z1(z2(. . . (ztm+ rt) . . . ) + r2) + r1 : m ≤ N/(z1 . . . zt)}
= {z1 . . . ztm+ r : m ≤ N/(z1 . . . zt)},

for some r, and where each zi depends on r1, . . . , ri−1. The common differ-
ence of such a progression P is k-smooth and bounded by R2dm. Thus, P
has length at least N/R2dm = N1−om(1). The iteration process furthermore
yields a factorisation of gr1,...,rt , which is the restriction of g to P :

gr1,...,rt(m) = g(z1 . . . ztm+ r) = ε̃r1,...,rt(m)g′t(m)γ̃r1,...,rt(m),

where

ε̃r1,...,rt(m) = εr1(z2 . . . ztm+ r̃2) . . . εr1,...,rt−1(ztm+ r̃t)εr1,...,rt(m)



Linear correlations amongst numbers weighted by Rf 301

for certain integers r̃2, . . . , r̃t, and

γ̃r1,...,rt(m) = γr1,...,rt(m)γr1,...,rt−1(ztm+ r̃t) . . . γr1(z2 . . . ztm+ r̃2).

In view of the remarks following the definition of smoothness of sequences,

the factor ε̃r1,...,rt(m) is a (Q
OA,d,m(1)
0 , N/(z1 . . . zt))-smooth sequence. Fur-

ther, the periodic sequences γ̃r1,...,rt(m) are easily seen to have a Q
OA,d,m(1)
0 -

smooth, i.e. k-smooth, period.

17. Reduction to the case of minor arc nilsequences. With the
help of the modified factorisation theorem (Theorem 16.4), we will show
that the general non-correlation estimate follows from the special case of
non-correlation with ‘minor arc nilsequences’ that enjoy property (ii) of the
modified factorisation theorem.

The general case is the following proposition.

Proposition 17.1. Let G/Γ be a nilmanifold of dimension m ≥ 1,
let G• be a filtration of G of degree d ≥ 1, and let g ∈ poly(Z, G•) be a
polynomial sequence. Suppose that G/Γ has a Q-rational Mal’cev basis X for
some Q ≥ 2, defining a metric dX on G/Γ . Suppose that F : G/Γ → [−1, 1]
is a Lipschitz function, and let M0 = log log logN and N ′ = bN/W c. Then

|En∈[N ′](r′f,β(n)− 1)F (g(n))Γ | �m,d,γ,A Q
Om,d,γ,A(1)(1 + ‖F‖)M−A0

for any A > 0 and N ≥ 2.

As in §2 of [9], we will deduce this result from the following special case
involving only ‘minor arc nilsequences’.

Proposition 17.2 (Non-correlation, equidistributed case). Let N > 0
be a large integer and let δ, k and R be parameters such that δ ∈ (0, 1/2),
δ−t �t N

′ for all t ∈ N, R� No(1) and k = w(N). Suppose that (G/Γ, dX )
is an m-dimensional nilmanifold with some filtration G• of degree d and
suppose that g ∈ poly(Z, G•). Suppose further that for every k-smooth num-
ber q̃ ≤ R the finite sequence (g(q̃n)Γ )n∈[N ′/q̃] is δ-equidistributed in G/Γ .
Then for every Lipschitz function F : G/Γ → R satisfying

	
G/Γ F = 0 and

for every k-smooth number q � No(1) and every r ∈ [q], we have

|En∈[N ′](r′f,β(qn+ r)− 1)F (g(n)Γ )| � δc‖F‖

for some c such that c−1 = Om,d(1).

Proof of Proposition 17.1 assuming Proposition 17.2. Observe that N ′ =
N1−o(1). We may assume that Q ≤M0, thus Q ≤M0 = logw(N). The mod-
ified factorisation theorem can now be applied to the sequence (g(n)Γ )n≤N
with the following parameters: k = w(N), Q0 = logw(N), R = No(1). This
yields a partition of [N ′] into at most R2md progressions of w(N)-smooth
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common differences. By the triangle inequality, it suffices to show that

|En∈P (r′f,β(n)− 1)F (g(n)Γ )| �m,d,γ,A Q
Om,d,γ,A(1)(1 + ‖F‖)M−A0

for every progression P in the partition.
For each of these progressions P =: {qPn+rP }, the modified factorisation

theorem provides us with a factorisation of the restriction of g to P :

g(qPn+ rP ) =: gP (n) = εP (n)g′P (n)γP (n),

where εP , g
′
P , γP satisfy (i)–(iii) from Theorem 16.4. Proceeding as in [9, §2]

(see loc. cit. for full details), we split each P into subprogressions P =
P1 ∪ · · · ∪ Pt in such a way that

• γP (n) is constant on each progression, say γP (n) = γj for n ∈ Pj , and
• εP (n) is almost constant: to be precise, |n− n′| ≤ N ′/(qQB) for some
B = O(1) and all n, n′ ∈ Pj , which implies d(εP (n), εP (n′)) ≤ Q−B+1

by smoothness of εP .

From each Pj , we choose a fixed element, say nj . Then the Lipschitz property
of F , right-invariance of the metric, and smoothness of εP imply that for
every n ∈ Pj ,

|F (εP (n)g′P (n)γ(n)Γ )− F (εP (nj)g
′
P (n)γjΓ )| ≤ Q−B/2,

provided B was chosen large enough. Hence it suffices to show that

|En∈Pj (r′f,β(n)− 1)F (εP (nj)γj(γ
−1
j g′P (n)γj)Γ )|

�m,d,γ,A Q
Om,d,γ,A(1)(1 + ‖F‖)M−A0 .

The aim is now to apply Proposition 17.2 to gj : Z→ γ−1j Gγj =: Hj ,

gj(n) := γ−1j g′P (qPjn+ rPj )γj .

Property (ii) of the modified factorisation theorem was set up so as to en-
sure that gj still enjoys the ‘minor arc property’ (on Hj/(Γ ∩ Hj) rather
than G/Γ of course). Note that the Lipschitz constant of Fj : Hj/(Γ ∩Hj)
→ C, Fj(x(Γ ∩Hj)) := F (εP (nj)γjΓ ) is bounded by M ‖F‖ by [10, Lemma
A.16]. Since Pj has a w(N)-smooth common difference and length at least
N1−o(1), Proposition 7.4 implies that rf,β − 1 does not correlate with any
function n 7→ c1Pj (n), where c is a constant. Hence we can subtract off the
mean value of Fj and reduce to the assumption

	
Hj/Λj

Fj = 0.

All remaining technical details work exactly as in [9, §2 and App. B], so
we have chosen, given their technical complexity, to omit them here.

18. Completion of the non-correlation estimate. We complete the
proof of Proposition 17.2 and therefore the analysis of correlation of r′f,β with
nilsequences. Recalling the conditions of Proposition 17.2, we are given a
polynomial sequence (g(n)Γ )n∈[N ′] such that for every w(N)-smooth number
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q̃ ≤ R the finite sequence (g(q̃n)Γ )n∈[N ′/q̃] is δ-equidistributed in G/Γ . The
parameter δ satisfies the condition δ−t �t N

′, which will allow us later to
apply Proposition 15.4. We are required to show that for every Lipschitz
function F : G/Γ → R satisfying

	
G/Γ F = 0, for every w(N)-smooth

number q � No(1), and for every r ∈ [q], we have

|En∈[N ′/q](r′f,β(qn+ r)− 1)F (g(n)Γ )| � δ1/Om,d(1)‖F‖.
By δ-equidistribution of (g(n)Γ )n∈[N ] and since

	
F = 0, it suffices to show

that

|En∈[N ′/q]r′f,β(qn+ r)F (g(n)Γ )| � δ1/Om,d(1)‖F‖.

We may suppose that f = 〈a, b, c〉 has reduced form, that is, |b| ≤ a ≤ c.
Write X(f,N) := {(x, y) : f(x, y) ≤ N}; our aim is to decompose the binary
sequence

{g((ax2 + bxy + cy2)Γ )}(x,y)∈X(f,N)

into a sum of polynomial subsequences (g′(P (n)Γ ))n≤(N ′)1/ deg(P ) of some

equidistributed sequence (g′(n)Γ )n≤N ′ . In order to do so, let (x0, y0) ∈ R2

be the point on the ellipse f(x, y) = ax2 + bxy + cy2 = N that satisfies
x0 = y0 ∼ N1/2. Since f has reduced form, we have both ax20 ≤ N and
cy20 ≤ N . With respect to (x0, y0), the summation over (x, y) ∈ X(f,N)
now splits into three parts (cf. Figure 1) such that on each part one of the
variables x and y may be fixed, while the free variable will range over an
interval of length at least x0 ∼ N1/2. This decomposition yields

(18.1)
2π√
−D

∣∣∣ ∑
n≤(N ′−r)/q

r′f,β(qn+ r)F (g(n)Γ )
∣∣∣

≤
(
ρf,β(W )

W

)−1
×
{ ∑
y≤y0

∣∣∣∣ ∑
x:f(x,y)≤N

1f(x,y)≡Wr+β (mod Wq)F

(
g

(
f(x, y)− β −Wr

Wq

)
Γ

)∣∣∣∣
+
∑
x≤x0

∣∣∣∣ ∑
y: f(x,y)≤N

1f(x,y)≡Wr+β (mod Wq)F

(
g

(
f(x, y)− β −Wr

Wq

)
Γ

)∣∣∣∣
+
∑
y≤y0

∣∣∣∣ ∑
x≤x0

1f(x,y)≡Wr+β (mod Wq)F

(
g

(
f(x, y)− β −Wr

Wq

)
Γ
)∣∣∣∣}.

To remove the congruence condition f(x, y) ≡Wr+β (mod Wq) in this
explicit form, we consider the set S(qW,Wr + β) of all solutions (x′, y′) ∈
[qW ]2 to the congruence f(x′, y′) ≡ Wr + β (mod qW ). By Corollary 6.4
the density of these solutions for a w(N)-smooth integer q, any r ∈ [q] and
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(x0, y0)

Fig. 1. Scheme of how the summation is split: we sum along horizontal lines (y fixed),
along vertical lines (x fixed), and another time over the segments of the horizontal lines
that are contained in the ‘box’, that is, over the double-counted segments.

β ∈ A satisfies

ρf,Wr+β(qW )

qW
=
ρf,β(W )

W
.

To simplify the notation, define β′ := Wr + β and q′ := Wq. Considering
any of the three parts of our summation above, we may continue this as
follows:(
ρf,β(W )

W

)−1 ∑
y≤y0

∣∣∣∣ ∑
x: f(x,y)≤N

1f(x,y)≡β′ (mod q′)F

(
g

(
f(x, y)− β′

q′

)
Γ

)∣∣∣∣
= qW E(x′,y′)∈S(q′,β′)∑

y: q′y+y′≤y0

∣∣∣∣ ∑
x: f(q′x+x′,q′y+y′)

≤N

F

(
g

(
f(q′x+ x′, q′y + y′)− β′

q′

)
Γ

)∣∣∣∣.
Observe that

f(Wqx+ x′,Wqy + y′)−Wr − β
qW

= Wqax2 + b′x+ c′,

for some b′, c′ depending on y, y′, x′, b, c, q and W , is a polynomial that satis-
fies the conditions of Proposition 15.4. Thus, setting P (x) := Wqax2 +b′x+
c′, we are considering the polynomial subsequence (g ◦ P (n)Γ )n≤(N ′/qq′)1/2
of (g(n)Γ )n≤N ′/q. By Proposition 15.4 there is for each P a w(N)-smooth

integer q̃ � No(1) such that for every r̃ ∈ [q̃] the sequence

g(P (q̃x+ r̃))x≤N1/2/(Wqq̃)

is totally δ1/Od(1)-equidistributed. Splitting the summation into subprogres-
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sions modulo q̃, we have via the triangle inequality

qW E(x′,y′)∈S(q′,β′)
∑

y: q′y+y′≤y0

∣∣∣ ∑
x: f(q′x+x′,q′y+y′)

≤N

F (g ◦ P (x)Γ )
∣∣∣

≤ qW E(x′,y′)∈S(q′,β′)
∑

y: q′y+y′≤y0

∑
r̃

∣∣∣ ∑
x: f(q′(q̃x+r̃)+x′,q′y+y′)

≤N

F (g ◦ P (q̃x+ r̃)Γ )
∣∣∣

� qW E(x′,y′)∈S(q′,β′)
∑

y: q′y+y′≤y0

q̃
N1/2

Wqq̃
δ1/Od(1)‖F‖Lip

� δ1/Od(1)
N ′

q
‖F‖Lip.

As these arguments also apply to the remaining two parts of the sum (18.1),
this completes the proof of Proposition 17.2 and also the proof of the main
theorem.
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