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1. Introduction. Let $A$ and $B$ be coprime positive integers and let $\square$ denote the square of an integer. There have been many papers investigating the positive integer solutions of the Diophantine equations

$$
\begin{equation*}
A x^{2}-B y^{4}= \pm 1, \pm 2, \pm 4 \tag{1}
\end{equation*}
$$

Thanks to Ljunggren, we know the exact number of positive integer solutions $(x, y)$ of the equation $A x^{2}-B y^{4}=1,2,4$. In fact, let $A, B$ be positive integers and $C=1,2,4$, such that $A B$ is odd if $C$ is even; $A$ square-free and $A B$ not a perfect square; and let $C=2$ when $A=1$. Further, only such values of $A, B, C$ are considered for which $A x^{2}-B y^{2}=C$ has a solution, $(x, y)=(a, b)$ being the minimal positive integer solution. Ljunggren [9] proved that:

Theorem L1. If $3+4 B b^{2} / C$ is not a perfect square, then $A x^{2}-B y^{4}=C$ has at most one solution in positive integers $(x, y)$. The equation $A x^{2}-$ $B y^{4}=4$ has at most one solution in positive relatively prime integers $(x, y)$.

Let $A$ and $B$ be odd positive integers such that the Diophantine equation $A x^{2}-B y^{2}=4$ has solutions in odd positive integers. Let $a_{1}, b_{1}$ be the minimal positive integer solution. Define

$$
\begin{equation*}
\frac{a_{n} \sqrt{A}+b_{n} \sqrt{B}}{2}=\left(\frac{a_{1} \sqrt{A}+b_{1} \sqrt{B}}{2}\right)^{n} \tag{2}
\end{equation*}
$$

With these assumptions, Ljunggren [10] proved the following two theorems:

[^0]Theorem L2. The Diophantine equation $A x^{4}-B y^{2}=4$ has at most two solutions in positive integers $x, y$.
(i) If $a_{1}=h^{2}$ and $A a_{1}^{2}-3=k^{2}$, there are only two solutions, namely, $x=\sqrt{a_{1}}=h$ and $x=\sqrt{a_{3}}=h k$.
(ii) If $a_{1}=h^{2}$ and $A a_{1}^{2}-3 \neq k^{2}$, then $x=\sqrt{a_{1}}=h$ is the only solution.
(iii) If $a_{1}=5 h^{2}$ and $A^{2} a_{1}^{4}-5 A a_{1}^{2}+5=5 k^{2}$, then the only solution is $x=\sqrt{a_{5}}=5 h k$.

Otherwise there are no solutions.
Theorem L3. The Diophantine equation $A x^{4}-B y^{2}=1$ has at most one solution in positive integers $x$, $y$. If $x=x_{1}, y=y_{1}$ is a solution, then $x_{1}^{2} A^{1 / 2}+y_{1} B^{1 / 2}=\left(\frac{1}{2}\left(a_{1} A^{1 / 2}+b_{1} B^{1 / 2}\right)\right)^{3}$.

Let $m$ and $n$ be odd positive integers and suppose that $\left(a_{1}, b_{1}\right)$ is the minimal positive integer solution of $m X^{2}-n Y^{2}=2$. Define

$$
\begin{equation*}
\frac{a_{k} \sqrt{m}+b_{k} \sqrt{n}}{\sqrt{2}}=\left(\frac{a_{1} \sqrt{m}+b_{1} \sqrt{n}}{\sqrt{2}}\right)^{k} \tag{3}
\end{equation*}
$$

Luca and Walsh [11] showed:
Theorem LW.
(i) If $b_{1}$ is not a square, then the equation

$$
\begin{equation*}
m X^{2}-n Y^{4}=2 \tag{4}
\end{equation*}
$$

has no solutions $(X, Y)$.
(ii) If $b_{1}$ is a square and $b_{3}$ is not a square, then $(X, Y)=\left(a_{1}, \sqrt{b_{1}}\right)$ is the only solution of (4).
(iii) If $b_{1}$ and $b_{3}$ are both squares, then $(X, Y)=\left(a_{1}, \sqrt{b_{1}}\right)$ and $\left(a_{3}, \sqrt{b_{3}}\right)$ are the only solutions of (4).

However, a similar result for the equation $A x^{2}-B y^{4}=4$ has not been obtained yet.

For the results of this section, it will be assumed that $A$ and $B$ are odd positive integers such that the Diophantine equation

$$
\begin{equation*}
A x^{2}-B y^{2}=4 \tag{5}
\end{equation*}
$$

is solvable in odd integers $x$ and $y$. This assumption will be referred to as Hypothesis $(\star)$. Let $\left(x_{1}, y_{1}\right)$ be the minimal positive integer solution of (5), and define

$$
\begin{equation*}
\frac{x_{n} \sqrt{A}+y_{n} \sqrt{B}}{2}=\left(\frac{x_{1} \sqrt{A}+y_{1} \sqrt{B}}{2}\right)^{n} \tag{6}
\end{equation*}
$$

We will obtain:

Theorem 1.1. Assume that Hypothesis ( $\star$ ) holds.
(i) If $y_{1}$ is not a square, then the equation

$$
\begin{equation*}
A x^{2}-B y^{4}=4 \tag{7}
\end{equation*}
$$

has no positive integer solutions except for the case $y_{1}=3 \square$ and $B y_{1}^{2}+3=3 \square$, when $(x, y)=\left(x_{3}, \sqrt{y_{3}}\right)$ is the only solution of $(7)$.
(ii) If $y_{1}$ is a square, then (7) has at most one positive integer solution other than $(x, y)=\left(x_{1}, \sqrt{y_{1}}\right)$, which is either $(x, y)=\left(x_{3}, \sqrt{y_{3}}\right)$ or $(x, y)=\left(x_{2}, \sqrt{y_{2}}\right)$, the latter occurring if and only if $x_{1}$ and $y_{1}$ are both squares and $A=1, B \neq 5$.

Theorem 1.2. Assume that Hypothesis ( $\star$ ) holds. Then the equation

$$
\begin{equation*}
A x^{2}-B y^{4}=1 \tag{8}
\end{equation*}
$$

has at most one positive integer solution. The only possible solution $(x, y)$ is given by $y=\sqrt{y_{3} / 2}=h k$, where $y_{1}=h^{2}, P_{3}=2 k^{2}$.

Corollary 1.1. Assume that Hypothesis ( $\star$ ) holds. Then equation (8) has a positive integer solution if and only if $y_{1}=\square, y_{3}=y_{1} P_{3}=2 \square$.

Let $R>0$ and $Q$ be nonzero coprime integers with $R-4 Q>0$. Let $\alpha$ and $\beta$ be the two roots of the trinomial $x^{2}-\sqrt{R} x+Q$. The Lehmer sequence $\left\{P_{n}(R, Q)\right\}$ and the associated Lehmer sequence $\left\{Q_{n}(R, Q)\right\}$ with parameters $R$ and $Q$ are defined as follows:

$$
\begin{align*}
& P_{n}=P_{n}(R, Q)= \begin{cases}\left(\alpha^{n}-\beta^{n}\right) /(\alpha-\beta), & 2 \nmid n \\
\left(\alpha^{n}-\beta^{n}\right) /\left(\alpha^{2}-\beta^{2}\right), & 2 \mid n,\end{cases}  \tag{9}\\
& Q_{n}=Q_{n}(R, Q)= \begin{cases}\left(\alpha^{n}+\beta^{n}\right) /(\alpha+\beta), & 2 \nmid n \\
\alpha^{n}+\beta^{n}, & 2 \mid n .\end{cases} \tag{10}
\end{align*}
$$

Note that $P_{n}(1,-1)$ and $Q_{n}(1,-1)$ are the Fibonacci numbers and Lucas numbers. It is easy to see that $P_{n}, Q_{n} \in \mathbb{Z}$ for all positive integers $n$.

We say that the terms $P_{n}$ and $P_{m}$ are in the same square-class if their product is a square. A square-class containing at least one element of the Lehmer sequence is called nontrivial. For a Lehmer sequence, an important problem is to decide whether it contains nontrivial classes or not, and then to find all elements in a nontrivial class. Obviously, the problem is equivalent to finding all $n$ such that $P_{n}=k \square$, where $k$ is a given integer.

Recently, many special cases of this type of problem have been considered. We recall the relevant known facts:
(a) Cohn [4], Alfred [1], Burr [3], Wyler [19] and Ko and Sun [8] showed that $P_{n}=144$ is the only square Fibonacci number greater than 1.
(b) Ljunggren [9] determined, for all odd positive integers $R$ and $Q=1$, all indices $n$ such that $Q_{n}(R, Q)$ or $n Q_{n}(R, Q)$ is a square.
(c) Cohn [5]-[7], determined the squares and double squares in $\left\{P_{n}\right\}_{n=1}^{\infty}$ and $\left\{Q_{n}\right\}_{n=1}^{\infty}$ when $R=P^{2}$ is odd or some special even integer and $Q= \pm 1$.
(d) In his seminal paper [17], Rotkiewicz partly solved the problem for $R$ and $Q$ with $2 \mid R Q$.
(e) In [13], [14] and [16], McDaniel and Ribenboim found all positive integers $m$ and $n$ such that $P_{m} P_{n}=\square$ or $Q_{m} Q_{n}=\square$ with $1 \leq m<n$, $n \neq 3 m$ when both $R=P^{2}$ and $Q$ are odd integers. Moreover, if $P_{m} P_{n}=\square$ or $Q_{m} Q_{n}=\square$ and $n=3 m$, they proved that there exists an effectively computable constant $C$ satisfying $m<C$. See Theorems 1 through 4 in [14] for details.

Observe that $Q_{m}(R, x), Q_{m}(x, Q) \in \mathbb{Z}[x]$, and both polynomials have only simple roots. Hence by Theorems 9.2 and 10.6 of [18], for given $R, Q, k, k_{1}$, if

$$
\begin{equation*}
Q_{m}(R, Q) Q_{k m}(R, Q)=k_{1} y^{r} \tag{11}
\end{equation*}
$$

then $\max (m, r)<C_{1}$, where $C_{1}$ is an effectively computable constant depending only on $R, Q, k, k_{1}$; if equation (3) holds for given $m, R, k, k_{1}$ or $m, Q, k, k_{1}$, then $\max (Q, r)($ or $\max (P, r))<C_{2}$, where $C_{2}$ is an effectively computable constant depending only on $m, R$ (or $Q$ ), $k$ and $k_{1}$. Therefore, the effective results in [13], [14], [16] are special cases of the above remark. However, the size of the computable constants-were it computed-would often be too large to enable finding all the solutions.

In [21], the second author proved the following
Proposition 1.1. Let $R$ and $Q$ be coprime odd integers with $D=R-$ $4 Q>0$. If $Q_{n}=\square$ or $n \square$, then $n=1,3,5$.

In the present paper, we will prove
Proposition 1.2. For a given integer $k$, let $d_{0}$ be the first index $d$ with $k \mid Q_{d}$. If $Q_{d}=k \square$ or $2 k \square$, then $d=d_{0} d_{1}$ and $d_{1}=1,3,5$.

Proposition 1.3. If $Q_{n}=k \square, k \mid n$, then $n=1,3,5$. If $Q_{n}=2 k \square$, $k \mid n$, then $n=3$.
2. Preliminaries. We first list the properties which will be used. For easy reference, we note that $P_{2}=1, P_{3}=R-Q, Q_{2}=R-2 Q, Q_{3}=R-3 Q$. Most of the properties below may be proved directly. For details, we refer to the book of Ribenboim [15] and the paper of the second author [20]. Unless otherwise stated, $m$ and $n$ are arbitrary integers. For simplicity, in this paper we denote $\left(\alpha^{d r}+\beta^{d r}\right) /\left(\alpha^{d}+\beta^{d}\right)$ and $\left(\alpha^{r}+\beta^{r}\right) /(\alpha+\beta)$ by $Q_{r, d}$ and $Q_{r}$ respectively.

## Proposition 2.1.

(1) If $3 \mid Q_{d}$ with $d$ odd, then $3 \mid R$.
(2) For odd integers $r$ and $d$, we have $\operatorname{gcd}\left(Q_{r, d}, Q_{d}\right) \mid r$.
(3) If $p$ is an odd prime with $p \mid R$, then $p \mid Q_{n}$ if and only if $n / p$ is an odd integer.
(4) $P_{m}$ is even for $m>0$ if and only if $3 \mid m$.
(5) $Q_{m}$ is even for $m>0$ if and only if $3 \mid m$.
(6) If $d=\operatorname{gcd}(m, n)$, then $\operatorname{gcd}\left(P_{m}, P_{n}\right)=P_{d}$.
(7) If $d=\operatorname{gcd}(m, n)$, then $\operatorname{gcd}\left(Q_{m}, Q_{n}\right)=V_{d}$ if $m / d$ and $n / d$ are odd, and 1 or 2 otherwise.
(8) If $d=\operatorname{gcd}(m, n)$, then $\operatorname{gcd}\left(P_{m}, Q_{n}\right)=Q_{d}$ if $m / d$ is even, and 1 or 2 otherwise.
(9) Let $p$ be an odd prime, and $\varepsilon=(D R \mid p)$ be the Kronecker symbol. If $p \nmid R Q$, then $P_{p-\varepsilon} \equiv 0(\bmod p)$.
(10) Let $q$ be a prime, $m, k$ positive integers, and $\alpha, \lambda$ nonnegative integers with $\operatorname{gcd}(q, k)=1$ and $\operatorname{ord}_{q}\left(P_{m}\right)=\alpha$. If $q^{\alpha} \neq 2$, then $\operatorname{ord}_{q}\left(P_{k m q^{\lambda}}\right)$ $=\alpha+\lambda$. Here $\operatorname{ord}_{q}(n)$ denotes the rational number $t$ such that $q^{t} \mid n$ but $q^{t+1} \nmid n$.
(11) If $n \geq 1$, then $\operatorname{gcd}\left(P_{n}, Q\right)=\operatorname{gcd}\left(Q_{n}, Q\right)=1$.
(12) $V_{m}^{2}-D U_{m}^{2}=4 Q^{m}$, where $V_{m}=\alpha^{m}+\beta^{m}$, $U_{m}=\left(\alpha^{m}-\beta^{m}\right) /(\alpha-\beta)$.
(13) Let $p$ be an odd prime. If $p^{2} \mid D$, then $\operatorname{ord}_{p}\left(P_{n}\right)=\operatorname{ord}_{p}(n)$.

The following two lemmas are Lemmas $1,2(a)$ and $4(\mathrm{I})$ of [20].
Lemma 2.1. Let $j=2^{u} g, 2 \nmid g, g>0$, and let $0 \leq m \leq j$. Then, if $0 \leq v<u$,
(i) $Q_{2 j+m} \equiv-Q^{j} Q_{m}\left(\bmod V_{2^{u}}\right)$ and $Q_{2 j+m} \equiv Q^{j} Q_{m}\left(\bmod V_{2^{v}}\right)$,
(ii) $Q_{2 j-m} \equiv-Q^{j-m} Q_{m}\left(\bmod V_{2^{u}}\right)$ and $Q_{2 j-m} \equiv Q^{j-m} Q_{m}\left(\bmod V_{2^{v}}\right)$.

Lemma 2.2. Let $u \geq 2$ be an integer. Then
(i) $V_{2^{u}} \equiv-1(\bmod 8)$,
(ii) $\left(Q_{3} \mid V_{2^{u}}\right)=1$.

## Lemma 2.3 .

(i) If $p$ is a positive integer with $p \mid R$ and $p \equiv 3(\bmod 8)$, then $\left(p \mid V_{4}\right)=1$.
(ii) If $a$ is a positive integer with $a \mid(R-3 Q)=Q_{3}$, then $\left(a \mid V_{4}\right)=1$.

Proof. (i) By the assumption and Lemma 2.2(i),

$$
\left(p \mid V_{4}\right)=-\left(V_{4} \mid p\right)=-\left((R-2 Q)^{2}-2 Q^{2} \mid p\right)=-\left(2 Q^{2} \mid p\right)=1
$$

(ii) Lemma 2.2(i) again yields $\left(2 \mid V_{4}\right)=1$. Thus it suffices to prove the assertion for $a$ odd. In fact,

$$
\left(a \mid V_{4}\right)=(-1)^{(a-1) / 2}\left(V_{4} \mid a\right)=(-1)^{(a-1) / 2}\left(-Q^{2} \mid a\right)=1
$$

Lemma 2.4. Let $p, d$ and $a$ be positive integers satisfying

$$
d \equiv \pm 3(\bmod 8), \quad p \equiv 3(\bmod 16), \quad\left(a \mid V_{4}\right)=1
$$

Then

$$
Q_{d} Q_{p d} \neq a \square
$$

Proof. Suppose $Q_{d} Q_{p d}=a \square$. By assumption, we can write $p=16 k+3, \quad d=2 j+m, \quad j=2^{u} g, 2 \nmid g, u \geq 2$ and $m=-3$ or $m=-5$.

First we consider the case $m=-3$. Note that $p d=2(p j-24 k-4)-1$. If $u=2$, then by Lemma 2.1 we obtain

$$
Q_{d} \equiv-Q^{j-3} Q_{3}\left(\bmod V_{4}\right), \quad Q_{p d} \equiv Q^{p j-24 k-5}\left(\bmod V_{4}\right)
$$

if $u>2$, then

$$
Q_{d} \equiv Q^{j-3} Q_{3}\left(\bmod V_{4}\right), \quad Q_{p d} \equiv-Q^{p j-24 k-5}\left(\bmod V_{4}\right)
$$

This yields

$$
1=\left(a \mid V_{4}\right)=\left(Q_{d} Q_{p d} \mid V_{4}\right)=\left(-Q_{3} \mid V_{4}\right)=-1
$$

a contradiction.
Next we consider the case $m=-5$. Similarly, $p d=2(p j-40 k-8)+1$. If $u=2$, by Lemma 2.1 again

$$
Q_{d} \equiv-Q^{j-5} Q_{5}\left(\bmod V_{4}\right), \quad Q_{p d} \equiv-Q^{p j-40 k-8}\left(\bmod V_{4}\right)
$$

if $u>2$, then

$$
Q_{d} \equiv Q^{j-5} Q_{5}\left(\bmod V_{4}\right), \quad Q_{p d} \equiv Q^{p j-40 k-8}\left(\bmod V_{4}\right)
$$

This yields

$$
1=\left(a \mid V_{4}\right)=\left(Q_{d} Q_{p d} \mid V_{4}\right)=\left(Q Q_{5} \mid V_{4}\right)=\left(Q\left(V_{4}-Q Q_{3}\right) \mid V_{4}\right)=-1
$$

again a contradiction.
Combining Lemmas 2.3 and 2.4 we obtain the following two corollaries.
Corollary 2.1. Let $p$ and $d$ be positive integers such that $p \mid R, p \equiv 3$ $(\bmod 16)$ and $d \equiv \pm 3(\bmod 8)$. Then $Q_{d} Q_{p d} \neq \square, p \square$. In particular,

$$
Q_{d} Q_{3 d} \neq \square, 2 \square, 3 \square, 6 \square
$$

when $3 \mid R$ and $d \equiv \pm 3(\bmod 8)$.
Corollary 2.2. Let $a, p$ and $d$ be positive integers such that $a \mid(R-3 Q)$, $p \equiv 3(\bmod 16)$ and $d \equiv \pm 3(\bmod 8)$. Then $Q_{d} Q_{p d} \neq \square, a \square$.

Corollary 2.3. Let $d$ be an odd positive integer and $k$ a positive integer with $k \mid Q_{d}$. If $p$ is a positive integer such that $p \equiv \pm 3(\bmod 8)$ and $p \mid(R-3 Q)$, then $Q_{3 p d} \neq k r \square$ with $r \mid 6 p$. In particular, if $5 \mid(R-3 Q)$, then

$$
Q_{15 d} \neq k \square, 2 k \square, 3 k \square, 5 k \square, 6 k \square, 10 k \square, 15 k \square, 30 k \square .
$$

Proof. Suppose $Q_{3 p d}=k r \square$ and $r \mid 6 p$. Then $Q_{3 p d}=Q_{p d} Q_{3, p d}=k r \square$. Since $\operatorname{gcd}\left(Q_{p d}, Q_{3, p d}\right) \mid 3$ and $k \mid Q_{p d}$, it follows that $Q_{p d}=k r_{1} \square, r_{1} \mid 6 p$, and so

$$
\begin{equation*}
Q_{p d} Q_{3 p d}=a \square, \quad a \mid 6 p \tag{12}
\end{equation*}
$$

and $\left(a \mid V_{4}\right)=1$ by Lemmas 2.2 and 2.3 . If $d \equiv \pm 1$, then $p d \equiv \pm 3(\bmod 8)$, and so (5) is impossible by Lemma 2.4. Now we assume that $d \equiv \pm 3(\bmod 8)$. Since $Q_{3 p d}=Q_{d} Q_{3 p, d}=k r \square, r \mid 6 p$, we then have $Q_{d}=k r_{2} \square, r_{2} \mid 3 p$. Similarly, $Q_{3 d}=k r_{3} \square, r_{3} \mid 3 p$. Therefore

$$
Q_{d} Q_{3 d}=b \square, \quad b \mid 3 p
$$

which is impossible by Lemmas 2.3 and 2.4.
Lemma 2.5. Let $d$ be an odd positive integer and $k$ a positive integer with $k \mid Q_{d}$. Then $Q_{15 d} \neq k \square, 2 k \square$.

Proof. If $Q_{15 d}=k \square$, then $Q_{5 d} Q_{3,5 d}=k \square$. Since $\operatorname{gcd}\left(Q_{3,5 d}, Q_{5 d}\right) \mid 3$, we have $Q_{5 d}=k \square$ or $3 k \square$, whence

$$
Q_{5 d} Q_{15 d}=\square \text { or } 3 \square,
$$

which is impossible if $d \equiv \pm 1(\bmod 8)$ by Lemmas 2.3 and 2.4. Similarly, $Q_{3 d}=k \square$ or $3 k \square$ is impossible if $d \equiv \pm 3(\bmod 8)$.

By Corollary 2.3 and the above arguments, we may assume that $d \equiv \pm 3$ $(\bmod 8), 5 \nmid(R-3 Q)$ and $Q_{3 d} \neq k \square, 3 k \square$. Since $Q_{15 d}=Q_{5,3 d} Q_{3 d}=k \square$ and $\operatorname{gcd}\left(Q_{3 d}, Q_{5,3 d}\right) \mid 5$, we have

$$
Q_{3 d}=5 k \square,
$$

which implies that either $5 \mid R$ or $5 \mid P_{5-\varepsilon}$, where $\varepsilon=(D R \mid 5)$ is the Kronecker symbol. If $\varepsilon=1$, then $5 \mid P_{4}$. It follows that $5 \mid \operatorname{gcd}\left(P_{4}, Q_{3 d}\right)=Q_{1}=1$ by Proposition 2.1(8), a contradiction. If $\varepsilon=-1$, then $5 \mid P_{6}$. It follows that $5 \mid \operatorname{gcd}\left(P_{6}, Q_{3 d}\right)=Q_{3}=R-3 Q$, which contradicts $5 \nmid(R-3 Q)$. If $\varepsilon=0$, then $5 \mid D$. Since $V_{3 d}^{2}-D U_{3 d}^{2}=4 Q^{m}$, it follows that $5 \mid Q$, which is impossible by Proposition 2.1(11). Hence we get $5 \mid R$ and $5 \mid d$. Now $Q_{3 d}=Q_{3, d} Q_{d}=5 k \square$ and $\operatorname{gcd}\left(Q_{d}, Q_{3, d}\right) \mid 3$, hence $Q_{d}=5 k \square$ or $15 k \square$, and so

$$
Q_{d} Q_{3 d}=\square \text { or } 3 \square
$$

contrary to Corollary 2.1. The proof of $Q_{15 d} \neq 2 k \square$ goes in exactly the same way.

## 3. Proofs of propositions

Proof of Proposition 1.2. Put $d_{0}=3^{s_{0}} d_{0}^{\prime}, d=3^{s} d^{\prime}, 3 \nmid d_{0}^{\prime} d^{\prime}$. Then $s \geq s_{0}$ and $d_{0}^{\prime} \mid d^{\prime}$. By Proposition 2.1(2),(3) we have

$$
\operatorname{gcd}\left(Q_{d^{\prime}}, Q_{3^{s}, d^{\prime}}\right) \mid 3^{s}, \quad 3 \nmid Q_{d^{\prime}}
$$

Thus

$$
\operatorname{gcd}\left(Q_{d^{\prime}}, Q_{3^{s}, d^{\prime}}\right)=1
$$

Similarly,

$$
\begin{equation*}
\operatorname{gcd}\left(Q_{d_{0}^{\prime}}, Q_{3^{s_{0}}, d_{0}^{\prime}}\right)=1 \tag{13}
\end{equation*}
$$

By Proposition 2.1(6),

$$
\begin{equation*}
\operatorname{gcd}\left(Q_{d^{\prime} / d_{0}^{\prime}, d_{0}^{\prime}}, Q_{3^{s_{0}, d_{0}^{\prime}}}\right)=1 \tag{14}
\end{equation*}
$$

From $Q_{d^{\prime}}=Q_{d_{0}^{\prime}} Q_{d^{\prime} / d_{0}^{\prime}, d_{0}^{\prime}}$, (13) and (14), we have

$$
\begin{equation*}
\operatorname{gcd}\left(Q_{d^{\prime}}, Q_{3^{s_{0}, d_{0}^{\prime}}}\right)=1 \tag{15}
\end{equation*}
$$

Let

$$
\begin{equation*}
\operatorname{gcd}\left(k, Q_{d_{0}^{\prime}}\right)=k_{1}, \quad \operatorname{gcd}\left(k, Q_{3^{s_{0}}, d_{0}^{\prime}}\right)=k_{2} \tag{16}
\end{equation*}
$$

Then from $k \mid Q_{d_{0}}=Q_{d_{0}^{\prime}} Q_{3^{s_{0}}, d_{0}^{\prime}}$ and (6), we have

$$
\begin{equation*}
\operatorname{gcd}\left(k_{1}, k_{2}\right)=1, \quad k=k_{1} k_{2} \tag{17}
\end{equation*}
$$

By hypothesis, we have

$$
\begin{equation*}
Q_{3^{s} d^{\prime}}=Q_{d^{\prime}} Q_{3^{s}, d^{\prime}}=k_{1} k_{2} \square \tag{18}
\end{equation*}
$$

It follows from (15)-(18) that

$$
\begin{equation*}
Q_{d^{\prime}}=k_{1} \square \tag{19}
\end{equation*}
$$

Write $r=d^{\prime} / d_{0}^{\prime}$. Then by (19), we get

$$
Q_{d_{0}^{\prime}} Q_{r, d_{0}^{\prime}}=k_{1} \square .
$$

Since $k_{1} \mid Q_{d_{0}^{\prime}}$ and $\operatorname{gcd}\left(Q_{r, d_{0}^{\prime}}, Q_{d_{0}^{\prime}}\right) \mid r$, we obtain

$$
Q_{r, d_{0}^{\prime}}=r_{1} \square, \quad r_{1} \mid r
$$

Let $r=r_{1} r_{2}$. Then the above equality becomes

$$
Q_{r_{1}, r_{2} d_{0}^{\prime}} Q_{r_{2}, d_{0}^{\prime}}=r_{1} \square .
$$

It follows that

$$
\begin{equation*}
Q_{r_{2}, d_{0}^{\prime}}=\square, \quad Q_{r_{1}, r_{2} d_{0}^{\prime}}=r_{1} \square \tag{20}
\end{equation*}
$$

Since $\operatorname{gcd}\left(Q_{r_{1}, r_{2} d_{0}^{\prime}} / r_{1}, Q_{r_{2} d_{0}^{\prime}}\right)=1$ and $Q_{r_{2} d_{0}^{\prime}}=Q_{r_{2}, d_{0}^{\prime}} Q_{d_{0}^{\prime}}$, by Proposition 1.1 we get $r_{1}=1,5$ and $r_{2}=1,5$. The case of $r_{1}=r_{2}=5$ is impossible since then $5 \mid R$, and so $5 \| Q_{5, d_{0}^{\prime}}$, which contradicts the first equality of (20).

If $s \geq s_{0}+2$, then $Q_{3,3^{s-1} d^{\prime}} Q_{3^{s-1} d^{\prime}}=k \square$ and $k \mid Q_{3^{s-1} d^{\prime}}$, and so

$$
\begin{equation*}
Q_{3^{s-1} d^{\prime}}=k \square \text { or } 3 k \square . \tag{21}
\end{equation*}
$$

In exactly the same way, we have

$$
\begin{equation*}
Q_{3^{s-2} d^{\prime}}=k \square \text { or } 3 k \square \tag{22}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
Q_{3^{s} d^{\prime}} Q_{3^{s-1} d^{\prime}}=\square \text { or } 3 \square \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{3^{s-1} d^{\prime}} Q_{3^{s-2} d^{\prime}}=\square \text { or } 3 \square . \tag{24}
\end{equation*}
$$

Since $3^{s-1} d^{\prime} \equiv \pm 3(\bmod 8)$ or $3^{s-2} d^{\prime} \equiv \pm 3(\bmod 8)$, one of the equalities $(23)$ and (24) is impossible by Lemma 2.4. Thus we conclude that $s \leq s_{0}+1$ and $r=1$ or 5 , and so $d=d_{0}, 3 d_{0}, 5 d_{0}$ or $15 d_{0}$. However, $d=15 d_{0}$ is impossible by Lemma 2.5. The case of $Q_{d}=2 k \square$ is similar, which proves Proposition 1.2.

Proof of Proposition 1.3. Similarly, we only prove the case $Q_{n}=k \square$, the proof for $Q_{n}=2 k \square$ being similar. Without loss of generality we may assume that $k$ is square-free. Let $n / k=t$. Then

$$
\begin{equation*}
Q_{k, t} Q_{t}=k \square \tag{25}
\end{equation*}
$$

Let $p$ be a prime divisor of $k$. Then $p$ is odd and $p \mid Q_{t}(\alpha) R$. By Proposition $2.1(9)$ it follows that $\operatorname{ord}_{p}\left(Q_{k, t}\right) \geq \operatorname{ord}_{p}(k)$. Therefore, by the arbitrary choice of $p$ and the assumption that $k$ is square-free, we infer that $k \mid Q_{k, t}$, say $Q_{k, t}=k m$. We first claim that $\operatorname{gcd}\left(m, Q_{t}\right)=1$. Otherwise there is a prime $p \mid m$ with $p \mid Q_{t}$, and by Proposition 2.1(9) again, $\operatorname{ord}_{p}\left(Q_{k, t}\right)=\operatorname{ord}_{p}(k)$ contradicting $\operatorname{ord}_{p}\left(Q_{k, t}\right)=\operatorname{ord}_{p}(k)+\operatorname{ord}_{p}(m)>\operatorname{ord}_{p}(k)$. Combining this with (25) we get

$$
\begin{equation*}
Q_{k, t}=k \square, \quad Q_{t}=\square \tag{26}
\end{equation*}
$$

From $Q_{t}=\square$ and Proposition 1.1 we get $t=1,3$ or 5 . If $t=1$ or 5 , from $Q_{k, t}=k \square$ and Proposition 1.1 again we get $k=1,3$ or 5 . However, $k=t=5$ leads to the equation $Q_{25}=5 \square$, which is impossible by considering the 5 -parts of both sides. Thus we have proved that if $Q_{n}=k \square, k \mid n$ and $3 \nmid n$, then $n=1$ or 5 . We will use this fact in the following argument when $t=3$.

Suppose that $t=3$. Then $Q_{3 k}=k \square$. If $3 \mid k$, say $k=3 k^{\prime}, 3 \nmid k^{\prime}$, then

$$
Q_{9, k^{\prime}} Q_{k^{\prime}}=3 k^{\prime} \square .
$$

Since $\operatorname{gcd}\left(Q_{9, k^{\prime}}, Q_{k^{\prime}}\right) \mid 9$ and $3 \nmid Q_{k^{\prime}}$, we get

$$
\begin{equation*}
Q_{k^{\prime}}=k_{1} \square, \quad k_{1} \mid k^{\prime} \tag{27}
\end{equation*}
$$

and it follows that $k^{\prime}=1$ or 5 as above. If $3 \nmid k$, then similarly we have $k=1$ or 5 .

Combining the above arguments, to prove the theorem, it suffices to prove that the following equations are impossible:

$$
\begin{array}{rlrl}
Q_{9} & =3 \square, & Q_{15}=5 \square \\
Q_{15} & =3 \square, & & Q_{45}=15 \square .
\end{array}
$$

By Corollary 2.1, it is easy to prove that $Q_{9}=3 \square$ and $Q_{15}=3 \square$ are impossible. From $Q_{45}=15 \square$ we get $Q_{15}=5 \square$. Therefore we are only left
with the equation $Q_{15}=5 \square$, which implies that either $5 \mid(R-3 Q)$ or $5 \mid R$ by Proposition $2.1(8),(9)$. However, it is impossible when $5 \mid(R-3 Q)$ by Corollary 2.3 and it is impossible when $5 \mid R$ by Corollary 2.1. We are done.
4. Proofs of theorems. To prove the above theorems, we need Proposition 1.3 and some results of Ribenboim and McDaniel [16].

Let $P>1$ be an odd integer, $\alpha=\left(P+\sqrt{P^{2}-4}\right) / 2, \beta=\left(P-\sqrt{P^{2}-4}\right) / 2$,

$$
U_{n}=\frac{\alpha^{n}-\beta^{n}}{\alpha-\beta}, \quad V_{n}=\alpha^{n}+\beta^{n}, \quad n=1,2, \ldots
$$

Then by Theorems 1 and 2 of [16] (note that $Q=1$ ), we have
Lemma 4.1.
(i) If $V_{n}=\square$, then $n=1$.
(ii) If $V_{n}=2 \square$, then $n=3$.

Lemma 4.2 ([12]). If $A>1$, then all positive integer solutions ( $x, y$ ) of the equation (5) are of the form $\left(x_{n}, y_{n}\right)$ with $2 \nmid n$, where $\left(x_{n}, y_{n}\right)$ is defined by (6). If $A=1$, then all positive integer solutions $(x, y)$ of (5) are of the form $\left(x_{n}, y_{n}\right)$.

Lemma 4.3 ([22]). If $\varepsilon=x_{1} \sqrt{A}+y_{1} \sqrt{B}$ is the minimal positive integer solution of (5), then $a \sqrt{A}+b \sqrt{B}=(\varepsilon / 2)^{3}$ is the minimal positive integer solution of the equation

$$
A x^{2}-B y^{2}=1
$$

Lemma 4.4 ([2]). The only positive integer solutions of the Diophantine equation

$$
3 x^{4}-2 y^{2}=1
$$

are $(x, y)=(1,1)$ and $(3,11)$.
Proof of Theorem 1.1. First we consider the case of $y_{1}$ not a square. Let

$$
\alpha=\frac{x_{1} \sqrt{A}+y_{1} \sqrt{B}}{2}, \quad \bar{\alpha}=\frac{x_{1} \sqrt{A}-y_{1} \sqrt{B}}{2}
$$

Suppose that $(x, y)$ is a positive integer solution of (7). By Lemma 4.2,

$$
\begin{equation*}
\frac{x \sqrt{A}+y^{2} \sqrt{B}}{2}=\left(\frac{x_{1} \sqrt{A}+y_{1} \sqrt{B}}{2}\right)^{n} \tag{28}
\end{equation*}
$$

for some positive integer $n>1$. Thus

$$
\begin{equation*}
y^{2}=y_{1} P_{n} \tag{29}
\end{equation*}
$$

where $P_{n}=\left(\alpha^{n}-\bar{\alpha}^{n}\right) /(\alpha-\bar{\alpha})$. Let $d$ be the square-free part of $y_{1}$. From (29) we have

$$
\begin{equation*}
P_{n}=d \square, \quad d \mid y_{1} \tag{30}
\end{equation*}
$$

Since $D=(\alpha-\bar{\alpha})^{2}=B y_{1}^{2}$, we have $d \mid n$ by Proposition 2.1(13). If $n$ is an odd, then we obtain $n=3$ or 5 by (30) and Proposition 1.3.

When $n=3$, we have $d=3$. Hence $y_{1}=3 \square$ and

$$
\begin{aligned}
P_{3} & =\left(\alpha^{3}-\bar{\alpha}^{3}\right) /(\alpha-\bar{\alpha})=\alpha^{2}+\alpha \bar{\alpha}+\bar{\alpha}^{2} \\
& =(\alpha+\bar{\alpha})^{2}-\alpha \bar{\alpha}=A x_{1}^{2}-1=B y_{1}^{2}+3=3 \square,
\end{aligned}
$$

and so $y^{2}=y_{1} P_{3}=y_{3}$.
When $n=5$, we have $d=5$. Then $y_{1}=5 u^{2}$ and

$$
\begin{aligned}
P_{5} & =\frac{\alpha^{5}-\bar{\alpha}^{5}}{\alpha-\bar{\alpha}}=\alpha^{4}+\alpha^{3} \bar{\alpha}+\alpha^{2} \bar{\alpha}^{2}+\alpha \bar{\alpha}^{3}+\bar{\alpha}^{4} \\
& =\left((\alpha+\bar{\alpha})^{2}-2\right)^{2}+(\alpha+\bar{\alpha})^{2}-3=\left(A x_{1}^{2}-2\right)^{2}+A x_{1}^{2}-3 \\
& =\left(B y_{1}^{2}+2\right)^{2}+B y_{1}^{2}+1=B^{2} y_{1}^{4}+5 B y_{1}^{2}+5=5 v^{2}
\end{aligned}
$$

Hence $625 B^{2} u^{4}+125 B u^{2}+5=5 v^{2}$. Completing the square and simplifying the result yields the equation $(2 v)^{2}-5\left(10 B u^{2}+1\right)^{2}=-1$, which implies that $\left(2 v, 10 B u^{2}+1\right)$ is a solution of the Pell equation

$$
\begin{equation*}
x^{2}-5 y^{2}=-1 \tag{31}
\end{equation*}
$$

Since $2+\sqrt{5}$ is the fundamental solution of (31), we have

$$
\begin{equation*}
2 v+\left(10 B u^{2}+1\right) \sqrt{5}=(2+\sqrt{5})^{n} \tag{32}
\end{equation*}
$$

for some odd integer $n>1$. Thus

$$
\begin{equation*}
10 B u^{2}+1=\sum_{r=0}^{(n-1) / 2}\binom{n}{2 r+1} 2^{(n-2 r-1) / 2} 5^{r} \tag{33}
\end{equation*}
$$

which implies that $10 B u^{2}+1$ is congruent to $1(\bmod 4)$ and hence that $B$ is even, contrary to assumption.

If $n$ is even, say $n=2 m$, it follows that $A=1$ by Lemma 4.2. By (30), we get

$$
P_{m} V_{m}=d \square,
$$

where $V_{m}=\alpha^{m}+\bar{\alpha}^{m}$. By Proposition $2.1(8),(13), \operatorname{gcd}\left(P_{m}, V_{m}\right)=1$ or 2 and $d \mid P_{m}$, and so

$$
\begin{equation*}
P_{m}=d \square, \quad V_{m}=\square, \quad \text { or } \quad P_{m}=2 d \square, \quad V_{m}=2 \square \tag{34}
\end{equation*}
$$

Assume the latter; then $m=3$ by Lemma 4.1, and so $d=3, y_{1}=3 \square$. Noticing that $x_{1}^{2}-B y_{1}^{2}=4$, we get $x_{1}^{2} \equiv 4(\bmod 9)$. Since $P_{3}=(\alpha+\bar{\alpha})^{2}-$ $\alpha \bar{\alpha}=x_{1}^{2}-1=6 \square$, it follows that $3 \equiv 6 \square(\bmod 9)$, so $1 \equiv 2 \square(\bmod 3)$, which is impossible. Now we consider the former equalities of (34). By Lemma 4.1 again, $m=1$, so $d=1$, which contradicts the assumption that $y_{1}$ is not a square. This proves (i).

Suppose now that $y_{1}$ is a square. Let $(x, y) \neq\left(x_{1}, \sqrt{y_{1}}\right)$ be another solution of (7). We also have equation (30) with $d=1$. If $n$ is odd, similarly
we get $n=3$ or 5 . Now we are in a position to prove that the case of $n=5$ is impossible. Otherwise write $P_{5}=h^{2}$. Then $P_{5}=B^{2} y_{1}^{4}+5 B y_{1}^{2}+5=h^{2}$, and so $\left(2 B y_{1}^{2}+5\right)^{2}-5=(2 h)^{2}$, which is impossible. Hence $n=3, y^{2}=y_{1} P_{3}=y_{3}$.

If $n$ is even, then $A=1$ by Lemma 4.2. Write $n=2 m$. By (30), we get

$$
P_{m} V_{m}=\square
$$

By Proposition $2.1(8),(13), \operatorname{gcd}\left(P_{m}, V_{m}\right)=1$ or 2 and $d \mid P_{m}$. Therefore we have

$$
\begin{equation*}
P_{m}=\square, \quad V_{m}=\square, \quad \text { or } \quad P_{m}=2 \square, \quad V_{m}=2 \square \tag{35}
\end{equation*}
$$

In the former case, we have $m=1$ by Lemma 4.1. It follows that $y^{2}=y_{2}=$ $y_{1} P_{2}=x_{1} y_{1}$, which implies that $x_{1}=\square, y_{1}=\square$.

From the latter equalities of (35), we have $m=3$ by Lemma 4.1. Since $P_{3}=x_{1}^{2}-1=2 \square, V_{3}=x_{1}\left(x_{1}^{2}-3\right)=2 \square$, we have either

$$
\begin{equation*}
x_{1}=3 h^{2}, \quad x_{1}^{2}-3=6 k^{2}, \quad \operatorname{gcd}\left(x_{1}, x_{1}^{2}-3\right)=3 \tag{36}
\end{equation*}
$$

or

$$
\begin{equation*}
x_{1}=\square, \quad x_{1}^{2}-3=2 \square, \quad \operatorname{gcd}\left(x_{1}, x_{1}^{2}-3\right)=1 \tag{37}
\end{equation*}
$$

(37) implies that $1 \equiv 2(\bmod 3)$, a contradiction. From (36), we conclude that $3 h^{4}-2 k^{2}=1$, and so $(h, k)=(1,1)$ or $(3,11)$ by Lemma 4.4.

When $(h, k)=(1,1), x_{1}=3, P_{3}=x_{1}^{2}-1=8, V_{3}=x_{1}\left(x_{1}^{2}-3\right)=18$, we have $P_{6}=P_{3} V_{3}=12^{2}, B y_{1}^{2}=x_{1}^{2}-4=5$, which implies that $B=5, y_{1}=1$. Thus $y=\sqrt{y_{1} P_{6}}=12$.

When $(h, k)=(3,11), x_{1}=27$, a simple computation shows that $x_{1}^{2}-1=$ $728 \neq 2 \square$, which contradicts $P_{3}=x_{1}^{2}-1=2 \square$.

This completes the proof.
Proof of Theorem 1.2. Let

$$
\alpha=\frac{x_{1} \sqrt{A}+y_{1} \sqrt{B}}{2}, \quad \bar{\alpha}=\frac{x_{1} \sqrt{A}-y_{1} \sqrt{B}}{2}
$$

By Lemma $4.3, \varepsilon=\alpha^{3}$ is the minimal positive integer solution of the equation $A x^{2}-B y^{2}=1$. Assume that $(x, y)$ is a positive integer solution of (5). Then

$$
\begin{equation*}
x \sqrt{A}+y^{2} \sqrt{B}=\varepsilon^{n} \tag{38}
\end{equation*}
$$

for some positive integer $n$. Thus

$$
\begin{equation*}
2 y^{2}=y_{1} P_{3 n} \tag{39}
\end{equation*}
$$

Let $d$ be the square-free part of $y_{1}$. From (39) we have

$$
\begin{equation*}
P_{3 n}=2 d \square, \quad d \mid y_{1} \tag{40}
\end{equation*}
$$

Similarly, since $D=(\alpha-\bar{\alpha})^{2}=B y_{1}^{2}$, we have $d \mid 3 n$. If $n$ is odd, we obtain $n=1$ by (40) and Proposition 1.3. Hence $d=1$ or 3 . If $d=3$, then $y_{1}=3 \square$.

Since $A x_{1}^{2}-B y_{1}^{2}=4$, we obtain $A x_{1}^{2} \equiv 4(\bmod 9)$. From $P_{3}=A x_{1}^{2}-1=6 \square$, it is easy to see that $3 \equiv 6 \square(\bmod 9)$. Thus $1 \equiv 2 \square(\bmod 3)$, which is impossible. So $d=1, y_{1}=h^{2}, P_{3}=2 k^{2}, 2 y^{2}=y_{1} P_{3}=y_{3}=2 h^{2} k^{2}$. Thus $y=\sqrt{y_{3} / 2}=h k$.

If $n$ is even, say $n=2 m$, then $A=1$. By (40), we get

$$
P_{3 m} V_{3 m}=2 d \square .
$$

By Proposition 2.1(4),(5),(8),(13), $\operatorname{gcd}\left(P_{3 m}, V_{3 m}\right)=2$ and $d \mid P_{3 m}$. Therefore we have either

$$
\begin{equation*}
P_{3 m}=2 d \square, \quad V_{3 m}=\square, \tag{41}
\end{equation*}
$$

which is impossible by Lemma 4.1, or

$$
\begin{equation*}
P_{3 m}=d \square, \quad V_{3 m}=2 \square . \tag{42}
\end{equation*}
$$

By Lemma 4.1, we obtain $m=1$ from the latter equality of (42). By the former equality of (42) we get $d=1$ or 3 . Then $P_{3}=x_{1}^{2}-1=\square$ or $3 \square$, and it follows that $3 \nmid x_{1}$. It is easy to prove that $\operatorname{gcd}\left(x_{1}, x_{1}^{2}-3\right)=1$. Thus from $V_{3}=x_{1}\left(x_{1}^{2}-3\right)=2 \square$ and $2 \nmid x_{1}$, we deduce that $x_{1}^{2}-3=2 \square$, which implies that $1=(2 \mid 3)=-1$, a contradiction. This completes the proof.

Corollary 1.1 is an immediate consequence of Theorem 1.2.
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