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Introduction. The present paper is a continuation of [7]. We deal with
the stability problem for arithmetic additive and multiplicative functions
in the sense of Hyers and Ulam (see [11]). Let f : N → C. The two basic
hypotheses we are interested in are:

x, y ∈ N, (x, y) = 1 ⇒ |f(xy)− f(x)− f(y)| ≤ ε,(A)

x, y ∈ N, (x, y) = 1 ⇒
∣∣∣∣ f(xy)
f(x)f(y)

− 1
∣∣∣∣ ≤ ε(M)

with a fixed ε ≥ 0. Here, and in what follows, the symbol (x, y) stands for
the greatest common divisor of x and y.

In the case of assumption (A) we expect the existence of an arithmetic
additive function f̃ such that the difference f − f̃ is globally bounded by
δ(ε) with limε→0 δ(ε) = 0. A couple of results in that spirit was obtained by
the author in [7] under some additional assumptions.

The proof of one of them uses a technique, based on the notion of Banach
limit, reducing the conditional functional inequality (A) to an unconditional
one. This allows one to apply the classical Hyers theorem [4]. In the present
paper we propose a simple proof of a somewhat stronger version of that result
(see Theorem 1.10 below). On the other hand, we apply the original method
of proof to establish Theorem 1.11 which asserts, roughly speaking, that if
f satisfies (A), then it can be well approximated by a concrete arithmetic
additive function on a “large” subset of N.

Another approach to our problem is based on the classical Farkas lemma
which yields a sufficient condition for solvability of systems of linear inequal-
ities. We give two theorems whose proofs rely on this idea. In the first one
(Theorem 1.7) we replace assumption (A) by a more general but still quite
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natural condition. Namely, we suppose that every difference of the form
m∑
i=1

f(xi)−
n∑
j=1

f(yj)

is estimated (in absolute value) by (m+ n)ε, provided it “annihilates” every
prime power in the following sense: for each prime p and k ∈ N we have∑

pk‖xi

1 =
∑
pk‖yj

1

(pk ‖ x ⇔ pk |x but pk+1 - x). Observe that, indeed, it is a kind of general-
ization of hypothesis (A), since every difference f(xy)− f(x)− f(y) with x
and y coprime “annihilates” every prime power in the above sense.

Theorem 1.8 below, also based on the Farkas lemma, concerns the sit-
uation where we replace the constant ε in (A) by some “control” function
ϕ(x, y). As a result, we obtain an approximation

|f(x)− f̃(x)| ≤ ψ(x), x ∈ N,

with an arithmetic additive function f̃ , where ϕ and ψ are suitably joined.
All the results mentioned above require either some kind of modification

of condition (A), or some extra assumption on the function f . But is there
an arithmetic additive function lying near f to within δ(ε) if f is supposed to
satisfy only condition (A)? It appears that this question is not far away from
an analogous question stated for finitely additive set functions, where this
problem is completely solved by the brilliant theorem of N. J. Kalton and
J. W. Roberts [5, Theorem 4.1]. Our first proposition is a slight modification
of their result and has an immediate translation into an affirmative answer
for the question of stability for arithmetic additive functions with δ(ε) ≡ Kε,
where K ≤ 89/2 is the Kalton–Roberts constant (Theorem 1.5).

The problem of determining the optimal constant is open and seems to
be difficult. The reason is that the value of K follows from quite subtle
considerations of combinatorial nature (see [9]).

As already mentioned, all previously announced results concerning the
additive case require additional or modified assumptions (in contrast to The-
orem 1.5). Despite this fact, they are not weaker than Theorem 1.5 (at least
formally). Firstly, in all of them the error constant is smaller than Kε (with
the exception of Theorem 1.8 where the error is estimated by a function).
Secondly, in some cases we know exactly the additive function f̃ which ap-
proximates f (usually f and f̃ coincide on the set of all prime powers). These
are some profits from adopting additional conditions upon f .

In the last section we translate our assertions concerning the additive
case into the multiplicative case. Some results on the stability problem for
arithmetic multiplicative functions were obtained earlier in [8] and [7]. An
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assumption similar to (M) was investigated by R. Ger and P. Šemrl [2] in the
case of ordinary multiplicative mappings; R. Ger [1] was the first to indicate
that such a condition is the most natural one.

1. Stability results in the additive case. Let P denote the set of all
primes, and set S = {pk : p ∈ P, k ∈ N} and ω(x) = #{p ∈ P : p |x} for
x ∈ N. For n ∈ N we define ω≺n = {x ∈ N : ω(x) ≺ n} where ≺ may be any
binary relation on the integers.

We introduce a notion of “largeness” in N, which will turn out to be quite
natural for our assertions.

Definition 1.1. We say that a set A ⊂ N is large if for every n ∈ N
there is a finite set Pn ⊂ P such that

(1.1) (N \ (Pn · N)) ∩ ω=n ⊂ A.

Lemma 1.2. Assume that a set A ⊂ N has the property that A ∩ B 6= ∅
for each infinite set B ⊂ N satisfying the following two conditions:

(i) if x, y ∈ B, x 6= y, then (x, y) = 1;
(ii) if x, y ∈ B, then ω(x) = ω(y).

Then (and only then) A is large. Moreover , if we omit condition (ii) in the
above hypothesis, then (and only then) there exists a finite set P ⊂ P such
that

(1.2) N \ (P · N) ⊂ A ∪ {1}.

In that case the set A has a positive natural density.

Proof. The “only then” parts of our statement are obvious.
We are going to prove both “then” assertions simultaneously, but first

observe that condition (ii) may be easily replaced by the formally weaker
one: supx∈B ω(x) <∞.

Fix κ ∈ N∪{∞}; the case of κ finite will correspond to the first assertion,
and κ =∞ to the second.

Choose any x1 6∈ A ∪ {1}, x ∈ ω<κ (if no such x1 exists, then we are
done). Let Q1 be the set of all prime factors of x1. Assuming that we have
already chosen mutually coprime numbers x1, . . . , xn 6∈ A∪{1}, all belonging
to ω<κ, we pick

xn+1 6∈ A ∪ {1} ∪
( n⋃
i=1

Qi

)
· N

(Qi being the set of all prime factors of xi) such that xn+1 ∈ ω<κ, provided
any such xn+1 exists. In view of our assumption, the process must come to
a halt after a finite number of steps. This means that for a certain N ∈ N
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we have

ω<κ ⊂ A ∪ {1} ∪
( N⋃
i=1

Qi

)
· N,

i.e.,
(N \ (Pκ · N)) ∩ ω<κ ⊂ A ∪ {1},

where Pκ :=
⋃N
i=1Qi. This proves that A is large in the case κ <∞, whereas

in the opposite case we have (1.2) with P := P∞.
Now we proceed to the proof of our last assertion. Let

⋃
n∈N Pn =

{p1, . . . , pn}. We have

N \ (p1N ∪ · · · ∪ pnN) ⊂ A ∪ {1}.
It is clear that for the natural density d we have

d(p1N ∪ · · · ∪ pnN) =
∑

1≤i≤n

1
pi
−

∑
1≤i<j≤n

1
pipj

+ · · · ± 1
p1 · . . . · pn

= 1−
n∏
i=1

(
1− 1

pi

)
.

Hence d(A) ≥
∏n
i=1(1− 1/pi) > 0.

Example 1.3. We show that the last assertion of Lemma 1.2 fails to
hold if we restrict the supposition A ∩ B 6= ∅ to only those infinite sets
B ⊂ N for which both (i) and (ii) are valid.

To this end, let p1, p2, . . . be any enumeration of all prime numbers. Now,
define

An = (N \ (p1N ∪ · · · ∪ pnN)) ∩ ω≤n for n ∈ N
and A =

⋃∞
n=1An. We shall prove that d(N \A) = 1.

Observe that

N \A = {x ∈ N : x ∈ p1N ∪ · · · ∪ pω(x)N}.
Hence, for a fixed n ∈ N, we have

(p1N ∪ · · · ∪ pnN) ∩ ω≥n ⊂ N \A.
The set on the left-hand side has the same density as p1N ∪ · · · ∪ pnN, since
d(ω≥n) = 1 (because d(ω=n) = 0 for all n ∈ N, which follows, e.g., from the
Hardy–Ramanujan theorem [3]). However,

d(p1N ∪ · · · ∪ pnN) = 1−
n∏
i=1

(
1− 1

pi

)
n→∞−−−→ 1,

which implies what we have claimed.

In what follows ε always stands for an arbitrary non-negative number,
unless otherwise stated.
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The proof of the following modification of the Kalton–Roberts theorem
[5, Theorem 4.1] is only sketched, since it is almost the same as the original
one.

Proposition 1.4. Let Ω be a finite set and let R = {Ω1, . . . , ΩN} be a
collection of non-empty mutually disjoint sets with union Ω. Define A ⊂ 2Ω

as

(1.3) A = {A ⊂ Ω : ∀1≤i≤N #(A ∩Ωi) ≤ 1}.

Assume that a function ν : A → R satisfies

(1.4) (A,B,A ∪B ∈ A and A ∩B = ∅) ⇒ |ν(A ∪B)− ν(A)− ν(B)| ≤ ε.

Then there exists a function µ : A → R such that

(1.5) (A,B,A ∪B ∈ A and A ∩B = ∅) ⇒ µ(A ∪B) = µ(A) + µ(B)

and

(1.6) |ν(A)− µ(A)| ≤ Kε, A ∈ A.

Proof. Every function µ : A → R with property (1.5) will be called R-
additive. For any f : A → R define

V (f) = max
A,B∈A

(f(A)− f(B)).

If ∼ is the equivalence relation in RA given by (f ∼ g)⇔ (f−g is constant),
then (RA/∼, ρ) is a metric space with ρ([f ]∼, [g]∼) := V (f − g). LetM be
the set of all [µ]∼ where µ is R-additive. Take a sequence of [µn]∼ ∈ M,
n ∈ N, such that

dist([ν]∼,M) =: d ≤ ρ([ν]∼, [µn]∼) ≤ d+ 1/n.

The set {µn}n∈N is bounded at each point of A, thus it is contained in a
compact subset of RA. Let µ be the limit of some convergent subsequence
of {µn}n∈N. Then µ is R-additive and V (ν − µ) = d.

Let g = ν − µ and

a = max
A∈A

g(A), b = −min
A∈A

g(A);

we may suppose that a ≥ b. We shall show that a ≤ Kε. Take a set S ∈ A
such that g(S) = a. The rest of the argument is exactly as in the proof
of Kalton and Roberts. We define the same submeasure ϕ : 2S → [0,∞)
(since S ∈ A implies 2S ⊂ A, everything works). Then, with the aid of
Kelley’s theorem [6, Corollary 6] and [5, Lemma 3.1], we obtain the desired
estimate.

Theorem 1.5. If f : N → R satisfies (A), there is a real arithmetic
additive function f̃ such that |f(x)− f̃(x)| ≤ Kε for x ∈ N.
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Proof. Let
Z =

∏
s∈S

[f(s)−Kε, f(s) +Kε];

then, by Tikhonov’s theorem, Z is a compact space. If x ∈ N with x ≥ 2 has
a canonical factorization x = s1 · . . . · sm (with si ∈ S mutually coprime),
then we define

Zx = {(ξ(s))s∈S ∈ Z : |f(x)− (ξ(s1) + · · ·+ ξ(sm))| ≤ Kε}.
Plainly, Zx is a closed subspace of Z.

Fix a finite number of natural numbers x1, . . . , xn ≥ 2 with canonical
factorizations

xi = si1 · . . . · simi , i = 1, . . . , n,

and define
Ω = {sij : i = 1, . . . , n, j = 1, . . . ,mi}.

Let R = {Ω1, . . . , ΩN} denote the partition of Ω for which the following is
true: sij , skl belong to the same part of R iff (sij , skl) > 1. Let A be defined
by (1.3). Now, we may apply Proposition 1.4 to the function ν : A → R given
by

ν(A) = f
(∏
a∈A

a
)
, A ∈ A,

since assumption (A) implies condition (1.4). There exists an R-additive
function µ satisfying (1.6). In particular, putting A = {si1, . . . , simi} for
i = 1, . . . , n we obtain

|f(xi)− (µ({si1}) + · · ·+ µ({simi}))| ≤ Kε,
whereas taking A = {sij} for i = 1, . . . , n, j = 1, . . . ,mi we get

µ({sij}) ∈ [f(sij)−Kε, f(sij) +Kε].

Hence the sequence (ξ(s))s∈S defined by

ξ(s) =
{
µ({s}) if s ∈ Ω,
f(s) otherwise,

belongs to
⋂n
i=1Zxi . Consequently, the family {Zx : x ≥ 2} has the finite

intersection property, and thus there exists

(1.7) (ξ(s))s∈S ∈
⋂
x≥2

Zx.

It remains to define f̃ as the unique arithmetic additive function satisfying
f̃(s) = ξ(s) for s ∈ S. For x ≥ 2 the inequality |f(x) − f̃(x)| ≤ Kε follows
directly from (1.7), while for x = 1 it is obvious, since f̃(1) = 0 and |f(1)|
≤ ε.
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Remark 1.6. The estimate given in Theorem 1.5 may be improved in
the following way. If f : N → C satisfies (A), then there is an arithmetic
additive function f̃ such that for every η > 0 the set

{x ∈ N : |f(x)− f̃(x)| < ε+ η}

has positive natural density.
Indeed, an analogue of Theorem 1.5 is valid for complex-valued functions

f and f̃ after replacing Kε by
√

2Kε. Considering an arbitrary function
f : N→ C instead of the difference f − f̃ we shall prove that if f is bounded
and satisfies (A), then the above assertion is valid for every η > 0 and the
set Aη := {x ∈ N : |f(x)| < ε+ η}. Furthermore, by virtue of Lemma 1.2, it
is enough to show that Aη ∩B 6= ∅ for each infinite set B ⊂ N with pairwise
coprime elements.

Suppose on the contrary that B is a set with the properties in question
and |f(x)| ≥ ε+η for each x ∈ B. Choose arbitrarily α1 ∈ (1, 2). The region
{z ∈ C : |z| ≥ ε + η} may be partitioned into finitely many sectors in such
a way that for all complex numbers z1, z2 belonging to the same sector we
have |z1 + z2| ≥ 2ε + α1η. There is an infinite set {x1, x2, . . .} ⊂ B whose
image under f lies in one of these sectors. By inequality (A), we infer that
|f(xixi+1)| > ε+ α1η for i ∈ N.

Now, repeat this process replacing B by the set {x1x2, x3x4, . . .} and η
by α1η. Taking a sequence (αn)n∈N such that

∏∞
n=1 αn = ∞ we arrive at

a contradiction with the assumption that f is bounded.

Theorem 1.7. Assume that a function f : N→ R satisfies

(1.8)
∣∣∣ m∑
i=1

f(xi)−
n∑
j=1

f(yj)
∣∣∣ ≤ (m+ n)ε

for every x1, . . . , xm, y1, . . . , yn ∈ N such that

(1.9)
∑
pk‖xi

1 =
∑
pk‖yj

1 for all p ∈ P, k ∈ N.

Then there is a real arithmetic additive function f̃ such that |f(x)−f̃(x)| ≤ ε
for x ∈ N.

Proof. As is clear from the proof of Theorem 1.5, it is enough to show
that for any finite set Ω ⊂ S there exists a vector (xa)a∈Ω ∈ R#Ω which
yields a solution to each of the inequalities∣∣∣f(∏

a∈A
a
)
−
∑
a∈A

xa

∣∣∣ ≤ ε, A ∈ A,

where A is defined as above. Equivalently, we shall show that the system of
linear inequalities
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∑
a∈A

xa ≤ f
(∏
a∈A

a
)

+ ε,

−
∑
a∈A

xa ≤ −f
(∏
a∈A

a
)

+ ε,
A ∈ A,

is consistent.
To this end we apply [10, Theorem 22.1]. Suppose (αA)A∈A, (βA)A∈A are

non-negative numbers satisfying

(1.10)
∑
a∈A

(αA − βA) = 0, a ∈ Ω;

the question is whether

(1.11)
∑
A∈A

(αA − βA)f
(∏
a∈A

a
)

+ ε
∑
A∈A

(αA + βA) ≥ 0.

Putting γA = αA − βA for A ∈ A, we may rewrite equation (1.10) as

(1.12)
∑
a∈A

γA = 0, a ∈ Ω;

if we show that

(1.13)
∣∣∣∑
A∈A

γAf
(∏
a∈A

a
)∣∣∣ ≤ ε∑

A∈A
|γA|,

then (1.11) will follow.
First, observe that it is enough to prove that (1.12) implies (1.13) in the

case where every γA, for A ∈ A, is rational. Indeed, since all equations in
(1.12) have rational coefficients, the hyperplane HΩ ⊂ R#A determined by
these equations has the property that HΩ ∩ Q#A is dense in HΩ. Thus, if
we show (1.13) for all (γA)A∈A ∈ HΩ ∩Q#A, then, obviously, it would also
be valid in HΩ.

Now, fix (γA)A∈A ∈ HΩ ∩Q#A. After multiplying both sides of (1.13) by
a common multiple of the denominators of (γA)A∈A and repeating the terms
f(
∏
a∈A a) as required we arrive at an inequality of form (1.8) for which

condition (1.9) is guaranteed by the fact that (γA)A∈A satisfies (1.12).

Let P be the set of all pairs of relatively prime natural numbers.

Theorem 1.8. Given ϕ : P → [0,∞) assume that a function f : N→ R
satisfies

(1.14) x, y ∈ N, (x, y) = 1 ⇒ |f(xy)− f(x)− f(y)| ≤ ϕ(x, y).

Let ψ : N→ [0,∞) be any function satisfying

(1.15) ψ(xz) + ψ(yz) ≥ ψ(x) + ψ(y) + ϕ(x, z) + ϕ(y, z)

for all x, y, z ∈ N such that (x, y), (y, z), (z, x) ∈ P. Then there is a real
arithmetic additive function f̃ such that |f(x)− f̃(x)| ≤ ψ(x) for x ∈ N.
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Proof. The idea is similar to the previous one. Now we are interested in
the consistency of the system

∑
a∈A

xa ≤ f
(∏
a∈A

a
)

+ ψ
(∏
a∈A

a
)
,

−
∑
a∈A

xa ≤ −f
(∏
a∈A

a
)

+ ψ
(∏
a∈A

a
)
,

A ∈ A.

Again applying [10, Theorem 22.1] we shall prove that for every (γA)A∈A
∈ HΩ (which can be supposed to lie in Z#A),∣∣∣∑

A∈A
γAf

(∏
a∈A

a
)∣∣∣ ≤∑

A∈A
|γA|ψ

(∏
a∈A

a
)
.

This can be rewritten in the form

(1.16)
∣∣∣ m∑
i=1

λif(xi)
∣∣∣ ≤ m∑

i=1

|λi|ψ(xi),

where x1, . . . , xm ∈ N are pairwise different and λ1, . . . , λm ∈ Z satisfy

(1.17)
∑
pk‖xi

λi = 0 for all p ∈ P, k ∈ N.

We prove (1.16) by induction on c :=
∑m

i=1 |λi|ω(xi). For c = 0 we have
m = 1, x1 = 1. Inequality (1.16) then takes the form |λf(1)| ≤ |λ|ψ(1),
which is valid, since (1.14) and (1.15) imply f(1) = 0 (put x = y = z = 1).
Now, assume that c > 0 and our assertion holds true if

∑m
i=1 |λi|ω(xi) < c.

Since f(1) = 0, we may suppose that all xi’s are different from 1. Choose any
prime power pk ‖x1. In view of (1.17), there is j ∈ {2, . . . ,m} with pk ‖xj
and λ1λj < 0. After renumbering we may assume that j = 2 and λ1 > 0,
λ2 < 0. By virtue of (1.14), we have

|f(x1)− f(x2)− f(x1/(x1, x2)) + f(x2/(x1, x2))|
≤ |f(x1)− f(x1/(x1, x2))− f((x1, x2))|

+ |f((x1, x2)) + f(x2/(x1, x2))− f(x2)|
≤ ϕ(x1/(x1, x2), (x1, x2)) + ϕ(x2/(x1, x2), (x1, x2)).

Thus, after substituting

x = x1/(x1, x2), y = x2/(x1, x2), z = (x1, x2),

inequality (1.15) yields

(1.18) |f(x1)− f(x2)− f(x1/(x1, x2)) + f(x2/(x1, x2))|
≤ ψ(x1) + ψ(x2)− ψ(x1/(x1, x2))− ψ(x2/(x1, x2)).

We transform the expression
∑m

i=1 λif(xi) getting rid of the terms f(x1),
−f(x2) and replacing them by f(x1/(x1, x2)), −f(x2/(x1, x2)), respectively.
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To be more precise, let us define integers λ̃1, . . . , λ̃m+2 as follows:

λ̃1 = λ1 − 1, λ̃2 = λ2 + 1,

λ̃i =


λi if xi 6∈ {x1/(x1, x2), x2/(x1, x2)},
λi + 1 if xi = x1/(x1, x2),
λi − 1 if xi = x2/(x1, x2),

for i = 3, . . . ,m,

λ̃m+1 =
{

0 if ∃i xi = x1/(x1, x2),
1 otherwise,

λ̃m+2 =
{

0 if ∃ixi = x2/(x1, x2),
−1 otherwise.

Let also
xm+1 = x1/(x1, x2), xm+2 = x2/(x1, x2).

Evidently, the xi’s (i = 1, . . . ,m + 2) with λ̃i 6= 0 are pairwise different,
whereas λ̃i’s are integers satisfying∑

pk‖xi
1≤i≤m+2

λ̃i = 0 for all p ∈ P, k ∈ N.

Moreover,
m+2∑
i=1

|λ̃i|ω(xi) = (|λ1| − 1)ω(x1) + (|λ2| − 1)ω(x2) +
m+2∑
i=3

|λ̃i|ω(xi)

≤ (|λ1| − 1)ω(x1) + (|λ2| − 1)ω(x2) +
m+2∑
i=3

|λi|ω(xi)

+ ω(x1/(x1, x2)) + ω(x2/(x1, x2))
= c− 2ω((x1, x2)) < c,

since p | (x1, x2). By our inductive hypothesis, we thus obtain∣∣∣m+2∑
i=1

λ̃if(xi)
∣∣∣ ≤ m+2∑

i=1

|λ̃i|ψ(xi),

which does not exceed
m∑
i=1

|λi|ψ(xi)− ψ(x1)− ψ(x2) + ψ(x1/(x1, x2)) + ψ(x2/(x1, x2)).

This estimate, jointly with (1.18) and the equality
m∑
i=1

λif(xi) =
m+2∑
i=1

λ̃if(xi) + f(x1)− f(x2)− f(x1/(x1, x2)) + f(x2/(x1, x2)),

yields (1.16).
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Remark 1.9. Of course, analogous versions of Theorems 1.7 and 1.8
may be stated for complex-valued almost additive functions. The error of
approximation should then be multiplied by

√
2.

The following is a stronger version of [7, Theorem 2] with a very simple
proof.

Theorem 1.10. Assume that a function f : N→ C satisfies (A) and

(1.19) lim
ω(x)→∞
(r,x)=1

(f(rx)− f(x)− f(r)) = 0 for r ∈ S.

Then there is an arithmetic additive function f̃ such that |f(x)− f̃(x)| ≤ ε

for x ∈ N. Moreover , f |S = f̃ |S.

Proof. Fix x ∈ N, x = r1 · . . . · rs with r1, . . . , rs ∈ S pairwise coprime.
We shall prove that |f(x)−

∑s
i=1 f(ri)| ≤ ε. For every y ∈ N we have

f(x)−
s∑
i=1

f(ri) = f(x) + f(y)− f(xy)

+
s∑
i=1

(f(yr1 · . . . · ri)− f(yr1 · . . . · ri−1)− f(ri)).

For any given η > 0, in view of condition (1.19), we can choose y coprime to
x and satisfying

s∑
i=1

|f(yr1 · . . . · ri)− f(yr1 · . . . · ri−1)− f(ri)| < η.

We have |f(x) + f(y) − f(xy)| ≤ ε and |f(x) −
∑s

i=1 f(ri)| < ε + η, which
ends the proof.

The technique of the proof of [7, Theorem 2] leads to the last result of
this section.

Theorem 1.11. Assume that a function f : N→ C satisfies (A), f |S = 0
and for every sequence (rm)m∈N of mutually coprime elements from S,

lim inf
m→∞

1
m
|f(r1 · . . . · rm)| = 0.

Then for every η > 0 the set {x ∈ N : |f(x)| < ε+ η} is large.

Proof. By Theorem 1.5 and the comments following Remark 1.6, there
exists an arithmetic additive function f̃ : N → C such that |f(x) − f̃(x)| ≤√

2Kε for x ∈ N.
Let (rm)m∈N be an arbitrary sequence of mutually coprime elements

from S. For every m ∈ N we have
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m

m∑
i=1

f̃(ri)
∣∣∣∣ ≤ 1

m
|f(r1 · . . . · rm)|+ 1

m
|f(r1 · . . . · rm)− f̃(r1 · . . . · rm)|

≤ 1
m
|f(r1 · . . . · rm)|+

√
2K
m

ε,

which, in the light of our assumption, yields

(1.20) lim inf
m→∞

1
m

∣∣∣ m∑
i=1

f̃(ri)
∣∣∣ = 0.

Since (1.20) is true for every sequence (rm)m∈N of mutually coprime elements
from S, we must have

lim
m→∞

f̃(rm) = 0.

Fix an arbitrary sequence R = (xm)m∈N of mutually coprime natural
numbers such that L := supm∈N ω(xm) <∞. The conclusion of the preceding
paragraph implies that

lim
m→∞

max{|f̃(r)| : r ‖ xm, r ∈ S} = 0,

which gives

(1.21)
∣∣∣∣ 1
m

m∑
i=1

f̃(xi)
∣∣∣∣ ≤ L

m

m∑
i=1

max{|f̃(r)| : r ‖ xm, r ∈ S} m→∞−−−−→ 0.

Let Rm = {x1, . . . , xm} for m ∈ N and denote by Rm[n] the family of all
n-tuples of pairwise different elements from Rm. Define

Mm(n) =
1

#Rm[n]

∑
A∈Rm[n]

f
(∏
a∈A

a
)

for m,n ∈ N, n ≤ m.

By the same argument as in the proof of [7, Theorem 2] we obtain
(1.22) |Mm(s+ t)−Mm(s)−Mm(t)| ≤ ε for m, s, t ∈ N, s+ t ≤ m.
Since f satisfies (A) and f |S = 0, an easy induction yields∣∣∣f(∏

a∈A
a
)∣∣∣ ≤ Lnε for n ≤ m, A ∈ Rm[n].

This means that the sequence (Mm(n))∞m=n is bounded for every n ∈ N
and we may consider its Banach limit M(n) := LIMm→∞Mm(n). Inequality
(1.22) yields the ε-additivity of the mapping N 3 n 7→M(n).

If m,n ∈ N with n ≤ m then

#Rm[n] =
m!

(m− n)!
,

hence

(1.23) Mm(n) =
(m− n)!
m!

∑
A∈Rm[n]

(
f̃
(∏
a∈A

a
)

+ ε(A)
)
,
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where |ε(A)| ≤
√

2Kε. Every xi ∈ Rm appears exactly(
m− 1
n− 1

)
n!

times as a factor of
∏
a∈A a when A runs through Rm[n]. Therefore, by the

additivity of f̃ and formula (1.23), we have

Mm(n) =
(m− n)!
m!

(
m− 1
n− 1

)
n!

m∑
i=1

f̃(x1) + ε(m,n) =
n

m

m∑
i=1

f̃(xi) + ε(m,n),

where |ε(m,n)| ≤
√

2Kε. By virtue of (1.21), we get

M(n) = LIM
m→∞

ε(m,n) ∈ [−
√

2Kε,
√

2Kε] for n ∈ N.

The function M , being ε-additive and bounded, is bounded by ε (which
follows, e.g., from Hyers’ theorem). We may summarize the first part of
the proof as follows: for an arbitrary infinite sequence of pairwise coprime
natural numbers with globally bounded numbers of prime factors we have
|M(n)| ≤ ε for all n ∈ N, where M is defined as above.

Now, fix η > 0 and an infinite sequence R with the properties described
above. In the light of Lemma 1.2, it is enough to show that for at least one
member x of R we have |f(x)| < ε+ η. Suppose the contrary.

The region {z ∈ C : |f(z)| ≥ ε+η} may be partitioned into finitely many
parts whose convex hulls do not meet the closed ball B(0, ε). There exists
an infinite subsequence of R whose image under f lies in one of these parts.
However, if M is defined as above with respect to that subsequence instead
of R, then |M(1)| > ε. This follows from the fact that M(1) is a Banach
limit of arithmetic means of complex numbers lying in a convex set disjoint
from B(0, ε). We have obtained a contradiction with the first part of the
proof.

Remark 1.12. Given f : N→ C satisfying (A) we may apply the above
result to f − f̃ , where f̃ is the unique arithmetic additive function such that
f |S = f̃ |S. As a consequence, f lies near f̃ on a large subset of N. Of course,
the condition f |S = 0, after replacing f by f − f̃ , is automatically satisfied.

Remark 1.13. Applying the Ramsey theorem as in the proof of [7, The-
orem 2] we might infer that for every η > 0 the set Aη := {x ∈ N : |f(x)| <
ε + η} has the following additional property: for each infinite set B ⊂ N
satisfying conditions (i), (ii) of Lemma 1.2 and for each n ∈ N there exists
an infinite subset C ⊂ B such that

{c1 · . . . · cn : ci ∈ C, ci 6= cj for i 6= j} ⊂ Aη.
However, this does not give any further information in Theorem 1.11, since
every large set has this property.
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2. Stability results in the multiplicative case. Now, we are inter-
ested in functions f : N→ C\{0} which satisfy condition (M) with ε ∈ [0, 1).
Inspired by the main ideas of the paper [2] by R. Ger and P. Šemrl, we show
how our results on arithmetic almost additive functions may be applied in
the multiplicative case.

The following proposition is similar to [2, Corollary 2.4].

Proposition 2.1. Let ε ∈ [0, 1/4). Assume that a mapping α : N → R
satisfies

x, y ∈ N, (x, y) = 1 ⇒ α(xy)− α(x)− α(y) ∈ Z + (−ε, ε).

Then there exists a function p : N→ R such that

x, y ∈ N, (x, y) = 1 ⇒ p(xy)− p(x)− p(y) ∈ Z

and |α(x)− p(x)| ≤ Kε for x ∈ N.

The proof is almost the same as that of [7, Proposition]. The only dif-
ference is that instead of [7, Theorem 2] we apply our Theorem 1.5. Propo-
sition 2.1 allows us to establish the following strengthened version of [7,
Theorem 3]. The scheme of the proof remains unchanged.

Theorem 2.2. If f : N→ C\{0} satisfies (M) with ε ∈ [0, 1), then there
is an arithmetic multiplicative function f̃ : N→ C \ {0} such that∣∣∣∣f(x)

f̃(x)
− 1
∣∣∣∣ ≤ δ(ε) and

∣∣∣∣ f̃(x)
f(x)

− 1
∣∣∣∣ ≤ δ(ε) for x ∈ N,

where δ(ε) is a non-negative number depending only on ε. Moreover , δ(ε)→0
as ε→ 0.

Remark 2.3. By a careful inspection of the proof of [2, Theorem 3.4]
we find that the error δ(ε) in Theorem 2.2 may be expressed by the formula

δ(ε) =


√

1− 2 cos(K arcsin ε)
(1− ε)K

+
1

(1− ε)2K
if ε < sin

π

K
,

1 + (1− ε)−K otherwise.
However, if we take into account Remark 1.6, this estimate may be sharpened
in the following way: for each η ∈ (0, π − arcsin ε) the set{

x ∈ N :
∣∣∣∣f(x)

f̃(x)
− 1
∣∣∣∣ ≤ δ(ε, η) and

∣∣∣∣ f̃(x)
f(x)

− 1
∣∣∣∣ ≤ δ(ε, η)},

where

δ(ε, η) :=

√
1− 2eη cos(η + arcsin ε)

1− ε
+

e2η

(1− ε)2
,
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contains a subset of the form N\(P ·N) with a finite set P ⊂ P. In particular,
it is a set of a positive density. Observe that δ(ε, η) converges to the constant
appearing in [2, Theorem 3.4] as η → 0.

The following result is dual to Theorem 1.10.

Theorem 2.4. Assume that a function f : N→ C\{0} satisfies (M) and

lim
ω(x)→∞
(r,x)=1

f(rx)
f(x)f(r)

= 1 for r ∈ S.

Then there is an arithmetic multiplicative function f̃ such that∣∣∣∣ f̃(x)
f(x)

− 1
∣∣∣∣ ≤ ε for x ∈ N.

Moreover , f |S = f̃ |S.

Proof. For x ∈ N with a canonical factorization x = r1 · . . . · rs write∏s
i=1 f(ri)
f(x)

=
f(xy)

f(x)f(y)

s∏
i=1

f(ri)f(ri+1 · . . . · rsy)
f(ri · . . . · rsy)

and argue as in the proof of Theorem 1.10.

Finally, we present a result dual to Theorem 1.7. It occurs that an ap-
propriate “control” function, which would play the role of (m+ n)ε in (1.8),
should be defined as 1−e−(m+n)ε. To obtain this result we repeat the scheme
of the proof of [2, Theorem 3.4].

Theorem 2.5. Assume that a function f : N→ C \ {0} satisfies∣∣∣∣∏m
i=1 f(xi)∏n
j=1 f(yj)

− 1
∣∣∣∣ ≤ 1− e−(m+n)ε

for every x1, . . . , xm, y1, . . . , yn satisfying (1.9). Then there is an arithmetic
multiplicative function f̃ : N→ C \ {0} such that

f(x)

f̃(x)
∈ [e−ε, eε] for x ∈ N.

Proof. Write f(x) = |f(x)| exp(i arg f(x)), where −π < arg f(x) ≤ π.
We can check that the function x 7→ log |f(x)| satisfies the assumption of
Theorem 1.7. Therefore, we get a real arithmetic additive function g such
that |g(x)− log |f(x)| | ≤ ε for x ∈ N.

By our supposition, we have

x, y ∈ N, (x, y) = 1 ⇒
∣∣∣∣( f(xy)
f(x)f(y)

)n
− 1
∣∣∣∣ ≤ 1 for n ∈ N,
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thus
x, y ∈ N, (x, y) = 1 ⇒ f(xy)

f(x)f(y)
∈ R.

In other words, the function x 7→ arg f(x) is arithmetic additive modulo
the set 2πZ. A moment’s reflection shows that it has to be the sum of an
arithmetic additive mapping and a 2πZ-valued mapping.

Define f̃(x) = exp(g(x) + i arg f(x)) for x ∈ N. Then f̃ is arithmetic
multiplicative and

f(x)

f̃(x)
=

exp g(x)
|f(x)|

∈ [e−ε, eε].
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