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1. Introduction

Definition 1.1. A block of length $k$ in base $b$ is an ordered $k$-tuple of integers in $\{0, 1, \ldots, b - 1\}$. A block of length $k$ will be understood to be a block of length $k$ in some base $b$. A block will mean a block of length $k$ in base $b$ for some integers $k$ and $b$.

Given a block $B$, $|B|$ will represent the length of $B$. Given blocks $B_1, \ldots, B_n$ and integers $l_1, \ldots, l_n$, the block

\[ B = l_1 B_1 l_2 B_2 \ldots l_n B_n \]

(1.1)

will be the block of length $l_1 |B_1| + \cdots + l_n |B_n|$ formed by concatenating $l_1$ copies of $B_1, l_2$ copies of $B_2$, all the way up to $l_n$ copies of $B_n$. For example, if $B_1 = (2, 3, 5)$ and $B_2 = (0, 8)$ then $2B_11B_2 = (2, 3, 5, 2, 3, 5, 0, 8)$.

Definition 1.2. Given an integer $b \geq 2$, the $b$-ary expansion of a real $x$ in $[0, 1)$ will be the (unique) expansion of the form

\[ x = \sum_{n=1}^{\infty} \frac{E_n}{b^n} = 0.E_1E_2E_3\ldots \]

such that all $E_n$ can take on the values $0, 1, \ldots, b - 1$ with $E_n \neq b - 1$ infinitely often.

We will let $N^b_n(B, x)$ denote the number of times a block $B$ occurs with starting position no greater than $n$ in the $b$-ary expansion of $x$.

Definition 1.3. A real number $x$ in $[0, 1)$ is normal in base $b$ if for all $k$ and blocks $B$ in base $b$ of length $k$,

\[ \lim_{n \to \infty} \frac{N^b_n(B, x)}{n} = b^{-k}. \]

(1.3)

A number is simply normal in base $b$ if (1.3) holds for $k = 1$.
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Borel introduced normal numbers in 1909 and proved that Lebesgue almost every real number in \([0,1)\) is simultaneously normal to all bases. The best known example of a number normal in base 10 is due to Champernowne \([3]\). The number

\[ H_{10} = 0.1 \, 2 \, 3 \, 4 \, 5 \, 6 \, 7 \, 8 \, 9 \, 10 \, 11 \, 12 \ldots , \]

formed by concatenating the digits of every natural number written in increasing order in base 10, is normal in base 10. Any \(H_b\), formed similarly to \(H_{10}\) but in base \(b\), is known to be normal in base \(b\). There have since been many examples given of numbers that are normal in at least one base. One can find a more thorough literature review in \([4]\) and \([5]\).

The \(Q\)-Cantor series expansion, first studied by Georg Cantor, is a natural generalization of the \(b\)-ary expansion.

**Definition 1.4.** \(Q = \{q_n\}_{n=1}^{\infty}\) is a basic sequence if each \(q_n\) is an integer greater than or equal to 2.

**Definition 1.5.** Given a basic sequence \(Q\), the \(Q\)-Cantor series expansion of a real \(x\) in \([0,1)\) is the (unique) expansion of the form

\[ x = \sum_{n=1}^{\infty} \frac{E_n}{q_1 q_2 \cdots q_n} \]

such that \(E_n\) can take on the values 0, 1, \ldots, \(q_n - 1\) with \(E_n \neq q_n - 1\) infinitely often \(^{1}\).

Clearly, the \(b\)-ary expansion is a special case of \((1.4)\) where \(q_n = b\) for all \(n\). If one thinks of a \(b\)-ary expansion as representing an outcome of repeatedly rolling a fair \(b\)-sided die, then a \(Q\)-Cantor series expansion may be thought of as representing an outcome of rolling a fair \(q_1\)-sided die, followed by a fair \(q_2\)-sided die and so on. For example, if \(q_n = n + 1\) for all \(n\) then the \(Q\)-Cantor series expansion of \(e - 2\) is

\[ e - 2 = \frac{1}{2} + \frac{1}{2 \cdot 3} + \frac{1}{2 \cdot 3 \cdot 4} + \cdots . \]

If \(q_n = 10\) for all \(n\), then the \(Q\)-Cantor series expansion for \(1/4\) is

\[ \frac{1}{4} = \frac{2}{10} + \frac{5}{10^2} + \frac{0}{10^3} + \frac{0}{10^4} + \cdots . \]

For a given basic sequence \(Q\), let \(N_n^Q(B, x)\) denote the number of times a block \(B\) occurs starting at a position no greater than \(n\) in the \(Q\)-Cantor series expansion of \(x\). Additionally, define

\[ Q_n^{(k)} = \sum_{j=1}^{n} \frac{1}{q_j q_{j+1} \cdots q_{j+k-1}} . \]

\(^{1}\) Uniqueness can be proven in the same way as for the \(b\)-ary expansion.
A. Rényi \cite{8} defined a real number $x$ to be normal if for all blocks $B$ of length 1,

\begin{equation}
\lim_{n \to \infty} \frac{N_n^Q(B, x)}{Q_n^{(1)}} = 1.
\end{equation}

If $q_n = b$ for all $n$ then \eqref{1.6} is equivalent to $x$ being simply normal in base $b$, but not equivalent to it being normal in base $b$. Thus, we wish to generalize normality in a way that will be equivalent to normality in base $b$ when all $q_n = b$.

**Definition 1.6.** A basic sequence $Q$ is *infinite limit* if $q_n \to \infty$.

**Definition 1.7.** A real number $x$ is $Q$-normal of order $k$ if for all blocks $B$ of length $k$,

\begin{equation}
\lim_{n \to \infty} \frac{N_n^Q(B, x)}{Q_n^{(k)}} = 1.
\end{equation}

$x$ is said to be $Q$-normal if it is $Q$-normal of order $k$ for all $k$.

**Definition 1.8.** A basic sequence $Q$ is *$k$-divergent* if

\begin{equation}
\lim_{n \to \infty} Q_n^{(k)} = \infty.
\end{equation}

$Q$ is *fully divergent* if $Q$ is $k$-divergent for all $k$.

It has been shown that for infinite limit $Q$, the set of all $x$ in $[0, 1)$ that are $Q$-normal of order $k$ has full Lebesgue measure if and only if $Q$ is $k$-divergent \cite{8}. Therefore, for infinite limit $Q$, the set of all $x$ in $[0, 1)$ that are $Q$-normal has full Lebesgue measure if and only if $Q$ is fully divergent. Similarly to the case of the $b$-ary expansion, it will be more difficult to construct specific examples of $Q$-normal numbers than to show the typical real number is $Q$-normal.

The situation is further complicated when $Q$ is infinite limit because in that case we need to consider blocks whose digits come from an infinite set. For example, normality can be defined for the continued fraction expansion. In that setup there will also be an infinite digit set. While it is known that almost every real number is normal with respect to the continued fraction expansion, there are not many known examples (see \cite{1} and \cite{7}).

We wish to state a theorem that will allow us to construct specific examples of $Q$-normal numbers for certain $Q$. We will first need several definitions.

**Definition 1.9 \cite{2}**. A *weighting* $\mu$ is a collection of functions $\mu^{(1)}, \mu^{(2)}, \ldots$ such that for all $k$,\footnote{\cite{2} \cite{10} discusses normality in base 2 with respect to different weightings.}
\[ \mu^{(k)} : \{0, 1, 2, \ldots\}^k \rightarrow [0, 1], \]
\[ \sum_{j=0}^{\infty} \mu^{(1)}(j) = 1, \]
\[ \mu^{(k)}(b_1, b_2, \ldots, b_k) = \sum_{j=1}^{\infty} \mu^{(k+1)}(b_1, b_2, \ldots, b_k, j). \]

**Definition 1.10.** The *uniform weighting in base* \( b \) is the collection \( \lambda_b \) of functions \( \lambda_b^{(1)}, \lambda_b^{(2)}, \lambda_b^{(3)}, \ldots \) such that for all \( k \) and blocks \( B \) of length \( k \) in base \( b \),
\[ \lambda_b^{(k)}(B) = b^{-k}. \]

**Definition 1.11.** Let \( p \) and \( b \) be positive integers such that \( 1 \leq p \leq b \). A weighting \( \mu \) is \((p, b)\)-uniform if for all \( k \) and blocks \( B \) of length \( k \) in base \( p \),
\[ \mu^{(k)}(B) = \lambda_b^{(k)}(B) = b^{-k}. \]

Given blocks \( B \) and \( y \) we will let \( N_n(B, y) \) denote the number of times a block \( B \) occurs starting in position no greater than \( n \) in the block \( y \).

**Definition 1.12.** Suppose that \( 0 < \epsilon < 1 \), \( k \) is a positive integer and \( \mu \) is a weighting. A block of digits \( y \) is \((\epsilon, k, \mu)\)-normal if for all blocks \( B \) of length \( m \leq k \),
\[ \mu^{(m)}(B)|y|(1 - \epsilon) \leq N_{|y|}(B, y) \leq \mu^{(m)}(B)|y|(1 + \epsilon). \]

For convenience, we define the notion of a *block friendly family* (BFF):

**Definition 1.13.** A BFF is a sequence of 6-tuples
\[ W = \{(l_i, b_i, p_i, \epsilon_i, k_i, \mu_i)\}_{i=1}^{\infty} \]
with non-decreasing sequences of non-negative integers \( \{l_i\}_{i=1}^{\infty}, \{b_i\}_{i=1}^{\infty}, \{p_i\}_{i=1}^{\infty} \) and \( \{k_i\}_{i=1}^{\infty} \) for which \( b_i \geq 2, b_i \rightarrow \infty \) and \( p_i \rightarrow \infty \), such that \( \{\mu_i\}_{i=1}^{\infty} \) is a sequence of \((p_i, b_i)\)-uniform weightings and \( \{\epsilon_i\}_{i=1}^{\infty} \) strictly decreases to 0.

We will use the notation
\[ f(n) = \omega(g(n)) \]
to mean that \( f \) asymptotically dominates \( g \). In other words,
\[ \lim_{n \rightarrow \infty} \frac{f(n)}{g(n)} = \infty. \]

**Definition 1.14.** Let \( W = \{(l_i, b_i, p_i, \epsilon_i, k_i, \mu_i)\}_{i=1}^{\infty} \) be a BFF. If \( \lim k_i = K < \infty \), then let \( R(W) = \{0, 1, 2, \ldots, K\} \). Otherwise, let \( R(W) = \{0, 1, 2, \ldots\} \).

---

(3) **Definition 1.12** is a generalization of the concept of \((\epsilon, k)\)-normality, originally due to Besicovitch [2].
If \( \{x_i\}_{i=1}^{\infty} \) is a sequence of blocks such that \( |x_i| \) is non-decreasing and \( x_i \) is \( (\epsilon_i, k_i, \mu_i) \)-normal, then \( \{x_i\}_{i=1}^{\infty} \) is said to be \( W \)-good if for all \( k \) in \( R \),

\[
|x_i| = \omega \left( \frac{b_i^k}{\epsilon_{i-1} - \epsilon_i} \right),
\]

\[
\frac{l_{i-1}}{l_i} \cdot \frac{|x_{i-1}|}{|x_i|} = o \left( i^{-1} b_i^{-k} \right),
\]

\[
\frac{1}{l_i} \cdot \frac{|x_{i+1}|}{|x_i|} = o \left( b_i^{-k} \right).
\]

For the rest of the paper, given a BFF \( W \) and a \( W \)-good sequence \( \{x_i\} \), we will define

\[
L_i = |l_1 x_1 \ldots l_i x_i| = \sum_{j=1}^{i} l_j |x_j| = l_1 |x_1| + \cdots + l_i |x_i|,
\]

\[
q_n = b_i \quad \text{for} \quad L_{i-1} < n \leq L_i,
\]

\[
Q = \{q_n\}_{n=1}^{\infty}.
\]

Moreover, if \( (E_1, E_2, \ldots) = l_1 x_1 l_2 x_2 \ldots \) then let

\[
x = \sum_{n=1}^{\infty} \frac{E_n}{q_1 q_2 \cdots q_n}.
\]

With these conventions, we are now in a position to state our main result.

**Main Theorem 1.15.** Let \( W \) be a BFF and \( \{x_i\}_{i=1}^{\infty} \) a \( W \)-good sequence. If \( k \in R(W) \), then \( x \) is \( Q \)-normal of order \( k \). If \( k_i \to \infty \), then \( x \) is \( Q \)-normal.

Let \( C_{b,w} \) be the block formed by concatenating all the blocks of length \( w \) in base \( b \) in lexicographic order. For example,

\[
C_{3,2} = 1(0, 0)1(0, 1)1(0, 2)1(1, 0)1(1, 1)1(1, 2)1(2, 0)1(2, 1)1(2, 2)
= (0, 0, 0, 1, 0, 2, 1, 0, 1, 1, 1, 1, 2, 2, 0, 2, 1, 2, 2).
\]

Let \( x_1 = (0) \), \( b_1 = 2 \) and \( l_1 = 0 \). For \( i \geq 2 \), let \( x_i = C_{i,i^2} \), \( b_i = i \) and \( l_i = i^{3i} \). We will show in Section 4 that \( x \) is \( Q \)-normal \((4)\).

**2. Technical lemmas.** For this section, we will fix a BFF \( W \) and a \( W \)-good sequence \( \{x_i\} \). For a given \( n \), the letter \( i = i(n) \) will always be understood to be the positive integer that satisfies \( L_{i-1} < n \leq L_i \). Let \( m = n - L_i \), which allows \( m \) to be written in the form

\[
m = \alpha |x_{i+1}| + \beta
\]

\((4)\) This result will not require the full generality of \((p,b)\)-uniform weightings considered in Main Theorem 1.15 but they will be required in a later paper.
where \( \alpha \) and \( \beta \) satisfy
\[
0 \leq \alpha \leq l_{i+1} \quad \text{and} \quad 0 \leq \beta < |x_{i+1}|.
\]
Thus, we can write the first \( n \) digits of \( x \) in the form
\[
(2.1) \quad l_1 x_1 l_2 x_2 \ldots l_{i-1} x_{i-1} l_i x_i \alpha x_{i+1} 1 y,
\]
where \( y \) is the block formed from the first \( \beta \) digits of \( x_{i+1} \).

Given a block \( B \) of length \( k \) in \( R(W) \), we will first get upper and lower bounds on \( N_n^Q(B, x) \), which will hold for all \( n \) large enough that \( k \leq k_i \). This will allow us to bound
\[
(2.2) \quad \left| \frac{N_n^Q(B, x)}{Q_n^{(k)}} - 1 \right|
\]
and show that
\[
(2.3) \quad \lim_{n \to \infty} \frac{N_n^Q(B, x)}{Q_n^{(k)}} = 1.
\]

We will arrive at upper and lower bounds for \( N_n^Q(B, x) \) by breaking the first \( n \) digits of \( x \) into three parts: the initial block \( l_1 x_1 l_2 x_2 \ldots l_{i-1} x_{i-1} \), the middle block \( l_i x_i \) and the last block \( \alpha x_{i+1} 1 y \).

**Lemma 2.1.** If \( k \leq k_i \) and \( B \) is a block of length \( k \) in base \( b \leq p_i \), then the following bounds hold:
\[
(2.4) \quad (1 - \epsilon_i) b_i^{-k} |x_i| \leq N_{|x_i|}(B, x_i) \leq (1 + \epsilon_i) b_i^{-k} |x_i|,
\]
\[
(2.5) \quad (1 - \epsilon_{i+1}) b_{i+1}^{-k} \alpha |x_{i+1}| \leq N_m(B, l_{i+1} x_{i+1}) \leq (1 + \epsilon_{i+1}) b_{i+1}^{-k} \alpha |x_{i+1}| + \beta + k \alpha.
\]

**Proof.** Since \( x_i \) is \((\epsilon_i, k_i, \mu_i)\)-normal and \( \mu_i \) is \((p_i, b_i)\)-uniform, it immediately follows that
\[
(1 - \epsilon_i) b_i^{-k} |x_i| \leq N_{|x_i|}(B, x_i) \leq (1 + \epsilon_i) b_i^{-k} |x_i|.
\]

We can estimate \( N_m(B, l_{i+1} x_{i+1}) \) by using the fact that \( k \leq k_{i+1} \) and \( x_{i+1} \) is \((\epsilon_{i+1}, k_{i+1}, \mu_{i+1})\)-normal so that
\[
(1 - \epsilon_{i+1}) b_{i+1}^{-k} |x_{i+1}| \leq N_{|x_{i+1}|}(B, x_{i+1}) \leq (1 + \epsilon_{i+1}) b_{i+1}^{-k} |x_{i+1}|.
\]
The upper bound for \( N_m(B, l_{i+1} x_{i+1}) \) is determined by assuming that \( B \) occurs at every location in the initial substring of length \( \beta \) of a copy of \( x_{i+1} \) and \( k \) times on each of the \( \alpha \) boundaries. The lower bound is attained by assuming \( B \) never occurs in these positions, so
\[
(1 - \epsilon_{i+1}) b_{i+1}^{-k} \alpha |x_{i+1}| \leq N_m(B, l_{i+1} x_{i+1}) \leq (1 + \epsilon_{i+1}) b_{i+1}^{-k} \alpha |x_{i+1}| + \beta + k \alpha. \]
We define the following quantity, which simplifies the statement of Lemma 2.2 and proof of Lemma 2.4:

\[ \kappa = (L_{i-1} + k(l_i + 1) + (1 + \epsilon_i)b_i^{-k}l_i|x_i| + ((1 + \epsilon_{i+1})b_{i+1}^{-k}|x_{i+1}| + k)\alpha + \beta. \]

**LEMMA 2.2.** If \( k \leq k_i \) and \( B \) is a block of length \( k \) in base \( b \leq p_i \), then

\[ (1 - \epsilon_i)b_i^{-k}l_i|x_i| + (1 - \epsilon_{i+1})b_{i+1}^{-k}\alpha|x_{i+1}| \leq N^Q_n(B, x) \leq \kappa. \]

**Proof.** For the lower bound, we consider the case where \( B \) never occurs in any of the blocks \( x_j \) or on the borders for \( j < i \). By combining this with our estimates for \( N_{|x_i|}(B, x_i) \) and \( N_{n}(B, l_{i+1}x_{i+1}) \) in Lemma 2.1, we get

\[ N^Q_n(B, x) \geq (1 - \epsilon_i)b_i^{-k}l_i|x_i| + (1 - \epsilon_{i+1})b_{i+1}^{-k}\alpha|x_{i+1}|. \]

Next, we can get an upper bound for \( N^Q_n(B, x) \). Here we assume that \( B \) occurs at every position in each of the \( x_j \) for \( j < i \) and \( k \) times on each of the boundaries. We have

\[ N^Q_n(B, x) \leq (l_1|x_1| + \cdots + l_{i-1}|x_{i-1}|) + (1 + \epsilon_i)b_i^{-k}l_i|x_i| \]
\[ + (1 + \epsilon_{i+1})b_{i+1}^{-k}\alpha|x_{i+1}| + \beta + k(l_i + 1 + \alpha) \]
\[ = (L_{i-1} + k(l_i + 1) + (1 + \epsilon_i)b_i^{-k}l_i|x_i|) \]
\[ + ((1 + \epsilon_{i+1})b_{i+1}^{-k}|x_{i+1}| + k)\alpha + \beta. \]

Due to the algebraic complexity of \( Q_n^{(k)} \), it will be difficult to directly estimate \((2.2)\). Thus, we will introduce a quantity close in value to \( Q_n^{(k)} \) that will make this easier. Let

\[ S_n^{(k)} = \sum_{j=1}^{i} b_j^{-k}l_j|x_j| + b_{i+1}^{-k}m = b_1^{-k}l_1|x_1| + b_2^{-k}l_2|x_2| + \cdots + b_i^{-k}l_i|x_i| + b_{i+1}^{-k}m. \]

**LEMMA 2.3.** We have

\[ \lim_{n \to \infty} \frac{Q_n^{(k)}}{S_n^{(k)}} = 1. \]

**Proof.** Let \( s = \min\{t : k < |x_t|\} \). For \( j \geq s \), define

\[ \tilde{Q}_j^{(k)} = \left( \left( \frac{1}{b_j^k} + \cdots + \frac{1}{b_j^{k-1}} \right) + \left( \frac{1}{b_j^{k-1}b_{j+1}} + \cdots + \frac{1}{b_jb_{j+1}^{k-1}} \right) \right) \]
\[ = \frac{l_j|x_j| - (k - 1)}{b_j^k} + \sum_{t=1}^{k-1} \frac{1}{b_j^{k-1-t}b_{j+1}^t}. \]

Thus, by \((1.5)\) and our choice of \( Q \), we get

\[ Q_n^{(k)} = Q_{Ls-1}^{(k)} + \sum_{j=s}^{i} \tilde{Q}_j^{(k)} + \sum_{t=Ls+1}^{n} \frac{1}{qtq_{t+1}\cdots q_{t+k-1}}. \]
where the last summation will contain up to \( l_{i+1} |x_{i+1}| - (k-1) \) terms identical to \( 1/b_{j+1}^k \) and up to \( k-1 \) terms of the form \( 1/(b_{i+1}^{k-1} - b_{i+2}^t) \), depending on \( m \).

Similarly to \( \tilde{Q}_j^{(k)} \), for \( j \geq s \), define

\[
\tilde{S}_j^{(k)} = \left( \frac{1}{b_j^k} + \cdots + \frac{1}{b_j^k} \right) = \frac{l_j |x_j|}{b_j^k}.
\]

Thus,

\[
(2.8) \quad S_n^{(k)} = S_{L_{s-1}}^{(k)} + \sum_{j=s}^{i} \tilde{S}_j^{(k)} + \sum_{t=L_i+1}^{n} \frac{1}{q_t q_{t+1} \cdots q_{t+k-1}}.
\]

We note that almost all terms in \( Q_n^{(k)} \) and \( S_n^{(k)} \) are identical and are equal to \( 1/b_j^k \) for some \( j \) and will thus cancel out when we consider \( S_n^{(k)} - Q_n^{(k)} \). The only corresponding terms that remain in the difference are thus of the form \( 1/b_j^k - 1/(b_j^k - 1/b_{j+1}^{k-1} - t b_{j+1}^t) \). However, each of these terms is non-negative as \( \{b_i\} \) is a non-decreasing sequence. Therefore, \( S_n^{(k)} - Q_n^{(k)} \) is non-decreasing in \( n \) and

\[
(2.9) \quad S_n^{(k)} \geq Q_n^{(k)}
\]

for all \( n \). In particular, we arrive at the following bound:

\[
(2.10) \quad S_n^{(k)} - Q_n^{(k)} \leq S_{L_{i+1}}^{(k)} - Q_{L_{i+1}}^{(k)} = (S_{L_{s-1}}^{(k)} - Q_{L_{s-1}}^{(k)}) + \sum_{j=s}^{i+1} (\tilde{S}_j^{(k)} - \tilde{Q}_j^{(k)}).
\]

But

\[
(2.11) \quad \tilde{S}_j^{(k)} - \tilde{Q}_j^{(k)} = (l_j |x_j| - (k-1)) \left( \frac{1}{b_j^k} - \frac{1}{b_j^k} \right) + \sum_{t=1}^{k-1} \left( \frac{1}{b_j^k} - \frac{1}{b_j^k - 1/b_{j+1}^{k-1} - t b_{j+1}^t} \right) < (l_j |x_j| - (k-1)) \cdot 0 + \sum_{t=1}^{k} (1-0) = k.
\]

If we let \( r = S_{L_{s-1}}^{(k)} - Q_{L_{s-1}}^{(k)} \) and combine (2.10) and (2.11), then we find that

\[
(2.12) \quad S_n^{(k)} - Q_n^{(k)} < r + \sum_{j=s}^{i+1} k = r + k(i+2-s).
\]

Lastly, we note that

\[
(2.13) \quad S_n^{(k)} = \sum_{j=1}^{i} l_j b_j^{-k} |x_j| + b_{i+1}^{-k} m \geq l_i |x_i|.
\]
Using (2.12) and (2.13), we may now show that \( \lim_{n \to \infty} Q_n^{(k)}/S_n^{(k)} = 1 \):

\[
\frac{Q_n^{(k)}}{S_n^{(k)}} - 1 = \frac{S_n^{(k)} - Q_n^{(k)}}{S_n^{(k)}} < \frac{(r + k - ks) + ki}{l_i|x_i|}
\]

\[
= \frac{r + k - ks}{l_i|x_i|} + \frac{ki}{l_i|x_i|}.
\]

However, \( r + k - ks \) is constant with respect to \( n \) and \( |x_i| \to \infty \) so \( (r + k - ks)/(l_i|x_i|) \to 0 \). By (1.16), \( ki/(l_i|x_i|) \to 0 \).

We will also use the following rational functions, defined on \( \mathbb{R}^2 \times \mathbb{R}^2 \), to estimate (2.2):

\[
f_i(w, z) = \frac{(S_{L_{i-1}}^{(k)} + \epsilon_i b_i^{-k|l_i|x_i|} + (\epsilon_{i+1} b_{i+1}^{-k}|x_i+1|) w + b_i^{-k} z}{S_i^{(k)} + (b_i^{-k}|x_i+1|) w + b_i^{-k} z},
\]

\[
g_i(w, z) = \frac{(L_{i-1} + \epsilon_i b_i^{-k|l_i|x_i|} + k(l_i + 1) + (\epsilon_{i+1} b_{i+1}^{-k}|x_i+1|) + k) w + z}{S_i^{(k)} + (b_i^{-k}|x_i+1|) w + b_i^{-k} z}.
\]

**Lemma 2.4.** Let \( k \in R(W) \) and let \( B \) be a block of length \( k \) in base \( b \). If \( n \) is large enough so that \( S_n^{(k)}/Q_n^{(k)} < 2 \), \( k \leq k_i \) and \( b \leq p_i \), then

\[
\frac{N_n^{Q}(B, x)}{Q_n^{(k)}} - 1 < 2g_i(\alpha, \beta) + \frac{S_n^{(k)} - Q_n^{(k)}}{S_n^{(k)}}.
\]

**Proof.** Using our lower bound from Lemma 2.2 on \( N_n^{Q}(B, x) \), we find that \( N_n^{Q}(B, x)/Q_n^{(k)} - 1 < 0 \). So we use (2.9) and arrive at the upper bound

\[
\frac{N_n^{Q}(B, x)}{Q_n^{(k)}} - 1 \leq 1 - \frac{(1 - \epsilon_i) b_i^{-k} l_i|x_i| + (1 - \epsilon_{i+1}) b_{i+1}^{-k} \alpha|x_i+1|}{Q_n^{(k)}}
\]

\[
< \frac{S_n^{(k)} - ((1 - \epsilon_i) b_i^{-k} l_i|x_i| + (1 - \epsilon_{i+1}) b_{i+1}^{-k} \alpha|x_i+1|)}{Q_n^{(k)}} \cdot \frac{Q_n^{(k)}}{S_n^{(k)}} \cdot \frac{S_n^{(k)}}{Q_n^{(k)}}
\]

\[
< 2 \frac{S_n^{(k)} - ((1 - \epsilon_i) b_i^{-k} l_i|x_i| + (1 - \epsilon_{i+1}) b_{i+1}^{-k} \alpha|x_i+1|)}{S_n^{(k)}} = 2f_i(\alpha, \beta).
\]

Similarly to (2.16) and using our upper bound from Lemma 2.2 for \( N_n^{Q}(B, x) \), we can conclude

\[
\frac{N_n^{Q}(B, x)}{Q_n^{(k)}} - 1 \leq -1 + \frac{\kappa}{Q_n^{(k)}} = \frac{\kappa - Q_n^{(k)}}{Q_n^{(k)}} = \frac{\kappa - S_n^{(k)}}{Q_n^{(k)}} + \frac{S_n^{(k)} - Q_n^{(k)}}{Q_n^{(k)}}
\]

\[
= \frac{\kappa}{Q_n^{(k)}} \cdot \frac{S_n^{(k)}}{Q_n^{(k)}} + \frac{S_n^{(k)} - Q_n^{(k)}}{Q_n^{(k)}} < 2 \frac{\kappa}{S_n^{(k)}} + \frac{S_n^{(k)} - Q_n^{(k)}}{Q_n^{(k)}}.$


But
\[
\frac{\kappa - S_n^{(k)}}{S_n^{(k)}} = \frac{1}{S_n^{(k)}} \left( \sum_{j=1}^{i-1} (1 - j^{-k}) l_j |x_j| + k(l_i + 1) + \epsilon_i b_i^{-k} l_i |x_i| \right) + (\epsilon_{i+1} b_{i+1}^{-k} |x_{i+1}| + k) \alpha + (1 - b_{i+1}^{-k}) \beta \]
\[
< \frac{\left( L_{i-1} + \epsilon_i b_i^{-k} l_i |x_i| + k(l_i + 1) + (\epsilon_{i+1} b_{i+1}^{-k} |x_{i+1}| + k) \alpha + \beta \right)}{S_L + (b_{i+1}^{-k} |x_{i+1}|) \alpha + b_{i+1}^{-k} \beta} = g_i(\alpha, \beta).
\]

So,
\[
\left| \frac{N_n^{Q_k}(B, x)}{Q_n^{(k)}} - 1 \right| < \max \left( 2f_i(\alpha, \beta), 2g_i(\alpha, \beta) + \frac{S_n^{(k)} - Q_n^{(k)}}{S_n^{(k)}} \right).
\]

However, since the numerator of \(g_i(\alpha, \beta)\) is clearly greater than the numerator of \(f_i(\alpha, \beta)\) and their denominators are the same we conclude that
\[
f_i(\alpha, \beta) < g_i(\alpha, \beta).
\]

Therefore,
\[
\left| \frac{N_n^{Q_k}(B, x)}{Q_n^{(k)}} - 1 \right| < 2g_i(\alpha, \beta) + \frac{S_n^{(k)} - Q_n^{(k)}}{S_n^{(k)}}.
\]

In light of Lemma 2.4, we will want to find a good bound for \(g_i(w, z)\) where \((w, z)\) ranges over \(\{0, 1, \ldots, l_{i+1}\} \times \{0, 1, \ldots, |x_{i+1}| - 1\}\).

**Lemma 2.5.** If \(k \in R(W)\), \(|x_i| > 4k\), \(|x_{i+1}| > kb_{i+1}^k (\epsilon_i - \epsilon_{i+1}), l_i > 0\)
and
\[
(w, z) \in \{0, 1, \ldots, l_{i+1}\} \times \{0, 1, \ldots, |x_{i+1}| - 1\},
\]
then
\[
(2.17) \quad g_i(w, z) < g_i(0, |x_{i+1}|) = \frac{(L_{i-1} + \epsilon_i b_i^{-k} l_i |x_i| + k(l_i + 1)) + |x_{i+1}|}{S_L + b_{i+1}^{-k} |x_{i+1}|}.
\]

**Proof.** We note that \(g_i(w, z)\) is a rational function of \(w\) and \(z\) of the form
\[
g_i(w, z) = \frac{C + Dw + Ez}{F + Gw + Hz}
\]
where
\[
C = L_{i-1} + \epsilon_i b_i^{-k} l_i |x_i| + k(l_i + 1), \quad D = \epsilon_{i+1} b_{i+1}^{-k} |x_{i+1}| + k, \quad E = 1,
\]
\[
F = S_L, \quad G = b_{i+1}^{-k} |x_{i+1}|, \quad H = b_{i+1}^{-k}.
\]

We will show that if we fix \(z\), then \(g_i(w, z)\) is a decreasing function of \(w\), and if we fix \(w\), then \(g_i(w, z)\) is an increasing function of \(z\). To see this, we
compute the partial derivatives:
\[
\frac{\partial g_i}{\partial w}(w, z) = \frac{D(F + Gw + Hz) - G(C + Dw + Ez)}{(F + Gw + Hz)^2}
= \frac{D(F + Hz) - G(C + Ez)}{(F + Gw + Hz)^2},
\]
\[
\frac{\partial g_i}{\partial z}(w, z) = \frac{E(F + Gw + Hz) - H(C + Dw + Ez)}{(F + Gw + Hz)^2}
= \frac{E(F + Gw) - H(C + Dw)}{(F + Gw + Hz)^2}.
\]

Thus, the sign of \( \frac{\partial g_i}{\partial w}(w, z) \) does not depend on \( w \) and the sign of \( \frac{\partial g_i}{\partial z}(w, z) \) does not depend on \( z \). We will first show that \( g_i(w, z) \) is an increasing function of \( z \) by verifying that
\[
(2.19) \quad E(F + Gw) > H(C + Dw).
\]
Let
\[
S^*_i = b^{-k}_{i+1} L_{i-1} + \epsilon_i b^{-k}_{i+1} b^{-k}_{i+1} l_i |x_i| + b^{-k}_{i+1} k(l_i + 1).
\]
Thus, (2.19) can be written as
\[
(2.20) \quad S_{L_i} + [b^{-k}_{i+1} |x_{i+1}| w] > S^*_i + [b^{-k}_{i+1} (\epsilon_i b^{-k}_{i+1} |x_{i+1}| + k) w].
\]
In order to show that \( S_{L_i} > S^*_i \), we first note that
\[
S_{L_i} = S_{L_{i-1}} + b^{-k}_{i+1} l_i |x_i|.
\]
Since \( S_{L_{i-1}} \geq b^{-k}_{i+1} L_{i-1} \), we need to show that
\[
(2.21) \quad b^{-k}_{i+1} l_i |x_i| > b^{-k}_{i+1} (\epsilon_i b^{-k}_{i+1} l_i |x_i| + k(l_i + 1)).
\]
However, by rearranging terms, (2.21) is equivalent to
\[
(2.22) \quad |x_i| > \frac{l_i + 1}{l_i} \cdot \left( \frac{b_i}{b_{i+1}} \right)^k \cdot \frac{1}{1 - b^{-k}_{i+1} \epsilon_i} \cdot k.
\]
Since \( l_i > 0 \), we know that \( (l_i + 1)/l_i \leq 2 \). Since \( b_{i+1} \geq 2 \) and \( \epsilon_i < 1 \), we know that \( (1 - b^{-k}_{i+1} \epsilon_i)^{-1} < 2 \). Additionally, \( \{b_i\} \) non-decreasing implies \( (b_i/b_{i+1})^k \leq 1 \). Therefore,
\[
\frac{l_i + 1}{l_i} \cdot \left( \frac{b_i}{b_{i+1}} \right)^k \cdot \frac{1}{1 - b^{-k}_{i+1} \epsilon_i} \cdot k < 2 \cdot 1 \cdot 2 \cdot k = 4k.
\]
But \( |x_i| > 4k \). So (2.22) is satisfied and thus \( S_{L_i} > S^*_i \).

The last step to verifying (2.20) is to show that
\[
b^{-k}_{i+1} |x_{i+1}| w \geq b^{-k}_{i+1} (\epsilon_i b^{-k}_{i+1} |x_{i+1}| + k) w.
\]
However, this is equivalent to
\[
(2.23) \quad |x_{i+1}| w \geq (\epsilon_i b^{-k}_{i+1} |x_{i+1}| + k) w.
\]
Clearly, (2.23) is true if \( w = 0 \). If \( w > 0 \) we can cancel out the \( w \) term on each side and rewrite (2.23) as

\[
|x_{i+1}| \geq \frac{1}{1 - b_{i+1}^{-k} \epsilon_{i+1}} \cdot k.
\]

Similar to (2.22), \((1 - b_{i+1}^{-k} \epsilon_{i+1})^{-1}k \leq 2k < |x_i| < |x_{i+1}|\). Thus (2.19) is satisfied and \( g_i w, z \) is an increasing function of \( z \).

Due to the difficulty of directly showing that \( \frac{\partial g_i}{\partial w} w, z < 0 \), we will proceed as follows: because the sign of \( \frac{\partial g_i}{\partial w} w, z \) does not depend on \( w \), we will know that \( g_i w, z \) is decreasing in \( w \) if, for each \( z \),

\[
\lim_{w \to \infty} g_i w, z < g_i 0, 0 \).
\]

Since \( g_i w, z \) is an increasing function of \( z \), we know for all \( z \) that \( g_i 0, 0 < g_i 0, z \). Hence, it is enough to show that

\[
\lim_{w \to \infty} g_i w, z < g_i 0, 0 \).
\]

Since \( \lim_{w \to \infty} g_i w, z = D/G \) and \( g_i 0, 0 = C/F \), it is sufficient to show that \( CG > DF \). We proceed as follows:

\[
(L_{i-1} + \epsilon_i b_i^{-k} k_i |x_i| + k(l_i + 1))b_i^{-k} x_{i+1} |x_i| + (\epsilon_i b_i^{-k} k_i |x_i| + k)S_{L_i} = (\epsilon_i b_i^{-k} k_i |x_i+1| + k)(S_{L_i-1} + b_i^{-k} l_i |x_i|)
\]

\[
\Leftrightarrow L_{i-1} b_i^{-k} x_{i+1} |x_i| + \epsilon_i b_i^{-k} k_i |x_i| |x_i+1| + k b_i^{-k} (l_i + 1) |x_i+1| > (\epsilon_i b_i^{-k} |x_i+1| + k)S_{L_i-1} + (\epsilon_i b_i^{-k} |x_i+1| + k) b_i^{-k} l_i |x_i|.
\]

(2.24)

We will verify (2.24) by showing that

(2.25) \( L_{i-1} b_i^{-k} x_{i+1} |x_i| > (\epsilon_i b_i^{-k} |x_i+1| + k)S_{L_i-1} \),

(2.26) \( \epsilon_i b_i^{-k} b_i^{-k} l_i |x_i| |x_i+1| > (\epsilon_i b_i^{-k} |x_i+1| + k) b_i^{-k} l_i |x_i| \).

Since \( L_{i-1} > S_{L_i-1} \), in order to prove inequality (2.25), it is enough to show that

\[
b_i^{-k} |x_i+1| > \epsilon_i b_i^{-k} |x_i+1| + k,
\]

which is equivalent to

\[
|x_{i+1}| > \frac{kb_i^{k+1}}{1 - \epsilon_i}. \]

But \( \epsilon_i < 1 \), so

\[
\frac{kb_i^{k+1}}{1 - \epsilon_i} < \frac{kb_i^{k+1}}{\epsilon_i - \epsilon_i} < |x_{i+1}|.
\]

To verify (2.26) we cancel the common term \( b_i^{-k} l_i |x_i| \) on each side to get

\[
\epsilon_i b_i^{-k} |x_i+1| > \epsilon_i b_i^{-k} |x_i+1| + k,
\]
which is equivalent to

\[ |x_{i+1}| > \frac{kb_{i+1}^k}{\epsilon_i - \epsilon_{i+1}}, \]

which is given in the hypotheses.

So, we may conclude that \( g_i(w, z) \) is a decreasing function of \( w \) and an increasing function of \( z \). We can thus achieve an upper bound on \( g_i(w, z) \) by setting \( w = 0 \) and \( z = |x_{i+1}| \):

\[ g_i(w, z) < g_i(0, |x_{i+1}|) = \frac{(L_{i-1} + \epsilon_i b_{i+1}^{-k}l_i |x_i| + k(l_i + 1)) + |x_{i+1}|}{S_{l_i} + b_{i+1}^{-k} |x_{i+1}|}. \]

For convenience we will define

\[ \epsilon_i' = \frac{(L_{i-1} + \epsilon_i b_{i+1}^{-k}l_i |x_i| + k(l_i + 1)) + |x_{i+1}|}{S_{l_i} + b_{i+1}^{-k} |x_{i+1}|}. \]

Thus, under the conditions of Lemmas 2.4 and 2.5,

\[ |N_i^Q(B, x) - Q_n^{(k)}| < 2\epsilon_i' + \frac{S_n^{(k)} - Q_n^{(k)}}{S_n^{(k)}}. \]

We will need the following two lemmas in order to show that \( \epsilon_i' \to 0 \):

**Lemma 2.6.** If \( k \in R(W) \) then

\[ \lim_{i \to \infty} \frac{k(l_i + 1)}{b_{i}^{-k}l_i |x_i|} = 0. \]

**Proof.** We have

\[ \frac{k(l_i + 1)}{b_{i}^{-k}l_i |x_i|} \leq \frac{b_{i}^k2k l_i}{l_i |x_i|} = \frac{b_{i}^k2k}{|x_i|} \to 0 \]

by (1.15). ■

**Lemma 2.7.** If \( k \in R(W) \) then

\[ \lim_{i \to \infty} \frac{i^{-2} \sum_{j=1}^{i-2} l_j |x_j|}{b_{i}^{-k}l_i |x_i|} = 0. \]

**Proof.** Since \( \{l_j\} \) and \( \{|x_j|\} \) are non-decreasing sequences, we have

\[ \frac{i^{-2} \sum_{j=1}^{i-2} l_j |x_j|}{b_{i}^{-k}l_i |x_i|} < \frac{il_{i-2} |x_{i-2}|}{l_{i-1} |x_{i-1}|} = \left( \frac{l_{i-2} |x_{i-2}|}{l_{i-1} |x_{i-1}|} \right) \left( \frac{ib_i^k l_{i-1} |x_{i-1}|}{l_i |x_i|} \right). \]

But, by (1.16), both terms in brackets converge to 0. ■
Lemma 2.8. If $k \in R(W)$ then $\lim_{i \to \infty} \epsilon'_i = 0$.

Proof. We have

$$
\epsilon'_i = \frac{\sum_{j=1}^{i-1} l_j |x_j| + \epsilon_i b_i^{-k} l_i |x_i| + |x_{i+1}| + k(l_i + 1)}{\sum_{j=1}^{i-1} l_j |x_j| + b_i^{-k} l_i |x_i| + b_{i+1}^{-k} |x_{i+1}|} < \frac{\sum_{j=1}^{i-1} l_j |x_j| + \epsilon_i b_i^{-k} l_i |x_i| + |x_{i+1}| + k(l_i + 1)}{b_i^{-k} l_i |x_i|}.
$$

However, each of these terms converges to 0 by (1.16), (1.17), Lemma 2.6 and Lemma 2.7. 

3. Proof of Main Theorem 1.15. Let $b$ be a positive integer, $k \in R(W)$ and let $B$ be an arbitrary block of length $k$ in base $b$. Since $|x_i| = \omega\left(\frac{b_i^k}{\epsilon_{i-1} - \epsilon_i}\right)$, there exists $n$ large enough so that $|x_i|$ and $|x_{i+1}|$ satisfy the hypotheses of Lemma 2.5. Additionally, assume that $n$ is large enough so that $k \leq k_i$, $b \leq p_i$ and $S_n^{(k)} / Q_n^{(k)} < 2$. Thus, by Lemmas 2.4 and 2.5,

$$
\left| \frac{N_n^Q(B, x)}{Q_n^{(k)}} - 1 \right| < 2 \epsilon'_i + \frac{S_n^{(k)} - Q_n^{(k)}}{S_n^{(k)}}.
$$

But by Lemma 2.3

$$
\lim_{n \to \infty} \frac{S_n^{(k)} - Q_n^{(k)}}{S_n^{(k)}} = 0.
$$

However, $\lim_{n \to \infty} i = \infty$. So, by Lemma 2.8

$$
\lim_{n \to \infty} \epsilon'_i = 0.
$$

Thus, by (3.1)–(3.3),

$$
\lim_{n \to \infty} \left| \frac{N_n^Q(B, x)}{Q_n^{(k)}} - 1 \right| = 0.
$$

So,

$$
\lim_{n \to \infty} \frac{N_n^Q(B, x)}{Q_n^{(k)}} = 1
$$

and we may conclude that $x$ is $Q$-normal of order $k$. 

4. Example of a $Q$-normal number for a specific $Q$. In this section we will construct a specific example of a number that is $Q$-normal for a certain $Q$. Recall that $C_{b,w}$ is the block in base $b$ formed by concatenating
all the blocks in base \( b \) of length \( w \) in lexicographic order. Since there will be \( b^w \) such blocks and each is of length \( w \), we arrive at

\[(4.1) \quad |C_{b,w}| = wb^w.\]

We will show in Lemmas 4.1 and 4.2 that \( C_{b,w} \) is \((\epsilon, K, \mu)\)-normal for appropriate choices of \( \epsilon \), \( K \) and \( \mu \). We will use this information to construct a good sequence and apply Main Theorem 1.15 to arrive at our \( Q \)-normal number.

**Lemma 4.1.** Let \( n = |C_{b,w}| \).

1. Suppose that \( 1 \leq k \leq w \) and \( B \) is a block of length \( k \) in base \( b \). Then

\[(4.2) \quad (w - k + 1)b^{w-k} \leq N_n(B, C_{b,w}) \leq wb^{w-k}.\]

2. If \( B \) is a block in base \( b' > b \) and \( B \) is not a block in base \( b \), then \( N_n(B, C_{b,w}) = 0 \).

**Proof.** The second case is trivial as \( C_{b,w} \) is a block in base \( b \).

Suppose that \( B \) is a block of length \( k \) in base \( b \). Let \( C_1, \ldots, C_{b^w} \) be the blocks of length \( w \) in base \( b \) written in lexicographic order. Thus, \( C_{b,w} = 1C_1 \ldots 1C_{b^w} \). We will achieve a lower bound for \( N_n(B, C_{b,w}) \) by counting the number of occurrences of \( B \) inside the blocks \( C_i \). In other words, we will use the estimate

\[
\sum_{i=1}^{b^w} N_w(B, C_i) \leq N_n(B, C_{b,w}).
\]

For each \( j \) such that \( 1 \leq j \leq w - k + 1 \), we will count the number of \( i \) such that there is a copy of \( B \) at position \( j \) in \( C_i \). Such \( j \) will correspond to copies of \( B \) that do not straddle the boundary between \( C_i \) and \( C_{i+1} \). Since \( B \) is of length \( k \) and each \( C_i \) is of length \( w \), there will be \( w - k \) positions that are undetermined and can take on any of the values \( 0, 1, \ldots, b - 1 \). Thus, there are \( b^{w-k} \) values of \( i \) such that a copy of \( B \) is at position \( j \) of \( C_i \). Since there are \( w - k + 1 \) choices for \( j \), we arrive at the estimate

\[(4.3) \quad (w - k + 1)b^{w-k} \leq N_n(B, C_{b,w}).\]

In order to arrive at an upper bound for \( N_n(B, C_{b,w}) \), we will find an upper bound for the number of copies of \( B \) that straddle the boundaries between the blocks \( C_i \) and \( C_{i+1} \) and add this to the number of copies of \( B \) that occur inside each of the \( C_i \). These will correspond to a copy of \( B \) starting at position \( j \) of \( C_i \) for \( w - k + 2 \leq j \leq w \) and finishing in \( C_{i+1} \). Given a block \( D = (d_1, d_2, \ldots, d_t) \) in base \( b \), define

\[\phi(D) = d_1b^{t-1} + d_2b^{t-2} + \cdots + d_{t-1}b + d_t.\]
Thus,
\[ \phi(C_{i+1}) = \phi(C_i) + 1. \]

If a copy of $B$ is at position $j$ of $C_i$, then the first $w - j + 1$ digits of $B$ are at the end of $C_i$ and the last $k - (w - j + 1)$ digits of $B$ are at the beginning of $C_{i+1}$. However, the last $w - j + 1$ digits of $C_{i+1}$ are uniquely determined by $B$ from \([4.4]\). The first $k - (w - j + 1)$ have already directly been determined by $B$ so there are at most $w - (w - j + 1) - (k - (w - j + 1)) = w - k$ undetermined digits of $C_{i+1}$, giving $b^{w-k}$ ways to pick $C_{i+1}$. Additionally, there are $k - 1$ positions $j$ that straddle the boundaries, giving an upper bound of $(k - 1)b^{w-k}$ copies of $B$ that lie on the boundaries. Thus,
\[ N_n(B, C_{b,w}) \leq (w - k + 1)b^{w-k} + (k - 1)b^{w-k} = wb^{w-k}. \]

**Lemma 4.2.** If $K < w$ and $\epsilon = K/w$, then $C_{b,w}$ is $(\epsilon, K, \lambda_b)$-normal.

**Proof.** Let $n = |C_{b,w}| = wb^w$ and let $B$ be a block of length $k \leq K$ in base $b$. We first note that
\[ (w - k + 1)b^{w-k} = b^{-k}n\frac{(w - k + 1)b^w}{n} = \lambda_b^{(k)}(B)n\left(1 - \frac{k - 1}{w}\right) \]
\[ > \lambda_b^{(k)}(B)n\left(1 - \frac{K}{w}\right). \]

We also note that
\[ wb^{w-k} = b^{-k}n\frac{wb^w}{n} = \lambda_b^{(k)}(B)n(1 + 0) < \lambda_b^{(k)}(B)n\left(1 + \frac{K}{w}\right). \]

Thus, by Lemma 4.1 \([4.6]\) and \([4.7]\),
\[ \lambda_b^{(k)}(B)n\left(1 - \frac{K}{w}\right) < N_n(B, C_{b,w}) < \lambda_b^{(k)}(B)n\left(1 + \frac{K}{w}\right). \]

So, $C_{b,w}$ is $(\epsilon, K, \lambda_b)$-normal. ■

**Theorem 4.3.** Let $x_1 = (0, 1)$, $b_1 = 2$ and $l_1 = 0$. For $i \geq 2$, let $x_i = C_{i,i^2}$, $b_i = i$ and $l_i = i^{3i}$. If $x$ and $Q$ are defined as in Main Theorem 1.15, then $x$ is $Q$-normal.

**Proof.** Let $\epsilon_1 = 3/5$, $k_1 = 1$, $p_1 = 2$ and $\mu_1 = \lambda_2$. For $i \geq 2$, let $\epsilon_i = 1/i$, $k_i = i$, $p_i = b_i$, $\mu_i = \lambda_i$ and $W = \{(l_i, b_i, p_i, \epsilon_i, k_i, \mu_i)\}_{i=1}^\infty$. Thus, since $x_i = C_{b,w}$ where $b = i$ and $w = i^2$, by Lemma 4.2, $x_i$ is $(\epsilon_i, k_i, \lambda_{b_i})$-normal.

In order to show that \(\{x_i\}\) is a $W$-good sequence we need to verify \([1.15]\), \([1.16]\) and \([1.17]\). Since $k_i \to \infty$, we let $k$ be an arbitrary positive integer. We will make repeated use of the fact that
\[ |x_i| = i^2 \cdot i^{i^2}. \]

\[ \phi(C_{i+1}) = \phi(C_i) + 1. \]
We first verify (1.15):

\[(4.9) \quad \lim_{i \to \infty} \left| x_i \right| \frac{i^k}{i-1} = \lim_{i \to \infty} \left( \frac{i^2 \cdot i^2}{i(i-1)} \right) = \infty.\]

We next verify (1.16). Since \( \frac{l_i-1}{l_i} < 1 \), \((i-1)^2/i^2 < 1\) and \((1-1/i)^2 < e^{-i} \),

\[(4.10) \quad \lim_{i \to \infty} \frac{l_i-1}{l_i} \cdot \frac{x_{i-1}}{x_i} \leq \lim_{i \to \infty} i^{k+1} \cdot \frac{1}{i^2} \cdot \frac{(i-1)^2 \cdot (i-1)(i-1)^2}{i^2} \leq \lim_{i \to \infty} i^{k+1} \cdot \frac{1}{i^2} \cdot (1-1/i)^{i^2} \cdot (i-1)^{-2i+1} \leq \lim_{i \to \infty} i^{k+1} e^{-i(i-1)^{-2i+1}} = 0.\]

Lastly, we will verify (1.17). Since \((i+1)^2/i^2 \leq 2\), \((1+1/i)^2 < e^2\) and \((1+1/i)^2 < e^i\),

\[(4.11) \quad \lim_{i \to \infty} \frac{1}{l_i} \cdot \frac{\left| x_{i+1} \right|}{\left| x_i \right|} = \lim_{i \to \infty} i^{-3i+k} \cdot \frac{(i+1)^2 \cdot (i+1)(i+1)^2}{i^2} \leq \lim_{i \to \infty} i^{-3i+k} \cdot 2 \cdot (1+1/i)^{2i} \cdot (i+1)^{(2i+1)} \leq \lim_{i \to \infty} 2e^i (1+1/i)^{2i-i+k}(i+1) \leq \lim_{i \to \infty} 2(i+1)e^{i+2} \cdot i^{-i+k} = 0.\]

Since \(\lambda_{b_i}\) is \((p_i, b_i)\)-uniform, \(\{x_i\}\) is a \(W\)-good sequence, and by Main Theorem 1.15, \(x\) is \(Q\)-normal. ■
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