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1. Introduction. In this study, we are interested in irregularities of distribution of a class of one-dimensional sequences that generalize van der Corput sequences $X=\left(x_{n}\right)_{n \geq 1}$ in base $b(b \geq 2$ an integer), where

$$
x_{n}=\frac{a_{0}(n)}{b}+\frac{a_{1}(n)}{b^{2}}+\frac{a_{2}(n)}{b^{3}}+\cdots
$$

whenever $n-1$ has $b$-adic digit expansion $n-1=a_{0}(n)+a_{1}(n) b+a_{2}(n) b^{2}$ $+\cdots$. The sequences considered in this paper are one-dimensional projections of special $(t, s)$-sequences, a broad family of $s$-dimensional sequences introduced by Niederreiter following former constructions due to Sobol' and Faure (see, for instance, [5, 24] and the references therein). Apart from such sequences being of interest in the theory of uniform distribution, $(t, s)$ sequences are of great importance for quasi-Monte-Carlo (QMC) methods in numerical analysis, most notably in numerical integration.

We study irregularities of distribution in terms of different notions of discrepancy, like for example the star discrepancy which can be defined as follows: for a sequence $X=\left(x_{n}\right)_{n \geq 1}$ in $[0,1]$ and for an integer $N \geq 1$ the star discrepancy is given by

$$
D^{*}(N, X)=\sup _{0 \leq \alpha \leq 1} \mid \#\left\{n \in \mathbb{N}: 1 \leq n \leq N \text { and } x_{n} \in[0, \alpha)\right\}-N \alpha \mid
$$

A sequence $X$ is uniformly distributed modulo one if and only if its normalized star discrepancy $D^{*}(N, X) / N$ tends to zero as $N$ goes to infinity. Furthermore, the normalized star discrepancy can be used to bound the absolute integration error of a QMC algorithm applied to functions of bounded variation via the Koksma-Hlawka inequality. For more information we refer to [5, 7, 19]. More notions of discrepancy will be introduced in Section 2.

[^0]As announced in the title, our aim is to generalize digital $(0,1)$-sequences generated by non-singular upper triangular (NUT) matrices (see Section 3 for precise definitions). This will be done in a way that retains the properties of these sequences (as shown in [11), but which also permits the use of arbitrary permutations instead of just multiplications (by the diagonal entries of the NUT matrix). Concerning QMC methods, this extension will enlarge the choices of "good" scramblings for the construction of efficient multi-dimensional point sets which can avoid correlations induced by linear scramblings in some situations (recall that in [15] and [22] lots of numerical experiments using Halton sequences and $(0, s)$-sequences have been successfully handled using such linear scramblings resulting from [11] through the selection criteria worked out in [12]). Further research in this direction is left for future work. For the moment, generalizing results from [11, we obtain exact formulas for different notions of discrepancy of generalized digital $(0,1)$-sequences (see Theorem 11). As an application, from the formula for star discrepancy we obtain best possible lower bounds for many subclasses of $(0,1)$-sequences. This way we extend results on shifted van der Corput sequences in base 2 from 6, 18, 20, 21].

The following sections are devoted to basic definitions (Section 2), to background information on ( 0,1 )-sequences (Section 3) and to our generalization as announced above (Section (4). The best possible lower bounds on star discrepancy will be presented in Section 5.
2. Discrepancies. In uniform distribution theory, discrepancy is a quantitative measure for the irregularity of distribution modulo one of a sequence. The analysis of the discrepancy of a sequence represents an important field in number theory. Furthermore, it is well known that the discrepancy of a sequence is directly linked to the QMC-integration error for different classes of functions. See, for example, [1, 5, 19, 24 for more information in these two directions. In the following we recall the definition of the most important discrepancies. As in this paper we consider only one-dimensional sequences, we restrict ourselves to this case.

Let $X=\left(x_{n}\right)_{n \geq 1}$ be an infinite sequence in $[0,1]$, let $N \geq 1$ be an integer and let $[\alpha, \beta)$ be a subinterval of $[0,1]$. Then the discrepancy function or error to ideal distribution is the difference

$$
E([\alpha, \beta) ; N ; X)=A([\alpha, \beta) ; N ; X)-N \lambda([\alpha, \beta)),
$$

where $A([\alpha, \beta) ; N ; X)$ is the number of indices $n$ such that $1 \leq n \leq N$ and $x_{n} \in[\alpha, \beta)$ and where $\lambda([\alpha, \beta))$ is the length of $[\alpha, \beta)$.

The $L_{\infty}$ discrepancies of $X$ are defined by

$$
\begin{aligned}
D(N, X) & =\sup _{0 \leq \alpha<\beta \leq 1}|E([\alpha, \beta) ; N ; X)| \\
D^{*}(N, X) & =\sup _{0 \leq \alpha \leq 1}|E([0, \alpha) ; N ; X)| \\
D^{+}(N, X) & =\sup _{0 \leq \alpha \leq 1} E([0, \alpha) ; N ; X) \\
D^{-}(N, X) & =\sup _{0 \leq \alpha \leq 1}(-E([0, \alpha) ; N ; X)) .
\end{aligned}
$$

Usually, $D$ is called the extreme discrepancy and $D^{*}$ the star discrepancy of $X$. The quantities $D^{+}$and $D^{-}$are linked to them by

$$
\begin{aligned}
D(N, X) & =D^{+}(N, X)+D^{-}(N, X) \\
D^{*}(N, X) & =\max \left(D^{+}(N, X), D^{-}(N, X)\right)
\end{aligned}
$$

Note that $D^{*} \leq D \leq 2 D^{*}$.
The $L_{2}$ discrepancy and the diaphony of $X$ are defined by

$$
\begin{aligned}
& T(N, X)=\left(\int_{0}^{1} E^{2}([0, \alpha) ; N ; X) d \alpha\right)^{1 / 2} \\
& F(N, X)=\left(2 \sum_{m=1}^{\infty} \frac{1}{m^{2}}\left|\sum_{n=1}^{N} \exp \left(2 \pi i m x_{n}\right)\right|^{2}\right)^{1 / 2}
\end{aligned}
$$

respectively. They are linked together by the formula of Koksma

$$
T^{2}(N, X)=\left(\sum_{n=1}^{N}\left(\frac{1}{2}-x_{n}\right)\right)^{2}+\frac{1}{4 \pi^{2}} F^{2}(N, X)
$$

Note that $\sum_{n=1}^{N}\left(1 / 2-x_{n}\right)=\int_{0}^{1} E([0, \alpha) ; N ; X) d \alpha$ so that (see [4, Prop. 2.3]) $F^{2}(N, X)=2 \pi^{2} \int_{0}^{1} \int_{0}^{1} E^{2}([\alpha, \beta) ; N ; X) d \alpha d \beta$.

To end this section, recall that a sequence $X$ is uniformly distributed modulo one if and only if its discrepancies (except $D^{+}$and $D^{-}$) and diaphony both normalized by $N$ go to zero as $N$ tends to infinity.
3. Review of (0, $\mathbf{1})$-sequences. A typical example of a one-dimensional sequence with low discrepancy is the van der Corput sequence which is the prototype of $(t, s)$-sequences as introduced by Sobol', Faure and Niederreiter. In this section we provide a short review of existing concepts of $(0,1)$ sequences.
3.1. Generalized van der Corput sequences. This type of sequences has been introduced by Faure [9]. Let $b \geq 2$ be an integer. For integers $n$
and $N$ with $n \geq 1$ and $1 \leq N \leq b^{n}$, write the $b$-adic expansion of $N-1$ as

$$
\begin{equation*}
N-1=\sum_{r=0}^{n-1} a_{r}(N) b^{r} \tag{1}
\end{equation*}
$$

and let $\Sigma=\left(\sigma_{r}\right)_{r \geq 0}$ be a sequence of permutations of $\{0,1, \ldots, b-1\}$.
Then the generalized van der Corput sequence $S_{b}^{\Sigma}$ in base $b$ associated with $\Sigma$ is defined by

$$
\begin{equation*}
S_{b}^{\Sigma}(N)=\sum_{r=0}^{\infty} \frac{\sigma_{r}\left(a_{r}(N)\right)}{b^{r+1}} \tag{2}
\end{equation*}
$$

for integers $N \geq 1$. If $\left(\sigma_{r}\right)_{r \geq 0}=(\sigma)_{r \geq 0}$ is constant, we simply write $S_{b}^{\Sigma}=S_{b}^{\sigma}$. The original van der Corput sequence $S_{b}^{\text {id }}$ in base $b$ is obtained with the identical permutation id.
3.2. ( 0,1 )-sequences in base $b$. The concept of $(t, s)$-sequences has been introduced by Niederreiter (see [5, 24]) to give a general framework for various constructions of $s$-dimensional low discrepancy sequences and to obtain further constructions. Smaller values of the so-called quality parameter $t \geq 0$ give smaller discrepancies. In order to provide new important constructions, Tezuka [31] and then Niederreiter and Xing [26], 27] (see also the more recent [25]) introduced a generalized definition which uses the so-called truncation: Let $x \in[0,1]$ with a prescribed $b$-adic expansion $x=\sum_{i=1}^{\infty} x_{i} b^{-i}$, with the possibility that $x_{i}=b-1$ for all but finitely many $i$. For every integer $m \geq 1$, define the $m$-truncated expansion of $x$ by $[x]_{b, m}=\sum_{i=1}^{m} x_{i} b^{-i}$.

An elementary interval in base $b$ is an interval of the form $\left[a / b^{d},(a+1) / b^{d}\right)$ with integers $a, d$ such that $d \geq 0$ and $0 \leq a<b^{d}$.

A sequence $\left(x_{N}\right)_{N \geq 1}$ (with prescribed $b$-adic expansions for each $x_{N}$ ) is a ( 0,1 )-sequence in base $b$ (in the broad sense) if for all integers $l, m \geq 0$, every elementary interval $E$ with $\lambda(E)=b^{-m}$ contains exactly one element of the point set

$$
\left\{\left[x_{N}\right]_{b, m}: l b^{m}+1 \leq N \leq(l+1) b^{m}\right\}
$$

The original definition of $(0,1)$-sequences in base $b$ due to Niederreiter is the same but with $\left[x_{N}\right]_{b, m}$ replaced by $x_{N}$. These sequences are nowadays known as $(0,1)$-sequences in base $b$ in the narrow sense and the general construction is just named ( 0,1 )-sequences in base $b$ (see Niederreiter and Xing [27, Definition 2 and Remark 1]). Sometimes, we will add the term "in the broad sense" if we want to emphasize the difference.
3.3. Digital $(\mathbf{0}, \mathbf{1})$-sequences over $\mathbb{Z}_{b}$. For an integer $b \geq 2$ let $\mathbb{Z}_{b}=$ $\mathbb{Z} / b \mathbb{Z}$ be the residue class ring modulo $b$ equipped with addition and multiplication modulo $b$.

Instead of permutations as in Section 3.1, here we consider the action of infinite $\mathbb{N} \times \mathbb{N}$ matrices over $\mathbb{Z}_{b}$ on the digits of $N-1$. The general framework goes back to Niederreiter [24] (see also [5]), but a simpler formulation for the one-dimensional case in base 2 was given in [20, 29]. The following definition is an extension to arbitrary bases $b$.

Let $C=\left(c_{k}^{r}\right)_{r \geq 0, k \geq 0}$ be an infinite matrix with entries $c_{k}^{r} \in \mathbb{Z}_{b}$ such that for any integer $m \geq 1$ every left upper $m \times m$ submatrix of $C$ is non-singular. Then a digital $(0,1)$-sequence $X_{b}^{C}$ in base $b$ associated with $C$ is an infinite sequence defined for all integers $N \geq 1$ by

$$
\begin{equation*}
X_{b}^{C}(N)=\sum_{r=0}^{\infty} \frac{x_{N, r}}{b^{r+1}} \quad \text { where } \quad x_{N, r}=\sum_{k=0}^{\infty} c_{r}^{k} a_{k}(N)(\bmod b) \tag{3}
\end{equation*}
$$

with the $a_{k}(N)$ defined as in (1). Note that the second summation is finite and performed in $\mathbb{Z}_{b}$, but the first one can be infinite with the possibility that $x_{N, r}=b-1$ for all but finitely many $r$. Of course, we obtain the original van der Corput sequence $S_{b}^{\text {id }}$ with the identity matrix $I$, i.e., we have $S_{b}^{\mathrm{id}}=X_{b}^{I}$.

Generalized van der Corput sequences as defined in (2) and digital ( 0,1 )sequences as defined in (3) are both ( 0,1 )-sequences in base $b$ in the broad sense; see [13, Proposition 3.1]. The truncation is required for sequences $S_{b}^{\Sigma}$ in the case when $\sigma_{r}(0)=b-1$ for all sufficiently large $r$ and for sequences $X_{b}^{C}$ in the case when the matrix $C$ provides digits $x_{N, r}=b-1$ for all sufficiently large $r$.
3.4. NUT digital $(0,1)$-sequences over $\mathbb{Z}_{b}$. An important special case of digital $(0,1)$-sequences is obtained when the associated matrix $C$ is a non-singular upper triangular (NUT) matrix. In this case the first summation in (3) is finite as well. These sequences are now called NUT digital $(0,1)$-sequences over $\mathbb{Z}_{b}$ (in the narrow sense). In [11] the first author proved valuable formulas for the different notions of discrepancies of NUT digital $(0,1)$-sequences over $\mathbb{Z}_{b}$ in the case when $b$ is a prime number.

To recall these formulas we first need to introduce some standard definitions used in the study of van der Corput sequences. Let $\mathfrak{S}_{b}$ be the set of all permutations of $\mathbb{Z}_{b}$. For any $\sigma \in \mathfrak{S}_{b}$ set

$$
\mathcal{Z}_{b}^{\sigma}=(\sigma(0) / b, \sigma(1) / b, \ldots, \sigma(b-1) / b) .
$$

For $h \in\{0,1, \ldots, b-1\}$ and $x \in[(k-1) / b, k / b)$ where $k \in\{1, \ldots, b\}$, define

$$
\varphi_{b, h}^{\sigma}(x)= \begin{cases}A\left([0, h / b) ; k ; \mathcal{Z}_{b}^{\sigma}\right)-h x & \text { if } 0 \leq h \leq \sigma(k-1) \\ (b-h) x-A\left([h / b, 1) ; k ; \mathcal{Z}_{b}^{\sigma}\right) & \text { if } \sigma(k-1)<h<b\end{cases}
$$

Further, the functions $\varphi_{b, h}^{\sigma}$ are extended to the reals by periodicity. Based on $\varphi_{b, h}^{\sigma}$ we define further functions which then appear in the formulas for
different notions of discrepancy. Put

$$
\begin{aligned}
\psi_{b}^{\sigma,+} & =\max _{0 \leq h<b} \varphi_{b, h}^{\sigma}, & \psi_{b}^{\sigma,-} & =\max _{0 \leq h<b}\left(-\varphi_{b, h}^{\sigma}\right),
\end{aligned} \begin{aligned}
& b \\
& \varphi_{b}^{\sigma}
\end{aligned}=\sum_{h=0}^{b-1} \varphi_{b, h}^{\sigma}, \quad \phi_{b}^{\sigma,+}+\psi_{b}^{\sigma,-}, \sum_{h=0}^{b-1}\left(\varphi_{b, h}^{\sigma}\right)^{2}, \quad \chi_{b}^{\sigma}=b \phi_{b}^{\sigma}-\left(\varphi_{b}^{\sigma}\right)^{2} .
$$

Note that

$$
\begin{equation*}
\psi_{b}^{\sigma}=\max _{0 \leq h<h^{\prime}<b}\left|\varphi_{b, h}^{\sigma}-\varphi_{b, h^{\prime}}^{\sigma}\right| \quad \text { and } \quad \chi_{b}^{\sigma}=\sum_{0 \leq h<h^{\prime}<b}\left(\varphi_{b, h}^{\sigma}-\varphi_{b, h^{\prime}}^{\sigma}\right)^{2} \tag{4}
\end{equation*}
$$

Then, we need further definitions to deal with NUT digital $(0,1)$-sequences. The symbol $\uplus$ is used to denote the translation (or shift) of a given permutation $\sigma \in \mathfrak{S}_{b}$ by an element $t \in \mathbb{Z}_{b}$ in the following sense:

$$
(\sigma \uplus t)(i):=\sigma(i)+t(\bmod b) \quad \text { for all } i \in \mathbb{Z}_{b},
$$

and for any integer $r \geq 0$ we introduce the quantity

$$
\theta_{r}(N):=\sum_{k=r+1}^{\infty} c_{r}^{k} a_{k}(N)(\bmod b)
$$

where the $a_{k}(N)$ are the digits of $N-1$ as in (11). Note that $a_{k}(N)=0$ for all $k \geq n$ if $1 \leq N \leq b^{n}$, thus $\theta_{r}(N)=0$ for all $r \geq n-1$ in this case. This quantity determines the translated permutations that appear in the formulas for $D^{+}, D^{-}, D^{*}$ and $T$. Finally, we define the permutation $\delta_{r}$ by $\delta_{r}(i):=c_{r}^{r} i(\bmod b)$ for $i \in \mathbb{Z}_{b}$.

Based on the definitions given above we can state formulas for the different notions of discrepancy of a NUT digital $(0,1)$-sequence (see [11, Theorems 1-4]): for any NUT digital ( 0,1 )-sequence $X_{b}^{C}$ over $\mathbb{Z}_{b}$ and for any integer $N \geq 1$, we have

$$
\begin{aligned}
D^{+}\left(N, X_{b}^{C}\right)= & \sum_{j=1}^{\infty} \psi_{b}^{\delta_{j-1} \uplus \theta_{j-1}(N),+}\left(\frac{N}{b^{j}}\right), \\
D^{-}\left(N, X_{b}^{C}\right)= & \sum_{j=1}^{\infty} \psi_{b}^{\delta_{j-1} \uplus \theta_{j-1}(N),-}\left(\frac{N}{b^{j}}\right), \\
D\left(N, X_{b}^{C}\right)= & \sum_{j=1}^{\infty} \psi_{b}^{\delta_{j-1}}\left(\frac{N}{b^{j}}\right), \\
T^{2}\left(N, X_{b}^{C}\right)= & \frac{1}{b} \sum_{j=1}^{\infty} \phi_{b}^{\delta_{j-1} \uplus \theta_{j-1}(N)}\left(\frac{N}{b^{j}}\right) \\
& +\frac{1}{b^{2}} \sum_{i \neq j} \varphi_{b}^{\delta_{i-1} \uplus \theta_{i-1}(N)}\left(\frac{N}{b^{i}}\right) \varphi_{b}^{\delta_{j-1} \uplus \theta_{j-1}(N)}\left(\frac{N}{b^{j}}\right), \\
\frac{1}{4 \pi^{2}} F^{2}\left(N, X_{b}^{C}\right)= & \frac{1}{b^{2}} \sum_{j=1}^{\infty} \chi_{b}^{\delta_{j-1}}\left(\frac{N}{b^{j}}\right) .
\end{aligned}
$$

4. Generalized NUT ( $\mathbf{0}, \mathbf{1}$ )-sequences over $\mathbb{Z}_{b}$. We now introduce a mixed construction which contains both generalized van der Corput sequences and $\operatorname{NUT}$ digital $(0,1)$-sequences over $\mathbb{Z}_{b}$. The idea is to put arbitrary permutations in place of the diagonal entries of the NUT matrix $C$ defining a NUT digital $(0,1)$-sequence. Moreover, the construction is valid for arbitrary bases $b$.

Definition 1. For any integer $b \geq 2$, let $\Sigma=\left(\sigma_{r}\right)_{r \geq 0} \in \mathbb{S}_{b}^{\mathbb{N}}$ and let $C=\left(c_{r}^{k}\right)_{r \geq 0, k \geq r+1}$ be a strict upper triangular matrix with entries in $\mathbb{Z}_{b}$. Then, for all integers $N \geq 1$, the $N$ th element of the sequence $X_{b}^{D, C}$ is defined by

$$
\begin{align*}
X_{b}^{\Sigma, C}(N) & =\sum_{r=0}^{\infty} \frac{x_{N, r}}{b^{r+1}} \quad \text { where }  \tag{5}\\
x_{N, r} & =\sigma_{r}\left(a_{r}(N)\right)+\sum_{k=r+1}^{\infty} c_{r}^{k} a_{k}(N)(\bmod b),
\end{align*}
$$

with the $a_{k}(N)$ defined as in (1). We call $X_{b}^{\Sigma, C}$ a $\operatorname{NUT}(0,1)$-sequence over $\mathbb{Z}_{b}$.

If all entries of $C$ are zero, then we have $X_{b}^{\Sigma, C}=S_{b}^{\Sigma}$, the generalized van der Corput sequences. If $\sigma_{r}=\delta_{r}$ for all $r \geq 0$ with $\delta_{r}$ as in Section 3.4, then we have $X_{b}^{\Sigma, C}=X_{b}^{C^{\prime}}$, the NUT digital $(0,1)$-sequences with associated matrix $C^{\prime}=\left(c_{r}^{k}\right)_{r \geq 0, k \geq r}$ obtained from $C$ by putting invertible entries $c_{r}^{r} \in$ $\mathbb{Z}_{b}$ on the diagonal. Every NUT $(0,1)$-sequence over $\mathbb{Z}_{b}$ is a $(0,1)$-sequence in the broad sense. The proof of this fact is the same as the proof of [13, Proposition 3.1] for generalized van der Corput sequences.

It is quite remarkable that [11, Theorems 1-4] for NUT digital $(0,1)$ sequences in prime base $b$ are still valid for that generalization. Roughly speaking, the basic idea is to keep bijections of $\mathbb{Z}_{b}$ "on the diagonal"-the only place where we need to compute inverses; all other operations concerning entries above the diagonal are performed in the ring $\mathbb{Z}_{b}$.

Theorem 1. With the notations introduced in Section 3.4, for all integers $b \geq 2$ and $N \geq 1$, we have

$$
\begin{align*}
D^{+}\left(N, X_{b}^{\Sigma, C}\right) & =\sum_{j=1}^{\infty} \psi_{b}^{\sigma_{j-1} \uplus \theta_{j-1}(N),+}\left(\frac{N}{b^{j}}\right),  \tag{6}\\
D^{-}\left(N, X_{b}^{\Sigma, C}\right) & =\sum_{j=1}^{\infty} \psi_{b}^{\sigma_{j-1} \uplus \theta_{j-1}(N),-}\left(\frac{N}{b^{j}}\right),  \tag{7}\\
D\left(N, X_{b}^{\Sigma, C}\right) & =\sum_{j=1}^{\infty} \psi_{b}^{\sigma_{j-1}}\left(\frac{N}{b^{j}}\right), \tag{8}
\end{align*}
$$

$$
\begin{align*}
T^{2}\left(N, X_{b}^{\Sigma, C}\right)= & \frac{1}{b} \sum_{j=1}^{\infty} \phi_{b}^{\sigma_{j-1} \uplus \theta_{j-1}(N)}\left(\frac{N}{b^{j}}\right)  \tag{9}\\
& +\frac{1}{b^{2}} \sum_{i \neq j} \varphi_{b}^{\sigma_{i-1} \uplus \theta_{i-1}(N)}\left(\frac{N}{b^{i}}\right) \varphi_{b}^{\sigma_{j-1} \uplus \theta_{j-1}(N)}\left(\frac{N}{b^{j}}\right), \\
\frac{1}{4 \pi^{2}} F^{2}\left(N, X_{b}^{\Sigma, C}\right)= & \frac{1}{b^{2}} \sum_{j=1}^{\infty} \chi_{b}^{\sigma_{j-1}}\left(\frac{N}{b^{j}}\right) . \tag{10}
\end{align*}
$$

The proof of Theorem 1, which is rather complex and needs a lot of prerequisites, follows closely the proofs of [11, Theorems 1-4]. However, several technical changes are required, taking into account the fact that with arbitrary permutations we can have $\sigma_{r}(0) \neq 0$ for some or for all $r \geq 0$, whereas in [11], $\delta_{r}(0)=c_{r}^{r} 0=0$ for all $r \geq 0$. For these reasons, instead of going into the details, we will only give a sketch of the proof where we point out the differences compared to [11].

The reader mainly interested in best possible lower bounds for the star discrepancy of $(0,1)$-sequences can skip the proof (Sections 4.1 4.3) and move directly to Section 5 .
4.1. Three basic properties of $X_{b}^{\Sigma, C}$ sequences. We need more notations to state these properties. Let $X_{n}=\left(x_{1}, \ldots, x_{b^{n}}\right)$ and $Y_{n}=\left(y_{1}, \ldots, y_{b^{n}}\right)$ where $x_{N}:=X_{b}^{\Sigma, C}(N)$ and $y_{N}:=S_{b}^{\text {id }}(N)$ for $1 \leq N \leq b^{n}$. Denote by $\bar{X}_{n}$ and $\bar{Y}_{n}$ the supports (i.e. the sets of elements) of $X_{n}$ and $Y_{n}\left(\bar{Y}_{n}\right.$ is the so-called set of $n$-bit numbers, with $y_{1}=0$ ). Since $x_{1}=\sum_{r=0}^{\infty} \sigma_{r}(0) b^{-r-1}$, we only have $x_{1}=0$ if $\sigma_{r}(0)=0$ for all $r \geq 0$, which is the case with NUT digital sequences $X_{b}^{C}$. But in general $\bar{X}_{n} \neq \bar{Y}_{n}$. This is an important difference between the sequences $X_{b}^{\Sigma, C}$ and $X_{b}^{C}$, which requires a careful adaptation of the proofs. Finally, for all non-negative integers $l, m$ we define the segments $X_{m}^{l}:=\left(x_{l b^{m}+1}, \ldots, x_{(l+1) b^{m}}\right)$ of a sequence $X$. In particular we have $X_{n}=X_{n}^{0}$. These segments have already been used in Section 3.2 for the definition of $(0,1)$-sequences in base $b$, but with the truncated expansions of $x_{N}$. Here we consider the full expansions, which implies that the reals $x_{N} \in[0,1]$ are not necessarily $n$-bit numbers in general.

Property 1. For any integer $n \geq 1$, the elements of $X_{n}$ are the vertices (including $x_{1}$ ) of a regular polygon of $b^{n}$ edges inscribed in $[0,1]$ identified with the unit torus. Moreover, let $i, j$ be integers with $1 \leq i \leq b^{n-1}$ and $0 \leq j<b$, and let $x_{i}:=x_{i, 0} b^{-1}+\cdots+x_{i, n-2} b^{-n+1}$ be the $b$-adic expansion of $x_{i}$. Then
$x_{i+j b^{n-1}}=\sigma_{n-1}(j) b^{-n}+\left(x_{i, 0}+c_{0}^{n-1} j\right) b^{-1}+\cdots+\left(x_{i, n-2}+c_{n-2}^{n-1} j\right) b^{-n+1}+\cdots$
is the b-adic expansion of $x_{i+j b^{n-1}}$ (where of course the digits $x_{i, n-k}+c_{n-k}^{n-1} j$ are computed modulo b).

The proof of this property is the same as for [11, Property 5.1] but with the diagonal entries $c_{r}^{r}$ of the NUT matrix replaced by the permutations $\sigma_{r}$.

The next two properties deal with the order of terms in segments $X_{m}^{l}$ of $X_{n}$ compared to the order of terms in the various $\mathcal{Z}_{b}^{\sigma}$ coming from $\Sigma$ and $C$. The first one is concerned with $X_{n}=X_{n}^{0}$ and the next one with strict segments of $X_{n}$. These properties are fundamental tools which permit the derivation of the exact formulas stated in Theorem 1 .

Property 2. Let $n \geq 1$, let $u \in \bar{Y}_{n-1}$ with b-adic expansion $u=$ $\sum_{r=0}^{n-2} u_{r} b^{-r-1}$ and set $v=u+b^{-n+1}$. Then the interval $[u, v)$ contains exactly $b$ terms of $X_{n}$, which are given in increasing order by

$$
u \leq x_{i_{0}+j_{0} b^{n-1}}<x_{i_{1}+j_{1} b^{n-1}}<\cdots<x_{i_{b-1}+j_{b-1} b^{n-1}}<v
$$

where, for $0 \leq \mu \leq b-1, j_{\mu}=\sigma_{n-1}^{-1}(\mu)$ and $i_{\mu}$ is a well defined integer with $1 \leq i_{\mu} \leq b^{n-1}$ depending on $u$ (its exact form can be obtained from the proof). Therefore, the order of the terms of $X_{n}$ in $[u, v)$ is independent of $u \in \bar{Y}_{n-1}$, and it is the same as the order of the terms of $\mathcal{Z}_{b}^{\sigma_{n-1}}$ in $[0,1)$, given by

$$
0=\sigma_{n-1}\left(j_{0}\right)<\sigma_{n-1}\left(j_{1}\right)<\cdots<\sigma_{n-1}\left(j_{b-1}\right)=b-1
$$

In contrast to the study of generalized van der Corput sequences $S_{b}^{\Sigma}$ in [9, Prop. 3.1.3] and [4, Prop. 3.2], the terms of $X_{n}$ in $[u, v)$ are not determined by the indices $i+j b^{n-1}$ of Property 1 for fixed $i$ and $0 \leq j<b$. The situation is more complicated and the index $i$ is not fixed. Moreover, in general $j_{0}=\sigma_{n-1}^{-1}(0) \neq 0$, which implies that $u<x_{i_{0}+j_{0} b^{n-1}}$ in this case. Apart from that, the proof follows the lines of the proof of [11, Property 5.2], with the solution of an upper triangular system of $n$ linear equations in $n$ variables (with parameter $\mu$ ), except on the diagonal, where invertible entries are replaced with arbitrary permutations.

For short, from now on, we set $\rho_{r}:=\sigma_{r} \uplus \theta_{r}(N)$ for the permutations involved in Theorem 1.

Property 3. Let $n$ and $s$ be integers with $2 \leq s \leq n$. Let $u \in \bar{Y}_{n-s}$ with b-adic expansion $u=\sum_{r=0}^{n-s-1} u_{r} b^{-r-1}$ (put $u=0$ if $s=n$ ) and set $v=u+b^{-n+s}$. Let $A_{n-s+1}:=\sum_{r=n-s+1}^{n-1} z_{r} b^{r}$ with arbitrary given digits $z_{n-1}, \ldots, z_{n-s+1}$ and let $S_{n-s+1}:=X_{n-s+1}^{A_{n-s+1} b^{-n+s-1}}$ be the corresponding segment of $X_{n}$. Then the interval $[u, v)$ contains exactly $b$ terms of $S_{n-s+1}$, which are given in increasing order by
$u \leq x_{i_{0}+j_{0} b^{n-s}+A_{n-s+1}}<x_{i_{1}+j_{1} b^{n-s}+A_{n-s+1}}<\cdots<x_{i_{b-1}+j_{b-1} b^{n-s}+A_{n-s+1}}<v$ where, for $0 \leq \mu \leq b-1, j_{\mu}=\rho_{n-s}^{-1}(\mu)$ and $i_{\mu}$ is an integer with $1 \leq i_{\mu} \leq$ $b^{n-s}$ depending on $u$. Therefore the order of the terms of $S_{n-s+1}$ in $[u, v)$ is independent of $u \in \bar{Y}_{n-s}$, and is the same as the order of the terms of
$\mathcal{Z}_{b}^{\rho_{n-s}}$ in $[0,1)$ given by

$$
0=\rho_{n-s}\left(j_{0}\right)<\rho_{n-s}\left(j_{1}\right)<\cdots<\rho_{n-s}\left(j_{b-1}\right)=b-1
$$

For the proof of Property 2 we had to solve a system of $n$ equations in $n$ unknowns and parameter $\mu$ whereas now we have a system of $n-s+1$ equations in $n-s+1$ unknowns and parameters $\left(z_{n-1}, \ldots, z_{n-s+1}\right)$ and $\mu$. First we obtain $\mu=\sigma\left(z_{n-s}\right)+c_{n-s}^{n-s+1} z_{n-s+1}+\cdots+c_{n-s}^{n-1} z_{n-1}$, which is equivalent to $z_{n-s}=\sigma_{n-s}^{-1}\left(\mu-c_{n-s}^{n-s+1} z_{n-s+1}+\cdots+c_{n-s}^{n-1} z_{n-1}\right)=j_{\mu}=$ $\rho_{n-s}^{-1}(\mu)$. The remainder of the proof is then straightforward and is the same as in the proof of [11, Property 5.3].
4.2. Three lemmas for the discrepancy function of $X_{b}^{\Sigma, C}$. The following lemma is just a discretization of the discrepancy function. For short, from now on, we write $E(\alpha, N, X):=E([0, \alpha) ; N ; X)$.

Lemma 1. Let $\alpha \in[0,1]$ and let $n, N$ be integers with $1 \leq N \leq b^{n}$. Furthermore, let $u, v \in \bar{Y}_{n}$ be such that $u \leq \alpha<v$ and $v=u+b^{-n}$ and let $x$ be the unique element in $\bar{X}_{n}$ such that $u \leq x<v$. Then, with $y(\alpha):=u$ if $\alpha \leq x$ and $y(\alpha):=v$ if $\alpha>x$, we have

$$
E\left(\alpha, N, X_{b}^{\Sigma, C}\right)=E\left(y(\alpha), N, X_{b}^{\Sigma, C}\right)+(y(\alpha)-\alpha) N
$$

This is a classical discretization property resulting from the definition of $y(\alpha)$ which implies that $A\left(\alpha, N, X_{b}^{\Sigma, C}\right)=A\left(y(\alpha), N, X_{b}^{\Sigma, C}\right)$. The formulation is a bit more complex than that of [11, Lemma 6.1] and requires further attention in the proof of (9).

From Lemma 1 it follows that it suffices to know the values of the discrepancy function $E\left(\alpha, N, X_{b}^{\Sigma, C}\right)$ for $\alpha$ of the form $\alpha=\lambda / b^{n}$ with integers $1 \leq \lambda<b^{n}$. Exactly these values are given by the following lemma which will be the key property in the proof of Theorem 1 .

Lemma 2. Let $n, N$ and $\lambda$ be integers with $1 \leq N \leq b^{n}$ and $1 \leq \lambda<b^{n}$ and let $\lambda=\lambda_{1} b^{n-1}+\cdots+\lambda_{n-1} b+\lambda_{n}$ be the $b$-adic expansion of $\lambda$. Then

$$
E\left(\frac{\lambda}{b^{n}}, N, X_{b}^{\Sigma, C}\right)=\sum_{j=1}^{n} \varphi_{b, \varepsilon_{j}}^{\sigma_{j-1} \uplus \theta_{j-1}(N)}\left(\frac{N}{b^{j}}\right) .
$$

The functions $\varepsilon_{j}=\varepsilon_{j}(\lambda, n, N)$ are defined inductively by $\varepsilon_{n}=\eta_{n}=\lambda_{n}$ and, for $1 \leq j<n$,

$$
\eta_{j}=\lambda_{j}+\frac{\eta_{j+1}}{b}+\frac{1}{b}\left(\varphi_{b, \varepsilon_{j+1}}^{\sigma_{j} \uplus \theta_{j}(N)}\right)^{\prime}\left(\frac{N}{b^{j+1}}\right), \quad \varepsilon_{j}= \begin{cases}\eta_{j} & \text { if } 0 \leq \eta_{j}<b \\ 0 & \text { if } \eta_{j}=b\end{cases}
$$

The proof is a descending recursion for the $b$-adic resolution of the argument $y=\lambda / b^{n}$ from $n$ to 1 . At each step, the $b$-adic resolution of $y$ is decreased by 1. The differences between the discrepancy functions in a reduction step are kept under control by means of the functions $\varphi_{b, h}^{\rho}$. For the
initial reduction step, Property 2 is required with the permutation $\sigma_{n-1}$. For the further steps Property 3 is used with the permutation $\rho_{n-s}$. Although the proof is intricate, it repeats almost exactly the proof of [11, Lemma 6.2]. The changes are only marginal and concern the permutations $\delta_{r}$ on the diagonal of the NUT matrix which now have to be replaced by permutations $\sigma_{r}$. We omit the details and refer the reader to [11].

The following lemma shows how the functions $\varepsilon_{j}$ can be computed explicitly. This lemma is required for the proof of (9) dealing with the $L_{2}$ discrepancy.

Lemma 3. With the notations of Lemma 1, let $N \geq 1$ be an integer with b-adic expansion $N=\sum_{r=0}^{n-1} N_{r} b^{r}$, and for $0 \leq j \leq n-1$ set

$$
\Lambda_{j}=\sum_{r=j+1}^{n} \lambda_{r} b^{n-r} \quad \text { and } \quad \nu_{j}=\sum_{r=j}^{n-1} \sigma_{r}\left(N_{r}\right) b^{n-r-1}
$$

Then for $1 \leq j \leq n-1$ we have

$$
\eta_{j}= \begin{cases}\lambda_{j} & \text { if } 0 \leq \Lambda_{j} \leq \nu_{j}, \\ \lambda_{j}+1 & \text { if } \nu_{j} \leq \Lambda_{j}<b^{n-j},\end{cases}
$$

and

$$
\varepsilon_{j}= \begin{cases}0 & \text { if } 0 \leq \Lambda_{j-1} \leq \nu_{j} \\ p & \text { if } \nu_{j}+(p-1) b^{n-j}<\Lambda_{j-1} \leq \nu_{j}+p b^{n-j} \quad(\text { for } 1 \leq p<b) \\ 0 & \text { if } \nu_{j}+(b-1) b^{n-j}<\Lambda_{j-1}<b^{n-j+1}\end{cases}
$$

Lemma 3 was first proved in [4] for the study of the $L_{2}$ discrepancy of generalized van der Corput sequences in variable bases $B=\left(b_{j}\right)_{j \geq 0}$, with $b_{0}=1$ and $b_{j} \geq 2$ for all $j \geq 1$. In [11] the proof for fixed bases $\left(b_{j}=b\right.$ for all $j \geq 1$ ) has been outlined. We refer to these papers and do not repeat the proof.
4.3. The proof of Theorem 1. We split the proof into proofs of formulas (6)- 10 ).

Proof of (6) and (7) for $D^{+}$and $D^{-}$. This proof follows exactly the lines of the proof of [11, Theorem 1]. We give the guidelines for (6). Formula (7) can be obtained in the same way.

Let $N \geq 1$ be a fixed integer and $n$ an arbitrary integer satisfying $N \leq b^{n}$. From Lemma 1, we get (for a detailed proof, see [9, Lemme 3.3.1])

$$
\lim _{n \rightarrow \infty} \sup _{y \in \bar{Y}_{n}} E\left(y, N, X_{b}^{\Sigma, C}\right)=D^{+}\left(N, X_{b}^{\Sigma, C}\right) .
$$

Then, since $\psi_{b}^{\sigma,+}=\max _{0 \leq h<b} \varphi_{b, h}^{\sigma}$, for all $y=\lambda / b^{n} \in \bar{Y}_{n}$, from Lemma 2 we get

$$
E\left(y, N, X_{b}^{\Sigma, C}\right) \leq \sum_{j=1}^{n} \psi_{b}^{\rho_{j-1},+}\left(\frac{N}{b^{j}}\right), \quad \text { where } \quad \rho_{j-1}=\sigma_{j-1} \uplus \theta_{j-1}(N)
$$

Now, using the algorithm for the construction of the $\varepsilon_{j}$ 's from the $\lambda_{j}$ 's (at the end of Lemma 2) in reverse direction, it is easy to construct a $\lambda_{*} \in \bar{Y}_{n}$ for which the above upper bound is achieved by $E\left(\lambda_{*} b^{-n}, N, X_{b}^{\Sigma, C}\right)$. Finally, letting $n \rightarrow \infty$ gives formula (6).

REMARK 1. In the special case where $C$ is the null matrix, formulas (6) and (7) provide a new and simpler proof of [9, Théorème 1] for $S_{b}^{\Sigma}$.

Proof of (9) for $L_{2}$ discrepancy. In contrast to the proof of [11, Theorem 3] for the $L_{2}$ discrepancy of NUT digital $(0,1)$-sequences, the elements $X_{b}^{\Sigma, C}(N)$ are not $n$-bit numbers anymore for $1 \leq N \leq b^{n}$. Hence, at the beginning, we have to follow the more involved proof of [4, Theorem 4.1] for the $L_{2}$ discrepancy of sequences $S_{B}^{\Sigma}$ in variable base $B$. We only give the necessary hints (in fixed base $b$ ).

The goal is to compute $T^{2}\left(N, X_{b}^{\Sigma, C}\right):=\int_{0}^{1} E^{2}\left(\alpha, N, X_{b}^{\Sigma, C}\right) d \alpha$. Applying Lemma 1 with $u=(\lambda-1) b^{-n}$ for $1 \leq \lambda \leq b^{n}$, we obtain a unique $x_{\lambda}^{\prime} \in \bar{X}_{n}$ such that

$$
\begin{aligned}
& E\left(\alpha, N, X_{b}^{\Sigma, C}\right)=: E(\alpha, N) \\
& \quad= \begin{cases}E\left((\lambda-1) / b^{n}, N\right)+\left((\lambda-1) / b^{n}-\alpha\right) N & \text { if }(\lambda-1) / b^{n} \leq \alpha \leq x_{\lambda}^{\prime}, \\
E\left(\lambda / b^{n}, N\right)+\left(\lambda / b^{n}-\alpha\right) N & \text { if } x_{\lambda}^{\prime}<\alpha<\lambda / b^{n}\end{cases}
\end{aligned}
$$

We then split the integral over the intervals $\left[(\lambda-1) / b^{n}, x_{\lambda}^{\prime}\right]$ and $\left[x_{\lambda}^{\prime}, \lambda / b^{n}\right]$ for $1 \leq \lambda \leq b^{n}$ and obtain after some computations $T^{2}\left(N, X_{b}^{\Sigma, C}\right)$

$$
\begin{aligned}
= & \frac{1}{b^{n}} \sum_{\lambda=1}^{b^{n}} E^{2}\left(\frac{\lambda}{b^{n}}, N\right)+\frac{N}{b^{n}} \sum_{\lambda=1}^{b^{n}} E\left(\frac{\lambda}{b^{n}}, N\right)\left(\frac{2 \lambda}{b^{n}}-x_{\lambda}^{\prime}-x_{\lambda-1}^{\prime}\right) \\
& +\frac{N^{2}}{3 b^{n}} \sum_{\lambda=1}^{b^{n}-1}\left(\left(\frac{\lambda}{b^{n}}-x_{\lambda}^{\prime}\right)^{2}+\left(\frac{\lambda}{b^{n}}-x_{\lambda+1}^{\prime}\right)\left(\frac{\lambda}{b^{n}}-x_{\lambda}^{\prime}\right)+\left(\frac{\lambda}{b^{n}}-x_{\lambda+1}^{\prime}\right)^{2}\right) \\
& +N^{2}\left(x_{1}^{\prime 3}+\left(1-x_{b^{n}}^{\prime}\right)^{3}\right) .
\end{aligned}
$$

But, due to Property 2, $\left(\lambda / b^{n}-x_{\lambda}^{\prime}\right)$ is independent of $\lambda$ and the formula reduces to

$$
\begin{aligned}
T^{2}\left(N, X_{b}^{\Sigma, C}\right) & =\frac{1}{b^{n}} \sum_{\lambda=1}^{b^{n}} E^{2}\left(\frac{\lambda}{b^{n}}, N\right)+\frac{N}{b^{n}}\left(\frac{1}{b^{n}}-2 x_{1}^{\prime}\right) \sum_{\lambda=1}^{b^{n}} E\left(\frac{\lambda}{b^{n}}, N\right) \\
& +\frac{1}{N^{2}}\left(x_{1}^{\prime}{ }^{2}-\frac{x_{1}^{\prime}}{b^{n}}+\frac{1}{3 b^{2 n}}\right)
\end{aligned}
$$

From now on, the proof follows [11, Section 6.5]: Using Lemma 2, we obtain an expression involving the functions $\varphi_{b, \varepsilon_{j}}^{\rho_{j-1}}$ for the two sums above. Then, according to Lemma 3, we can divide the set of $\lambda_{j}$ 's into classes where the
$\varepsilon_{j}=p$ are constant, hence recovering the functions $\varphi_{b}^{\rho_{j-1}}$ and $\phi_{b}^{\rho_{j-1}}$ in (9). Finally, the two sums read as follows:

$$
\begin{aligned}
\sum_{\lambda=1}^{b^{n}} E\left(\frac{\lambda}{b^{n}}, N\right)= & b^{n-1} \sum_{j=1}^{n} \varphi_{b}^{\rho_{j-1}}\left(\frac{N}{b^{j}}\right), \\
\sum_{\lambda=1}^{b^{n}} E^{2}\left(\frac{\lambda}{b^{n}}, N\right)= & b^{n-1} \sum_{j=1}^{n} \phi_{b}^{\rho_{j-1}}\left(\frac{N}{b^{j}}\right) \\
& +2 b^{n-2} \sum_{1 \leq i<j \leq n} \varphi_{b}^{\rho_{i-1}}\left(\frac{N}{b^{i}}\right) \varphi_{b}^{\rho_{j-1}}\left(\frac{N}{b^{j}}\right) .
\end{aligned}
$$

Inserting back into $T^{2}\left(N, X_{b}^{\Sigma, C}\right)$ and letting $n \rightarrow \infty$ gives the result (note that $x_{1}^{\prime} \rightarrow 0$ as $\left.n \rightarrow \infty\right)$.

Proof of (8) and 10) for the discrepancy $D$ and the diaphony $F$. The formulas with permutations $\rho_{r}:=\sigma_{r} \uplus \theta_{r}(N)$,
$D\left(N, X_{b}^{\Sigma, C}\right)=\sum_{j=1}^{\infty} \psi_{b}^{\rho_{j-1}}\left(\frac{N}{b^{j}}\right)$ and $\frac{1}{4 \pi^{2}} F^{2}\left(N, X_{b}^{\Sigma, C}\right)=\frac{1}{b^{2}} \sum_{j=1}^{\infty} x_{b}^{\rho_{j-1}}\left(\frac{N}{b^{j}}\right)$,
directly follow from the relations $D=D^{+}+D^{-}$and $\psi_{b}^{\sigma}=\psi_{b}^{\sigma,+}+\psi_{b}^{\sigma,-}$ for $D$ and from the Koksma formula for $F$, respectively. Now formulas (8) and (10) follow from a general property of shifted permutations:

Property 4. For any $\sigma \in \mathfrak{S}_{b}$ and $t \in \mathbb{Z}_{b}, \psi_{b}^{\sigma \uplus t}=\psi_{b}^{\sigma}$ and $\chi_{b}^{\sigma \uplus t}=\chi_{b}^{\sigma}$.
The proof of this property is based on the formulas stated in (4); see (11, Proposition 6.6] or [4, Theorem 4.4] for details.
5. Application: Best possible lower bounds for $D^{*}$. In this section, we give an application of Theorem 1 and show best possible lower bounds on the star discrepancy of NUT $(0,1)$-sequences. This study is motivated by a best possible lower bound on the star discrepancy of digitally shifted van der Corput sequences in base 2 shown in [18] and the question whether this bound remains true also for digitally shifted NUT digital sequences in base 2 (see Corollary 4 for an answer).
5.1. Overview of the problem. For an infinite sequence $X$ in $[0,1)$, set

$$
s(X):=\limsup _{N \rightarrow \infty} \frac{D(N, X)}{\log N} \quad \text { and } \quad s^{*}(X):=\limsup _{N \rightarrow \infty} \frac{D^{*}(N, X)}{\log N} .
$$

A famous theorem of Schmidt [30], further improved by Béjian [3], states that for any sequence $X$ in $[0,1)$ we have $s(X) \geq 0.12$ and hence $s^{*}(X)$ $\geq 0.06$.

On the other hand, it has been known for a long time that this lower bound is best possible: for the van der Corput sequence $S_{2}^{\text {id }}$ in base 2, Haber [16] has shown that $s\left(S_{2}^{\text {id }}\right)=1 /(3 \log 2)=0.4808 \ldots$. Since then, finding sequences with the lowest possible discrepancy has interested several people trying to reduce the gap between upper and lower bounds. Two families of sequences received particular attention in the last decades: $(n \alpha)$ sequences and generalized van der Corput sequences. Among many results, we recall only those giving the best sequences with regard to star discrepancy in these two families:

- Concerning the star discrepancy of $(n \alpha)$ sequences, Dupain and Sós 8] proved that

$$
\begin{equation*}
\inf _{\alpha} s^{*}((n \alpha))=s^{*}((n \sqrt{2}))=\frac{1}{4 \log (\sqrt{2}+1)}=0.2836 \ldots \tag{11}
\end{equation*}
$$

- Concerning the star discrepancy of generalized van der Corput sequences, things cannot be stated so definitely. It is possible to give best possible results among subfamilies of sequences $S_{b}^{\Sigma}$ but not on the whole family, which is too large since there are too many possible choices of sequences of permutations $\Sigma$. Until now, all improvements are based on [9, Théorème 3] (see also [14] for a review), which reads as follows:

Let $\tau \in \mathfrak{S}_{b}$ be the permutation defined by $\tau(k)=b-k-1$ for all $k \in \mathbb{Z}_{b}$ and let $\mathcal{A}$ be the subset of $\mathbb{N}_{0}$ defined by $\mathcal{A}=\bigcup_{H=1}^{\infty} \mathcal{A}_{H}$ with $\mathcal{A}_{H}=\left\{H(H-1), \ldots, H^{2}-1\right\}$. For any permutation $\sigma \in \mathfrak{S}_{b}$, let $\bar{\sigma}:=\tau \circ \sigma$ and let

$$
\Sigma_{\mathcal{A}}^{\sigma}=\left(\sigma_{r}\right)_{r \geq 0}:=(\sigma, \bar{\sigma}, \sigma, \sigma, \bar{\sigma}, \bar{\sigma}, \sigma, \sigma, \sigma, \bar{\sigma}, \bar{\sigma}, \bar{\sigma}, \ldots)
$$

be the sequence of permutations defined by $\sigma_{r}=\sigma$ if $r \in \mathcal{A}$ and $\sigma_{r}=\bar{\sigma}$ if $r \notin \mathcal{A}$. Then

$$
\begin{equation*}
s^{*}\left(S_{b}^{\Sigma_{\mathcal{A}}^{\sigma}}\right)=\frac{\alpha_{b}^{\sigma,+}+\alpha_{b}^{\sigma,-}}{2 \log b} \tag{12}
\end{equation*}
$$

where

$$
\begin{aligned}
& \alpha_{b}^{\sigma,+}=\inf _{n \geq 1} \frac{1}{n} \sup _{x \in[0,1]} \sum_{j=1}^{n} \psi_{b}^{\sigma,+}\left(\frac{x}{b^{j}}\right), \\
& \alpha_{b}^{\sigma,-}=\inf _{n \geq 1} \frac{1}{n} \sup _{x \in[0,1]} \sum_{j=1}^{n} \psi_{b}^{\sigma,-}\left(\frac{x}{b^{j}}\right) .
\end{aligned}
$$

For reasonably small $b$, the constants $\alpha_{b}^{\sigma,+}$ and $\alpha_{b}^{\sigma,-}$ are not difficult to compute, and for the identical permutation, in which case $\psi_{b}^{\text {id, }-}=0$, it is
even possible to find them explicitly. We have (see [2, 18] for $b=2$ and [9, Théorème 6] for arbitrary $b$ )

$$
s\left(S_{b}^{\Sigma_{\mathcal{A}}^{\mathrm{id}}}\right)=s^{*}\left(S_{b}^{\left.\Sigma_{\mathcal{A}}^{\mathrm{id}}\right)=\frac{\alpha_{b}^{I,+}}{2 \log b}=\left\{\begin{array}{ll}
\frac{b-1}{8 \log b} & \text { if } b \text { is odd } \\
\frac{b^{2}}{8(b+1) \log b} & \text { if } b \text { is even }
\end{array}\right. \text {. }}\right.
$$

The smallest star discrepancy currently known was recently obtained by Ostromoukhov [28, Theorem 5] in base 60: there exists a permutation $\sigma_{0} \in \mathfrak{S}_{60}$ such that

$$
s^{*}\left(S_{60}^{\Sigma_{\mathcal{A}}^{\sigma_{0}}}\right)=\frac{32209}{35400 \log 60}=0.2222 \ldots,
$$

improving a preceding result in [9, Théorème 5] with a permutation $\sigma_{1} \in \mathfrak{S}_{12}$ giving $s^{*}\left(S_{12}^{\Sigma_{\mathcal{A}}^{\sigma_{1}}}\right)=0.2235 \ldots$ It is interesting to note that $\psi_{12}^{\sigma_{1},-} \neq 0$ whereas $\psi_{60}^{\sigma_{0},-}=0$. This last property is quite remarkable in view of the multitude of permutations involved in the computational search for $\left(60, \sigma_{0}\right)$ among all pairs $(b, \sigma)$.
5.2. Getting best possible lower bounds with $S_{b}^{\Sigma}$ sequences. In order to highlight the property that permits the finding of best possible lower bounds in subfamilies of $X_{b}^{\Sigma, C}$ sequences, we recall the part played by the permutation $\tau$ in [9, Théorème 3]. Let $\mathcal{S}$ be a subset of $\mathbb{N}_{0}$ and let $\sigma \in \mathfrak{S}_{b}$. Define the sequence $\Sigma_{\mathcal{S}}^{\sigma}=\left(\sigma_{r}\right)_{r \geq 0}$ by $\sigma_{r}=\sigma$ if $r \in \mathcal{S}$ and $\sigma_{r}=\bar{\sigma}=\tau \circ \sigma$ if $r \notin \mathcal{S}$. Then, by [9, Lemme 4.4.1] or [14, Section 5],

$$
\begin{aligned}
D^{+}\left(N, S_{b}^{\Sigma^{\sigma}}\right) & =\sum_{j=1, j \in \mathcal{S}}^{\infty} \psi_{b}^{\sigma,+}\left(\frac{N}{b^{j}}\right)+\sum_{j=1, j \notin \mathcal{S}}^{\infty} \psi_{b}^{\sigma,-}\left(\frac{N}{b^{j}}\right), \\
D^{-}\left(N, S_{b}^{\Sigma^{\sigma}}\right) & =\sum_{j=1, j \in \mathcal{S}}^{\infty} \psi_{b}^{\sigma,-}\left(\frac{N}{b^{j}}\right)+\sum_{j=1, j \notin \mathcal{S}}^{\infty} \psi_{b}^{\sigma,+}\left(\frac{N}{b^{j}}\right) .
\end{aligned}
$$

The permutation $\tau$ swaps the functions $\psi_{b}^{\sigma,+}$ and $\psi_{b}^{\sigma,-}$ and hence, to mini$\operatorname{mize} D^{*}=\max \left(D^{+}, D^{-}\right)$, one has to find a set $\mathcal{S}$ for which the sums with $\psi_{b}^{\sigma,+}$ and $\psi_{b}^{\sigma,-}$ asymptotically divide into two equal parts. This is achieved, among others, by the set $\mathcal{A}=\{0,2,3,6,7,8,12,13,14,15, \ldots\}$. Moreover, for any $\mathcal{S} \subseteq \mathbb{N}_{0}$, we have

$$
\begin{aligned}
D\left(N, S_{b}^{\Sigma_{\mathcal{S}}^{\sigma}}\right) & =D^{+}\left(N, S_{b}^{\Sigma_{\mathcal{S}}^{\sigma}}\right)+D^{-}\left(N, S_{b}^{\Sigma_{\mathcal{S}}^{\sigma}}\right) \\
& =\sum_{j=1}^{\infty}\left(\psi_{b}^{\sigma,+}\left(\frac{N}{b^{j}}\right)+\psi_{b}^{\sigma,-}\left(\frac{N}{b^{j}}\right)\right)=D\left(N, S_{b}^{\sigma}\right),
\end{aligned}
$$

since $\psi_{b}^{\sigma,+}+\psi_{b}^{\sigma,-}=\psi_{b}^{\sigma}$. Hence we obtain

$$
D^{*}\left(N, S_{b}^{\Sigma_{\mathcal{S}}^{\sigma}}\right) \geq \frac{1}{2} D\left(N, S_{b}^{\Sigma_{\mathcal{S}}^{\sigma}}\right)=\frac{1}{2} D\left(N, S_{b}^{\sigma}\right)
$$

which implies

$$
\begin{equation*}
s^{*}\left(S_{b}^{\Sigma^{\sigma}}\right) \geq \frac{1}{2} s\left(S_{b}^{\sigma}\right)=\frac{\alpha_{b}^{\sigma}}{2 \log b} \tag{13}
\end{equation*}
$$

because by [9, Théorème 2] we have

$$
s\left(S_{b}^{\sigma}\right)=\frac{\alpha_{b}^{\sigma}}{\log b} \text { with } \alpha_{b}^{\sigma}=\inf _{n \geq 1} \frac{1}{n} \sup _{x \in[0,1]} \sum_{j=1}^{n} \psi_{b}^{\sigma}\left(\frac{x}{b^{j}}\right)
$$

However, in general we have $\alpha_{b}^{\sigma} \leq \alpha_{b}^{\sigma,+}+\alpha_{b}^{\sigma,-}$. Hence we cannot infer any relation between the general lower bound on $s^{*}\left(S_{b}^{\Sigma_{\mathcal{S}}^{\sigma}}\right)$ from 13) and the upper bound on $s^{*}\left(S_{b}^{\Sigma_{\mathcal{A}}^{\sigma}}\right)$ from 12$)$. Only if for the permutation $\sigma$ we have either $\psi_{b}^{\sigma,+}=0$ or $\psi_{b}^{\sigma,-}=0$, in which case we get $\alpha_{b}^{\sigma}=\alpha_{b}^{\sigma,+}+\alpha_{b}^{\sigma,-}$, do we infer that $\alpha_{b}^{\sigma} /(2 \log b)$ is the best possible lower bound for the star discrepancy of sequences $S_{b}^{\Sigma}$ with $\Sigma \in\{\sigma, \bar{\sigma}\}^{\mathbb{N}}$. In other words,

$$
\inf _{\Sigma \in\{\sigma, \tau \circ \sigma\}^{\mathbb{N}}} s^{*}\left(S_{b}^{\Sigma}\right)=\frac{\alpha_{b}^{\sigma}}{2 \log b}
$$

for any $\sigma \in \mathfrak{S}_{b}$ such that $D^{*}\left(S_{b}^{\sigma}\right)=D\left(S_{b}^{\sigma}\right)$. (Recall that for any $\Sigma=\left(\sigma_{r}\right)_{r \geq 0}$ we have $D^{*}\left(S_{b}^{\Sigma}\right)=D\left(S_{b}^{\Sigma}\right)$ if and only if $\psi_{b}^{\sigma_{r},+}=0$ for all $r \geq 0$ or $\psi_{b}^{\sigma_{r},-}=0$ for all $r \geq 0$; see [9, Corollaire 2, p. 160]).
5.3. Best possible lower bounds for $X_{b}^{\Sigma, C}$ sequences. The process applied to $S_{b}^{\Sigma}$ sequences in Section 5.2 can also be applied to $X_{b}^{\Sigma, C}$ sequences. This leads to best possible lower bounds on the star discrepancy for larger subfamilies of low discrepancy sequences.

Theorem 2. For any integer $b \geq 2$, let $\sigma \in \mathfrak{S}_{b}$ and let $C$ be a strict upper triangular matrix with entries in $\mathbb{Z}_{b}$. Then, for any subset $\mathcal{S}$ of $\mathbb{N}_{0}$, we have (see Section 5.2 for the meaning of $\Sigma_{\mathcal{S}}^{\sigma}$ )

$$
D^{*}\left(N, X_{b}^{\Sigma_{\mathcal{S}}^{\sigma}, C}\right) \geq \frac{1}{2} D\left(N, S_{b}^{\sigma}\right) \quad \text { and hence } \quad s^{*}\left(X_{b}^{\Sigma_{\mathcal{S}}^{\sigma}, C}\right) \geq \frac{\alpha_{b}^{\sigma}}{2 \log b}
$$

Proof. From (8) in Theorem 1, we obtain

$$
D\left(N, X_{b}^{\Sigma_{\mathcal{S}}^{\sigma}, C}\right)=\sum_{j=1}^{\infty} \psi_{b}^{\sigma_{j-1}}\left(\frac{N}{b^{j}}\right)=\sum_{j=1}^{\infty} \psi_{b}^{\sigma}\left(\frac{N}{b^{j}}\right)=D\left(N, S_{b}^{\sigma}\right)
$$

since $\sigma_{j-1} \in \Sigma_{\mathcal{S}}^{\sigma}$ so that $\sigma_{j-1}=\sigma$ or $\tau \circ \sigma$ and hence $\psi_{b}^{\sigma_{j-1}}=\psi_{b}^{\sigma}$ for all $j \geq 1$. Now the result follows in the same way as in Section5.2.

Corollary 1. Let $\mathcal{C}_{\text {SUT }}$ be the set of all strict upper triangular matrices and let $\sigma \in \mathfrak{S}_{b}$ be such that $D^{*}\left(S_{b}^{\sigma}\right)=D\left(S_{b}^{\sigma}\right)$. Then

$$
\inf _{\substack{\Sigma \in\{\sigma, \tau \circ \sigma\}^{\mathbb{N}} \\ C \in \mathcal{C}_{\mathrm{SUT}}}} s^{*}\left(X_{b}^{\Sigma, C}\right)=\frac{\alpha_{b}^{\sigma}}{2 \log b}
$$

Proof. Theorem 2 implies that $\alpha_{b}^{\sigma} /(2 \log b)$ is a lower bound, and on the other hand, with the null matrix $C=0$ and $\Sigma_{\mathcal{A}}^{\sigma}$, we have $X_{b}^{\Sigma_{\mathcal{A}}^{\sigma}, 0}=S_{b}^{\Sigma_{\mathcal{A}}^{\sigma}}$ so that

$$
s^{*}\left(X_{b}^{\Sigma_{\mathcal{A}}^{\sigma}, 0}\right)=s^{*}\left(S_{b}^{\Sigma_{\mathcal{A}}^{\sigma}}\right)=\frac{\alpha_{b}^{\sigma}}{2 \log b}
$$

by (12) since in the present case we have $\alpha_{b}^{\sigma}=\alpha_{b}^{\sigma,+}+\alpha_{b}^{\sigma,-}$.
Remark 2. Besides the identity id, it is not difficult to find permutations satisfying the condition of Corollary 1. This can be done, for example, by using intricate permutations (see, for instance, [10, Section 2.3] for the definition of intrication of two permutations). Moreover, a systematic computer search performed by F. Pausinger (IST Austria) has given respectively $26,58,340$, and 1496 such permutations in bases $6,7,8$, and 9 . Further, we already observed in Section 5.1 that the best sequence (with respect to star discrepancy) currently known, namely $S_{60}^{\Sigma_{\mathcal{A}}^{\sigma_{0}}}$, satisfies this condition. Hence in base $b=60$ we have

$$
\inf _{\substack{\Sigma \in\left\{\sigma_{0}, \tau \circ \sigma_{0}\right\}^{\mathbb{N}} \\ C \in \mathcal{C}_{\text {SUT }}}} s^{*}\left(X_{60}^{\Sigma, C}\right)=0.2222 \ldots
$$

This value is much better than the corresponding value for the best ( $n \alpha$ ) sequence given in 11 .

The case of identity in Corollary 1 is of special interest because $\alpha_{b}^{\text {id }}$ is explicitly known for any integer $b \geq 2$ (see Section 5.1).

Corollary 2. With the notations of Corollary 1, we obtain

$$
\inf _{b \geq 2} \inf _{\substack{\Sigma \in\{\operatorname{id}, \tau\}^{\mathbb{N}} \\ C \in \mathcal{C}_{\text {SUT }}}} s^{*}\left(X_{b}^{\Sigma, C}\right)=\frac{1}{4 \log 3}=0.2275 \ldots
$$

This result can be seen as the analog for van der Corput sequences and NUT $(0,1)$-sequences of $(11)$ for $(n \alpha)$ sequences. Compared to the best $(n \alpha)$ sequences here we still obtain a much smaller value for $s^{*}$.

Another interesting result, stemming from the case where $\sigma=\mathrm{id}$, concerns linearly digit scrambled NUT digital ( 0,1 )-sequences. A linear digit scrambling is a permutation $\pi \in \mathfrak{S}_{b}$ of the form $\pi(k)=\gamma k+l(\bmod b)$ for all $k \in \mathbb{Z}_{b}$, with $\gamma \neq 0, l \in \mathbb{Z}_{b}$ (see [23] where the term is introduced together with many other scramblings). A linearly digit scrambled NUT digital $(0,1)$-sequence, denoted $Z_{b}^{\Pi, C}$, is defined as follows: Let $\mathcal{C}_{\mathrm{NUT}}^{1}$ be the
set of NUT matrices $C$ such that all the diagonal entries $c_{r}^{r}=1$ and let $\Pi=\left(\pi_{r}\right)_{r \geq 0} \in \mathfrak{S}_{b}^{\mathbb{N}}$ be a sequence of linear digit scramblings. Then, for any $N \geq 1$, set (see (1) for the meaning of $a_{k}(N)$ )

$$
Z_{b}^{\Pi, C}(N)=\sum_{r=0}^{\infty} \frac{\pi_{r}\left(x_{N, r}\right)}{b^{r+1}} \quad \text { with } \quad x_{N, r}=\sum_{k=r}^{\infty} c_{r}^{k} a_{k}(N)(\bmod b)
$$

Corollary 3. Let $Z_{b}^{\Pi, C}$ be a linearly digit scrambled NUT digital ( 0,1 )sequence associated with $C \in \mathcal{C}_{\mathrm{NUT}}^{1}$ and $\Pi=\left(\pi_{r}\right)_{r \geq 0} \in\{\mathrm{id}, \tau\}^{\mathbb{N}}$. Then

$$
\inf _{b \geq 2} \inf _{\substack{\Pi \in\left\{{\operatorname{idid}, \tau\}^{\mathbb{N}}}_{C \in \mathcal{C}_{\mathrm{NUT}}^{1}}\right.}} s^{*}\left(Z_{b}^{\Pi, C}\right)=\frac{1}{4 \log 3}=0.2275 \ldots
$$

Proof. The permutation $\tau$ is a linear digit scrambling since $\tau(k)=$ $(b-1) k+b-1(\bmod b)$, so that

$$
\begin{aligned}
\tau\left(x_{N, r}\right) & =\tau\left(\sum_{k=r}^{\infty} c_{r}^{k} a_{k}(N)\right)=(b-1) \sum_{k=r}^{\infty} c_{r}^{k} a_{k}(N)+(b-1)(\bmod b) \\
& =(b-1) a_{r}(N)+(b-1)+\sum_{k=r+1}^{\infty}(b-1) c_{r}^{k} a_{k}(N)(\bmod b)
\end{aligned}
$$

Hence $Z_{b}^{\Pi, C}=X_{b}^{\Pi, C^{\prime}}$ with $C^{\prime}=\left((b-1) c_{r}^{k}\right)_{r \geq 0, k \geq r+1} \in \mathcal{C}_{\text {SUT }}$. The result follows.

REmARK 3. It seems that Corollary 3 only concerns a very special sequence of linear digit scramblings. But in fact it is not difficult to see that id and $\tau$ are the only linear digit scramblings $\pi$ satisfying $D^{*}\left(S_{b}^{\pi}\right)=D\left(S_{b}^{\pi}\right)$.

Finally, we give some special attention to the case $b=2$. Following a lot of papers dealing with base $b=2$ (see, for example, [18, 20, 21, 29]) we began the present study with the following question: "Is it true that the constant $1 /(6 \log 2)$ is best possible for any digitally shifted NUT digital sequence in base 2, as is the case for any digitally shifted van der Corput sequence according to [18, Corollary 4]?" Taking into account that, in base 2, $\tau$ is the non-zero shift and the diagonal entries of $C$ are all equal to 1 we can answer this question in the affirmative as a special case of Corollary 3 .

Corollary 4. We have

$$
\inf _{\substack{\Delta \in \mathbb{Z}_{2}^{\mathbb{N}} \\ C \in \mathcal{C}_{\mathrm{NUT}}}} s^{*}\left(Z_{2}^{\Delta, C}\right)=\frac{1}{6 \log 2}=0.2404 \ldots
$$
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