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1. Introduction. Let K be a number field. Let A be a central simple
K-algebra, or K-CSA, satisfying the following condition:

Condition E (Eichler Condition). Either dimK A = n2 > 4, or dimK A
= 4 and A splits at some infinite place.

Let Σ be the spinor class field for the set O of maximal orders in A as
defined in [Ar1]. This is an abelian extension that classifies maximal orders
of A, in the sense that there exists an explicit map ρ : O×O→ Gal(Σ/K)
with the following properties:

• D and D′ are conjugate if and only if ρ(D,D′) = IdΣ .
• ρ(D,D′′) = ρ(D,D′)ρ(D′,D′′) for all (D,D′,D′′) ∈ O3

(see [Ar1, §3]). Furthermore, for certain classes of orders H in A there exists
a representation field F = F (H) ⊆ Σ satisfying the following conditions:

• If H ⊆ D ∩D′ then ρ(D,D′)|F = IdF .
• If H ⊆ D and ρ(D,D′)|F = IdF then H is contained in a conjugate

of D′.

In particular, if the representation field F (H) is known, we can answer the
following question:

Question R. Which orders in O contain a copy of the order H?

Some arithmetic properties of the orders D and H can be reduced to
particular cases of Question R. We give some examples in §5 below. Addi-
tional examples can be found in [Ar1] or [Ar5]. Question R is also of interest
in the theory of hyperbolic varieties, as arithmetical Kleinian and Fuchsian
groups can be described in terms of maximal orders [B]. The existence of
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a representation field F for H implies that the number of conjugacy classes
of maximal orders containing a conjugate of H divides the total number of
conjugacy classes. More precisely, the proportion of conjugacy classes whose
orders contain copies of H is [F : K]−1. When Condition E fails, this num-
ber can still be interpreted as the proportion of spinor genera Φ of maximal
orders containing at least one order D ∈ Φ representing H.

The first known result that is equivalent to the existence of a represen-
tation field is due to Chevalley [C], who studied the case in which A is a
matrix algebra and H is the ring of integers in a maximal subfield of A.
This result was extended by Chinburg and Friedman [CF1] to the case in
which A is a quaternion algebra and H is a commutative suborder. Both
works considered only embeddings of commutative suborders into maximal
orders (1). One advantage of the use of representation fields is that some-
times they have a simple expression in terms of the algebra L = KH. This is
in particular true when H is the maximal order in a maximal subfield L of a
matrix algebra A. In fact, Chevalley’s result can be written F (H) = L ∩Σ.
This was extended in [Ar1] under the assumption that the algebra A has no
partial ramification, i.e., it is locally either a matrix algebra Mn(K℘) or a
division algebra.

The formula F = L ∩ Σ does not hold in general when A has partial
ramification, but the representation field is well defined for all commutative
orders [Ar5]. In fact, Lemma 2.1 in §2 allows us to compute, for any sub-
order H, the lower representation field F−(H) := Σ−(D|H) defined in [Ar1,
§3]. When F (H) is defined, we have F−(H) = F (H). In [Ar4] we computed
the representation field for a suborder of the type OK [x, y] where x and y
are standard generators of an n2-dimensional cyclic algebra A, over a field
K containing a primitive nth root of unity η. In other words, the powers xn

and yn are in the ring OK of algebraic integers in K and xy = ηyx. The
condition xn, yn ∈ OK is necessary for the ring OK [x, y] to be an order. In
the present work we prove the existence of representation fields for a wider
family of orders, that includes those in [Ar4], and also maximal orders in
central simple subalgebras. Our main results are Theorems 1.4 and 1.10.

For the sake of completeness, we also consider the function field case,
where K is the field of rational functions on a smooth projective curve C
over a finite field F. This can be done by fixing a finite set S of places in
an arbitrary global field K and stating the results for S-orders. When K
is a number field we must assume that S contains the archimedean places.
All the preceding definitions extend to this setting, except that Condition E
must be replaced by the following generalization:

(1) There exist some partial generalizations to embeddings of commutative orders into
some particular types of non-maximal orders in the quaternionic case [CX], [GQ], [M], [L].
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Condition GE. The set S contains a place ℘ such that A℘ is not a
division algebra.

Additionally, we consider the projective case, where lattices and orders
are defined as modules over the structure sheaf OC of the projective curve C.
In this case, by definition, S = ∅. This case is interesting for a number of rea-
sons. Isomorphism classes of maximal C-orders in an n-dimensional matrix
algebra are in correspondence with isomorphism classes of vector bundles
over C up to tensor product with invertible bundles. In other words, the
vector bundles E and E ⊗OC

L, where L is invertible, correspond to iso-
morphic maximal orders. These bundles are of interest in coding theory
[N], [J]. Some algebraic properties of the bundles are related to whether
or not the corresponding maximal orders represent some particular subor-
ders (§5). Certainly, no analog of Condition GE holds in this case, but the
theory still gives information about spinor genera that can be recovered on
affine subsets.

The spinor genus of the order associated to a vector bundle is an inter-
esting invariant in its own right. J.-P. Serre [S, Ch. II] has used the theory
of vector bundles to describe a quotient of the local Bruhat–Tits tree which
can be used to find generators for arithmetic subgroups of the general linear
group GLn(K(C)). This theory has been applied to the study of elliptic
sheaves [Pa], which are related to Drinfeld modules [BS]. The vertices of
these graphs correspond to bundles that coincide in the complement of one
place ∞. In fact, the maximal orders corresponding to these bundles repre-
sent every isomorphism class in an explicit set of spinor genera. The theory
of representations by spinor genera can be applied to simplify the task of
explicitly describing these quotient graphs.

In all that follows we denote by X an A-curve with field of functions
K as defined in [Ar5], i.e., X is either Spec(O), where O = OK,S is the
ring of S-units in K, for a finite set S of places, or a smooth projective
curve whose field of functions is K. In the latter case, S = ∅, and O de-
notes the structure sheaf OX . We leave the notations OK or OX only for
specific examples. In any case, we denote by |X| = Sc the set of closed
points in X, or equivalently, the set of finite places of K. Lattices, or-
ders and fractional ideals are to be understood as O-modules in either
context. As in [Ar5], all our results are stated in the context of spinor
genera, so that Condition GE is not needed in their statement. In this
general setting, the map ρ defined above can only classify orders up to
spinor genera. However, when strong approximation holds for the universal
cover of Aut(A), spinor genera coincide with conjugacy classes [Ar1, §2],
and strong approximation for this group is equivalent to Condition GE (see
[K], [Pr]).
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A global cyclic order H of degree m is the order generated by a commu-
tative order H0, and a one-dimensional lattice Iy, satisfying the following
conditions:

• F = KH0 is an m-dimensional separable commutative K-algebra.
• ym ∈ K and the map x 7→ yxy−1 is an automorphism of order m in F

whose fixed subalgebra is K.
• I is a fractional ideal in K, and yH0y

−1 = H0.

The algebra A0 ⊆ A generated by a cyclic order is called a cyclic algebra
and it is a CSA. In fact, every CSA over a global field has this form [PY,
§3.4]. Our definition of cyclic algebra is slightly different from the one in
the literature, e.g. [KMRT, §30.A], but we prove in Lemma 3.2 that both
definitions coincide. The definition of local cyclic order is analogous to the
global definition. We call an order H locally cyclic if every completion H℘ is
cyclic. Any global cyclic order is locally cyclic.

Example 1.1. Let X be a smooth irreducible projective curve over a
finite field, with field of functions K = K(X). Let x and y be generators of a
K-CSA A satisfying a = xn ∈ K, b = yn ∈ K, and xy = ηyx for a primitive
nth root of unity η ∈ K. In particular, we assume that the characteristic
of K does not divide n. The sheaf of rings OX [x, y] is an order only when
a and b are constants, which forces A to be a matrix algebra. However, for
any pair {x, y} as above, the sheaf of rings OX [Jx, Iy] is an order as soon
as aJn and bIn are contained in OX . They can be chosen to make the order
OX [Jx, Iy] maximal only if the principal divisors div(a) and div(b) are nth
powers in the Picard group of X.

Example 1.2. If K is a number field, then the number field analog
OK,S [Jx, Iy] of the previous example generalizes the order D(a, b) defined
in [CF2] and [Ar3].

Example 1.3. Let K be the maximal real subfield of the cyclotomic
field Q(µn), for n > 2. Let A0 be a quaternion division algebra over K that
is split by the quadratic extension Q(µn)/K. Let H = OK [x, y] be an order
generated by an nth root of unity x in A0 and a pure quaternion y inducing
the complex conjugation on K(x). Then H is a cyclic order.

In this paper we prove:

Theorem 1.4. Let A be a CSA and let A0 ⊆ A be an m2-dimensional
CSA. Let H ⊆ A0 be an order of maximal rank. Assume that at every finite
place ℘ ∈ |X|, at least one of the following conditions holds:

1. The local order H℘ is maximal in A0℘.
2. The local order H℘ is cyclic, and K℘ contains a primitive mth root of

unity.

Then the representation field F (H) is defined.
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In fact, the field F (H) can be computed by the same formula given in
[Ar5] for the commutative case, as we prove in Lemma 2.1 below.

Corollary 1.5. If H is the maximal order of A0, then the representa-
tion field is defined.

Corollary 1.6. If H is a locally cyclic order and K contains a primitive
mth root of unity, then the representation field is defined. In particular, the
conclusion holds if H is a cyclic order and K contains a primitive mth root
of unity.

Corollary 1.7. Let J and I be fractional ideals, i.e., 1-dimensional
lattices in K. If H = O[Jx, Iy] is an order in the central simple algebra A
such that the elements x and y satisfy xm, ym ∈ K and xy = ηyx for a
primitive mth root of unity η ∈ K, then the representation field F (H) is
defined.

Note that Corollary 1.7 generalizes the results in [Ar4], even in the num-
ber field case when I = J = O, since we no longer require that m = n.

Example 1.8. In [CF2] and [Ar3], the distance ρ(H1,H2) was explicitly
computed for the orders Hi = D(ai, bi), which are orders of the type Hi =
OK,S [Jixi, Iiyi] as in Corollary 1.7. The references assume that these orders
are maximal. In fact, for arbitrary orders H1 and H2 of this type, the set of
distances

{ρ(D1,D2) | (D1,D2) ∈ O2, H1 ⊆ D1, H2 ⊆ D2}
is a coset in Gal(Σ/K)/Gal(Σ/F ), where F = F (H1)∩F (H2). In particular,
the distance between H1 and H2 can be defined as an element of Gal(F/K).

Example 1.9. Let A0 ⊆ A be two CSAs. Let B be a maximal order in
A0 and let L ⊆ B be a cyclic order of maximal rank in A0. Let I be an
integral ideal such that, at every place ℘ ∈ |X|, we have either L℘ ⊇ I℘B℘

or I℘ = O℘. Then if H = L+IB, Theorem 1.4 shows that the representation
field F (H) is defined.

In fact, the local condition for I is unnecessary, since we have:

Theorem 1.10. Let A be a CSA, let A0 ⊆ A be an m2-dimensional
CSA, and let B be a maximal order in A0. Let H ⊆ B be an order satisfying
the hypotheses of Theorem 1.4, and let H′ ⊆ B be another order satisfying
H℘ + ℘B℘ = H′℘ + ℘B℘ for every place ℘ ∈ |X|. Then the representation
field F (H′) is defined, and in fact F (H′) = F (H).

It is however not true for arbitrary orders H that the existence of
a representation field depends only on the local orders H℘ + ℘B℘ [Ar5,
Example 3.6].
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2. Representation fields and residual algebras. Let K be a global
field and let A be a K-CSA. Let JK be the idele group of K and, for
any vector space or algebraic group Y , denote by YA the corresponding
adelization [PR, Chapter 5]. Similarly, when Λ is a lattice in a vector space V
we denote by ΛA the group

∏
℘∈|X| Λ℘×

∏
℘∈S V℘. Note that ΛA is the closure

of Λ in VA if S 6= ∅. This notation is applied in particular to orders. For any
maximal order D, the spinor class field Σ is the class field corresponding to
the class group K∗H(D), where H(D) = {n(a) | aDAa

−1 = DA, a ∈ AA},
and n : A∗A → JK denotes the reduced norm on ideles.

Recall that a maximal order D′ is said to be in the genus of D when

(2.1) D′A = aDAa
−1

for some adelic element a, while they are said to be in the same spinor genus
if a can be chosen of the form a = bc, where b ∈ A is a global element, while c
is an adelic element with trivial reduced norm. The distance map ρ is defined
by ρ(D,D′) = [a,Σ/K], where a is any adelic element satisfying (2.1), and
x 7→ [x,Σ/K] denotes the Artin map on ideles. The map ρ thus defined
classifies maximal orders up to spinor equivalence. In particular, when strong
aproximation holds, ρ(D,D′) is trivial if and only if the orders D and D′

are globally conjugate [Ar5, §2]. Analogously, let H(D|H) = {n(a) | aHAa
−1

⊆ DA, a ∈ A∗A} ⊆ JK . We say that the representation field F (H) is defined
if any of the following equivalent conditions holds:

• The set K∗H(D|H) ⊆ JK is a group.
• The set Φ = {ρ(D,D′) | H ⊆ D′} ⊆ Gal(Σ/K) is a group.

When this is the case, F (H) is the class field corresponding to K∗H(D|H),
or equivalently, the fixed field ΣΦ. The representation field is not always
defined, but it is defined for some important families of orders. (In fact
[Ar2] is mostly devoted to describing a counterexample.)

More generally, for every order H ⊆ D, we can define two intermediate
subfields:

• The lower representation field F−(H) is the fixed field Σ〈Φ〉 of the group
〈Φ〉 generated by Φ. It is the largest subfield F satisfying ρ(D′,D′′)|F =
IdF whenever H ⊆ D′ ∩D′′.
• The upper representation field F−(H) is the fixed field ΣN of the group
N = {σ ∈ Gal(Σ/K) | σΦ = Φ}.

Note that F−(H) ⊇ F−(H), since Φ contains the identity, and the representa-
tion field is defined if and only if F−(H) = F−(H). When H is a commutative
order contained in a maximal subfield L, it is easy to prove that L ⊇ F−(H),
and this is the reason why the proportion of spinor genera containing a copy
of H is 1, 0, or 1/2 in the quaternionic case [CF1]. In this section we give
a formula for F−(H) valid for every suborder H. This is a generalization of
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the results in [Ar5]. For any finite place ℘ ∈ |X| we denote by I℘ the unique
maximal two-sided ideal of D containing ℘1A, and define the residual alge-
bra H℘ as the image of H in D/I℘. Note that A℘ ∼= Mf (E) for some division
algebra E with ring of integers OE and residue field E℘, so that we can
always assume D℘ = Mf (OE), and therefore D/I℘ ∼= Mf (E℘).

Lemma 2.1. Let K, A and D be as above. For any suborder H of D, the
lower representation field F−(H) is the maximal subfield F of Σ whose iner-
tia degree f℘(F/K) divides the dimension of all irreducible representations
of the E℘-algebra E℘H℘. Furthermore, if for every ℘ ∈ |X|, all irreducible
representations have the same degree, then F (H) is defined.

Proof. Set H(H|D) =
∏
℘H℘(H|D), where H℘(H|D) is the set of norms

of local generators as defined in [Ar5], so in particular H℘(D) = H℘(D|D).
Recall that an element u ∈ A∗℘ is called a local generator if uH℘u

−1

⊆ D℘. Let d1, . . . , dr be the dimensions of the irreducible representations
of the algebra H℘, and let d be their greatest common divisor. It suffices
to prove that, for every place ℘ ∈ |X|, the set H℘(D|H) spans the product∏r
i=1O∗℘K∗di℘ = O∗℘K∗d℘ locally at all places, while H℘(D|H) = O∗℘K∗d℘ when

the dimensions are equal. For this, we prove the following three statements:

1. For any local generator u for D℘|H℘ we have n(u) ∈ O∗℘K∗d℘ .
2. There exist local generators u1, . . . , uk such that the greatest common

divisor of the valuations v℘(n(u1)), . . . , v℘(n(uk)) is exactly d.
3. If d1 = · · · = dr = d, then there is a local generator ũt such that
v℘(n(ũt)) = td for every integer t.

Since O∗℘ ⊆ n(D∗℘) ⊆ H℘(D), and therefore O∗℘H℘(D|H) = H℘(D|H) [Ar1,
Lemma 3.2], this finishes the proof.

The statements can be proved as in [Ar5, Lemmas 3.1–3.2]. Here we
give a simplified argument. Assume A℘ ∼= Mf (E), where E is a local central
division algebra with uniformizing parameter πE . Let u be a local generator.
Write u = PDQ where P,Q ∈ D∗ and D is a diagonal matrix of the form
diag(πr1E , . . . , π

rf
E ) with r1 ≤ r2 ≤ · · · , as in [Ar5]. Replacing H by PHP−1 if

needed, we can assume u = D. Let x be an arbitrary element in H and let
x̄ be its image in the residual algebra H℘. The condition uxu−1 ∈ D implies
that x belongs to the order

OE OE · · · OE
πr2−r1E OE OE · · · OE

...
...

. . .
...

πrN−r1E OE πrN−r2E OE · · · OE

 .
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We conclude that x̄ has the form

(2.2)


X1 ∗ · · · ∗
0 X2 · · · ∗
...

...
. . .

...

0 0 · · · Xk

 ,

where the size si of the square matrix Xi is independent of x, and therefore
is the dimension of a representation of the residual algebra. Now note that

n(u) = vπr1+···+reK = vπ
ri(1)s1+···+ri(k)sk
K , where i(1) = 1, i(t) = s1 + · · · +

st−1 + 1 for t > 1, and v is a unit. The first statement follows. Conversely, if
every element in H℘ has the form (2.2), then every diagonal matrix of the
form

ut = diag(1, . . . , 1︸ ︷︷ ︸
s1+···+st

, πE , . . . , πE︸ ︷︷ ︸
st+1+···+sk

),

is a generator, and v℘(n(ut)) = st+1+· · ·+sk. The second statement follows,
since the sets {s1, . . . , sk} and {s1 + · · · + sk, . . . , sk−1 + sk, sk} have the
same greatest common divisor. The last statement is similar. Assume that
s1 = · · · = sk = d, so that in particular dk = f , and write t = kl + r with
0 ≤ r < k. Then set ũt = πlEuk−r, where uk−r is as above.

Example 2.2. Let K, A0, and H be as in Example 1.3. Note that, for any
℘ ∈ |X|, the irreducible representations of the residue algebra H℘ = K℘[x̄, ȳ],
where x̄ and ȳ are the images of x and y, have dimension 2 unless one of
the following conditions holds:

1. y2 ∈ ℘, i.e., ȳ2 = 0, and ℘ splits or ramifies in Q(µn)/K.
2. ȳ2 ∈ K∗2℘ , and x̄2 = x̄ȳx̄−1ȳ−1 = 1H℘ .

The second condition can occur only if n is pr or 2pr, where p is the rational
prime in ℘. Note that yx = x−1y, so that their images generate a matrix
algebra whenever they fail to commute, by Lemma 3.2 below. The represen-
tation field F (H), in this case, is the maximal subfield of the representation
field F (B), of a maximal order B of A0, splitting at all places for which
either condition is satisfied.

3. Algebraic lemmas

Lemma 3.1. Let F and H = Mr(L) be two commuting subalgebras of a
K-algebra A. Assume F is a direct product of isomorphic Galois field exten-
sions of K and the same holds for L. Then FH is isomorphic to a cartesian
product ring (Mr(E))m for some integer m and some field E depending only
on the isomorphism type of the factors of F and H.



Representation fields for cyclic orders 151

Proof. There exists a surjection φ : F ⊗K H → FH, and every quotient
of a direct product of CSAs is isomorphic to a direct subproduct. It suffices,
therefore, to prove the result for the tensor product F ⊗KH ∼= Mr(F ⊗K L).
Since Mr(A×B) ∼= Mr(A)×Mr(B), the result follows if we prove that F⊗KL
is a direct product of isomorphic fields. It follows from [Re, Th. 7.18] that
F⊗KL ∼=

∏
iEi is a product of fields. We conclude that each Ei is generated

by a quotient of F and a quotient of L, and since all extensions considered
are Galois, there exists a unique extension of K with that property, so all
Ei are isomorphic.

Lemma 3.2. Let k be a field. Let L be a separable commutative subalgebra
of a K-algebra A. Assume that z ∈ A∗ satisfies b = zm ∈ K∗, and conjuga-
tion by z induces an automorphism of order m on L fixing only the elements
of K. Then the algebra B = K[z, L] is isomorphic to the m2-dimensional
cyclic algebra (L, b) as defined in [Al, §IV.1]. In particular, B is a CSA.

Proof. It is rather straightforward that B =
∑m−1

i=0 Lzi, so it suffices to
prove that the sum is direct and dimK(L) = m [Al, §IV.1]. By extending
scalars if needed, we can assume K is algebraically closed, so in particular,
L is isomorphic to the product ring Kt = K × · · · × K. Since the fixed
subspace of the map x 7→ zxz−1 is one-dimensional, this map must cyclically
permute the minimal idempotents in L and therefore t = m. It follows that
L and z satisfy the same relations as the generators of a matrix algebra.
We conclude that B is isomorphic to a quotient of a matrix algebra, and
therefore to a matrix algebra since matrix algebras are simple. In particular,
this proves that the sum B =

∑m−1
i=0 Lzi is direct since this is the case for

the generators of a matrix algebra.

Lemma 3.3. Let K be a finite field. Let L be a semisimple commutative
subalgebra of a K-algebra A. Assume that K, L, and y ∈ A∗ satisfy the
following conditions:

• ym ∈ K and yLy−1 = L.
• y acts transitively on minimal idempotents of L by conjugation.
• K contains the group (2) µm = {η ∈ K | ηm = 1}.

Then the quotient of the algebra B = K[y, L] by its radical is isomorphic to
a direct product of matrix algebras of the same dimension over a fixed field
extension of K.

Proof. Without loss of generality, we may assume that B is semisimple.
Let b = ym ∈ K. The conjugation action of 〈y〉 on L has no non-trivial
invariant idempotent. In particular, if E is the centralizer CL(y), then E

(2) Note that we are not assuming here that m is relatively prime to the characteristic
of K.
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contains neither nilpotent elements nor non-trivial idempotents. We con-
clude that E is a field. Let s be the smallest positive integer such that ys

commutes with L, so in particular s divides m. Let F = E[ys] = E · K[ys].
Since F is central in B, it must be semisimple. In particular K[ys] is a direct

product of fields of the form K[βi] with β
m/s
i = b. Since µm ⊆ K, we see

that K[ys] is a direct product of isomorphic fields, and the same holds for
F by Lemma 3.1. Let P1, . . . , Ps be the minimal idempotents of F , so that
F ∼=

∏s
i=1 Fi is the product of the fields Fi = PiF . Since F is central in B,

we also have B ∼=
∏s
i=1Bi for Bi = PiB.

Let F ′ be the centralizer CL[ys](y). We claim that in fact F = F ′. From
the claim, it follows that Fi is the centralizer of yi = Piy in Li = PiL[ys],
and therefore Bi ∼= (Li, y

s
i )
∼= Ms(Fi) by the previous lemma and [W, §I.1,

Th. 1]. The result follows.
To prove the claim, we note that L[ys] is a quotient of L⊗K K[ys] and,

since the latter is a product of isomorphic fields as before, the former can be
identified with P (L⊗K K[ys]) for some idempotent P . The map T : L→ L
defined by T (x) = yxy−1 extends to L⊗KK[ys] by extension of scalars, and
the eigenspace corresponding to 1 ∈ K is E⊗KK[ys]. Since T is invertible and
well defined in the quotient L[ys], we have T (P ) = P , and the eigenspace
corresponding to 1 in L[ys] is P (E ⊗K K[ys]) = E[ys] ⊆ L[ys].

4. Proof of Theorems 1.4 and 1.10. Theorem 1.4 is proved by show-
ing that the last condition of Lemma 2.1 above holds locally at all places.
This is proved in Lemmas 4.1 and 4.2 below. Theorem 1.10 follows since the
order H′ satisfies the condition in Lemma 2.1 at a given place ℘ ∈ |X|, for
some d = d(℘), if and only if H does.

Lemma 4.1. In the notation of Theorem 1.4, if for some ℘ ∈ |X|, the
order H℘ is a maximal order of the local CSA A0℘, then the last condition
of Lemma 2.1 holds at ℘.

Proof. Let A0℘ = Mr(B) for a local division algebra B. Then H℘ ∼=
Mr(OB) where OB is the unique maximal order of B. Let H℘ be as defined
in Lemma 2.1 and let H℘ be the quotient of H℘ by its radical. We claim
that H℘

∼= Mr(B) where B is the residue field of B. It follows that E℘H℘ is
a direct product of isomorphic matrix algebras by Lemma 3.1. This finishes
the proof.

To prove the claim we observe that the filter generated by the powers
of the maximal two-sided ideal mB of OB converges to 0, whence any finite
image of mB under a continuous homomorphism of OB is nilpotent. The
same holds therefore for the two-sided ideal I = Mr(mB) in H℘. We con-
clude that the image of I in H℘ must be trivial, and the claim follows since
Mr(OB)/I ∼= Mr(B) is simple.
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Lemma 4.2. If H℘ = O℘[H0℘, I℘y] is a local cyclic algebra as defined
in §1, and if K℘ contains a primitive mth root of unity, then the last condi-
tion of Lemma 2.1 holds at ℘.

Proof. Assume H℘ is a cyclic order of degree m. The local fractional

ideal I℘ must be of the form I℘ = (π
t(℘)
℘ ) for some t(℘) ∈ Z. Replacing y by

π
t(℘)
℘ y if needed, we can assume I℘ = O℘. Since H℘ is a lattice, the element
b = ym ∈ K℘ must belong to O℘.

First assume that the image β ∈ K℘ of b vanishes. Then the image
Y ∈ H℘ of y is in the radical of H℘, whence the quotient H℘ of H℘ by
its radical coincides with the image H0℘ of the commutative order H0℘.
We claim that every irreducible representation of this algebra has the same
dimension. The result follows in this case.

Now we prove the claim. By [Re, Th. 6.18] every idempotent of the
ring H0℘ can be lifted to an idempotent of H0℘ and therefore of the al-
gebra L = K℘H0℘. Conjugation by y cannot leave invariant an element of
L\K℘, whence it must permute transitively all the minimal idempotents
in L. Hence, if H0℘ is written as a product

∏
i Li of algebras Li with no

idempotents, then there is an automorphism of H0℘ that transitively per-
mutes the algebras Li. It follows that the quotient of the ring H0℘ by its

nilradical R0℘ is a direct product of isomorphic fields Ĥ0℘ =
∏
i L̂i. The

same must hold, by Lemma 3.1, for the algebra Ẽ℘H̃0℘ = E℘H0℘/E℘R0℘,

where H̃0℘ and Ẽ℘ ∼= E℘ are the images of H0℘ and E℘, since every extension

of finite fields is Galois, and H̃0℘ is a quotient of Ĥ0℘.

Now we assume that b is a unit in O℘, and therefore the image Y of y
in H℘ is invertible. Let H0℘ be the image of H0℘ in H℘. It follows as in the

previous case that the quotient Ĥ0℘ of H0℘ by its radical R0℘ is the product

of isomorphic fields
∏
i L̂i. Let R℘ be the two-sided ideal of H℘ spanned

by R0℘. Since conjugation by Y preserves R0℘, it follows from a straightfor-
ward computation that R℘ is nilpotent. Furthermore, the image H0℘ of H0℘

in H℘ = H℘/R℘ is a quotient of Ĥ0℘, and therefore it is also a product of iso-
morphic fields. The image Y of Y in H℘ permutes transitively the minimal
idempotents of H0℘, since they all can be lifted to idempotents of H℘ [Re,
Th. 6.18]. It follows from Lemma 3.3 that H℘ is a direct product of isomor-
phic matrix algebras, since we are assuming that K℘ contains a primitive
mth root of unity. Now the result follows by Lemma 3.1 as before.

5. Applications and examples

Matrix rings and orders. The theory of representation fields can be
used to study some structural properties of maximal orders in matrix alge-
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bras. In [Ar5, Corollary 3] we proved that every spinor genus of maximal
orders in a matrix algebra contains a split order, i.e., an order that has a
decomposition of the form

O J1,2 · · · J1,n

J2,1 O · · · J2,n
...

...
. . .

...

Jn,1 Jn,2 · · · O

 ,

where each Ji,j is an ideal, i.e., a 1-dimensional lattice in K. A consequence
of Theorem 1.4 is the following:

Proposition 5.1. Let A = Mm(B) where B is a CSA, let B be a max-
imal order in B, and let D0 = Mm(B). Then a spinor genus Spin(D) con-
tains Mm(R), for some order R, if and only if ρ(D0,D) is trivial on the
maximal exponent-m subextension of Σ.

Proof. Note that an order D has the form D ∼= Mm(R), for some order
R, if and only if D represents the order H = Mm(O) by the Matrix Unit
Theorem [Ro, p. 30]. Then the residual algebra H℘, as defined in §2, is
isomorphic to Mm(K℘), where K℘ is the residue field at ℘. Since the only
irreducible representation of H℘ has degree m, the representation field F
is the maximal subextension of Σ whose residual degree f℘(F/K) divides
m for every place ℘. Since every element in Gal(Σ/K) is the Frobenius at
some place ℘ ∈ |X|, it follows that the representation field F = F (H) is the
maximal subfield of the spinor class field Σ having exponent m over K. The
result follows.

Example 5.2. Let X be the projective line P1(Fp), where Fp is the field
with p elements. In particular, K = Fp(t). If A = Mn(K), then the spinor
class field Σ is the maximal unramified extension of K of exponent n, i.e.,
Σ = Fpn(t). If H is as in Proposition 5.1, then the representation field is
F (H) = Fpm(t). It follows that only in n/m of the n spinor genera are there
orders of the form Mm(R). Let ℘ be a point of degree n and U = X − {℘}.
Then n/m of the n conjugacy classes of maximal OX(U)-orders in A are
made of orders of the form Mm(R). Note that when m = n, there is a
unique global order of this form, namely Mn(OX). However, the spinor genus
of Mn(OX) contains infinitely many isomorphism classes of maximal orders
(Example 5.4 below).

Rings acting on vector bundles. When X is a smooth curve C de-
fined over a finite field F, isomorphism classes of C-lattices on Kn can be
identified with isomorphism classes of n-dimensional vector bundles on X
[S, §II.2]. In particular, there is a correspondence between isomorphism
classes of maximal C-orders in Mn(K) and isomorphism classes of vector
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bundles on X up to tensor product with invertible bundles. In this context,
split maximal orders correspond to direct sums of one-dimensional vector
bundles. Not all maximal orders are split, since not all vector bundles are
decomposable (see e.g. [S, §II.2.4.4]). An algebra A ⊆Mn(F) acts on a vec-
tor bundle E if and only if the C-order OC ⊗F A embeds into the maximal
order DE = EndOC

(E) corresponding to E.

Example 5.3. If X, A, and H are as in Example 5.2, it follows from
previous computations that exactly m of the n spinor genera contain orders
corresponding to vector bundles on which the algebra Mm(F) acts by left
multiplication. These are the m-fold products E = B×· · ·×B of isomorphic
bundles.

Example 5.4. Let J be a line bundle over X, considered as a 1-dimen-
sional lattice in K. Define ΛJ = OX × · · · ×OX × J, a rank-n vector bundle
inKn, and DJ = EndOX

(ΛJ), a maximal order in Mn(K). Let {Ei,j}i,j be the
canonical basis of Mn(K). Then for any global section f ∈ J(X) = Γ (J, X)
the element fE1,n ∈ Mn(K) is a global section in DJ(X) = Γ (DJ, X).
Since, by the Riemann–Roch Theorem, the dimension of the space of global
sections of a line bundle goes to infinity with its degree, the same holds
for the maximal orders DJ. Note that ΛJ = bΛOX

for an adelic matrix b
whose determinant spans J. In particular, DJ = bDOX

b−1, and therefore
ρ(DOX

,DJ) = [[J, Σ/K]], where I 7→ [[I, Σ/K]] denotes the Artin map on
ideals. It follows that DOX

and DJ are in the same spinor genus as soon
as J is an nth power, and therefore the spinor genus of DOX

has infinitely
many conjugacy classes.

Fractional ideals and representation fields. Representation fields
can be applied to the study of the lattice structure of fractional ideals.
Let L be an arbitrary n-dimensional K-algebra, and let H be an order of
maximal rank in L. By a fractional H-ideal in L we mean a lattice Λ of
maximal rank in L satisfying HΛ = Λ. This extends the usual definition
when L is a semisimple commutative algebra and H = OL is the maximal
order. Recall that, if X is affine, every rank-n lattice on K has the form
On−1 × I for some ideal I of O [PR, §1.5.3]. Note that the action of L on
itself by left multiplication (the regular representation) defines an embedding
φ : L→ EndK(L) ∼= Mn(K). In this context, we have the following result:

Proposition 5.5. Assume H ∼= On−1×I0 as lattices. Then there exists a
fractional H-ideal isomorphic to On−1×I if and only if [[II−10 , F/K]] = IdF
where F ⊆ Σ is the representation field of φ(H).

Proof. If H ∼= On−1 × I0, and Λ ∼= On−1 × I is an arbitrary lattice in A,
we can write Λ = bH for a suitable adelic matrix b ∈ EndA(LA) ∼= Mn(A)
satisfying (det(b)) = II−10 , i.e., det(b℘) generates (II−10 )℘ at every place
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℘ ∈ |X|. Let D = EndO(Λ) and D0 = EndO(H), so that D = bD0b
−1. We

conclude that ρ(D0,D) = [[II−10 , Σ/K]], since Σ/K is unramified. On the
other hand, Λ is a fractional H-ideal if and only if φ(H) ⊆ EndO(Λ). The
result follows since H is a fractional H-ideal.

Example 5.6. The matrix L = Mm(K) can be identified with a subalge-
bra of Mm2(K) via the regular representation. We conclude from Proposition
5.5 and the proof of Proposition 5.1 that, whenever X is affine, every frac-
tional ideal over the order H = Mm(O) is isomorphic as a lattice to On−1×J ,
where the ideal class [J ] is an mth power in the ideal class group of O.

Examples of cyclic/non-cyclic orders. Let A0 ⊆ A be an m2-di-
mensional CSA. Fix a place ℘ and assume A0℘ can be identified with the
ring of matrices Mf (B) over some local e2-dimensional division algebra B
with maximal order OB and uniformizing parameter πB with πeB ∈ K℘ [W,
§I.4, Prop. 5]. Let T ⊆ A0℘ be the algebra of upper triangular matrices, and
let T = T ∩Mf (OB). Let H℘ = T + πBMf (OB). This is an example of a
local cyclic order. In fact, H℘ is generated by the order diag(OF , . . . ,OF ),
where F is an unramified maximal subfield of B, and the lattice O℘y, where

y =


0 1 0 · · · 0

0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1

πB 0 0 · · · 0

 .

Note that ym = πeB Id, and

y diag(λ1, . . . , λf )y−1 = diag(λ2, . . . , λf , πBλ1π
−1
B ).

In this case all irreducible representations of the residual algebra H℘ have
dimension 1.

Our results can be used to prove that some particular orders are not
cyclic. For instance, the next proposition follows from [Ar5, Example 3.6]
and Lemma 4.2 above:

Proposition 5.7. In the notation of §2, if µn ⊆ K℘, then no order H℘
whose residue image H℘ is isomorphic to{(

x v

0 A

) ∣∣∣∣ x ∈ K℘, v ∈ Kn−1
℘ , A ∈Mn−1(K℘)

}
can be a cyclic order.

Finite subgroups of Kleinian or Fuchsian groups. For any maxi-
mal order D in a quaternion algebra A, the group ΓD = K∗D∗/K∗ embeds
into PSL2(C) by identifying the completion K∗℘ at any archimedean place ℘
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with either R or C. In general, the image of ΓD is not a discrete subgroup
of PSL2(C); however, this does hold in some particular cases, namely:

1. if ℘ is the unique complex place of K and A ramifies at every real
place,

2. if K is totally real and A ramifies at every archimedean place except ℘.

In the first case, any subgroup of PSL2(C) commensurable with ΓD is called
an arithmetic Kleinian group [MR, p. 257]. In the second case, any subgroup
of PSL2(R) commensurable with ΓD is called an arithmetic Fuchsian group
[MR, p. 259]. The problem of finding finite groups in the arithmetic Kleinian
or Fuchsian group ΓD can be studied in the context of representation fields,
as the next example shows:

Example 5.8. Let K, A, and H be as in Example 2.2. Assume that
A ramifies at every archimedean place of K except one, which we denote
by ℘. Then, for every maximal order D, the group ΓD defined above is
an arithmetic Fuchsian group. If y is a unit, then there is an embedding
Λ : Dn → ΓD sending the standard generators a and b of the dihedral group
Dn = 〈a, b | an = b2 = e, bab = a−1〉 to the classes x̄ and ȳ respectively.
Then a second group ΓD′ contains a conjugate of Λ(Dn) if and only if D′

contains a copy of H. Note that the conditions can be satisfied whenever
K has a unit that is positive only at ℘. For example, if n = 5 we can take
y2 = 2 +

√
5.
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