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1. Introduction. We study distribution properties of point sets in the $s$-dimensional unit cube $[0,1)^{s}$. There are various measures for the equidistribution of such point sets (see for example [7, 10, 11, 16, 19]). The one we consider here is based on the following function. For a set $P_{N}=\left\{\boldsymbol{x}_{0}, \ldots, \boldsymbol{x}_{N-1}\right\}$ of points in the $s$-dimensional unit cube $[0,1)^{s}$ the discrepancy function is defined as

$$
\Delta\left(t_{1}, \ldots, t_{s}\right)=\frac{A_{N}\left(\left[0, t_{1}\right) \times \cdots \times\left[0, t_{s}\right)\right)}{N}-t_{1} \cdots t_{s},
$$

where $0 \leq t_{j} \leq 1$ and $A_{N}\left(\left[0, t_{1}\right) \times \cdots \times\left[0, t_{s}\right)\right)$ denotes the number of indices $n$ with $\boldsymbol{x}_{n} \in\left[0, t_{1}\right) \times \cdots \times\left[0, t_{s}\right)$.

The discrepancy function measures the difference of the portion of points in an axis parallel box containing the origin and the volume of this box. Hence it is a measure of the irregularity of distribution of a point set in $[0,1)^{s}$. There are of course other functions which serve a comparable purpose, though this function has drawn a great deal of attention as various connections with applications have been pointed out, notably in numerical integration of functions (see for example [19, 29]). Further, we can use different norms of the discrepancy function, again yielding different quality measures. Amongst those norms especially the $\mathcal{L}_{2}$ norm and the $\mathcal{L}_{\infty}$ norm are of considerable interest and have been studied extensively (see for example $[19,29]$ ). In the following we introduce some notation and define the weighted $\mathcal{L}_{2}$ discrepancy of a point set, which will be the focus of this paper.

Let $D=\{1, \ldots, s\}$. For $\mathfrak{u} \subseteq D$ let $\gamma_{\mathfrak{u}}$ be a non-negative real number, $|\mathfrak{u}|$ the cardinality of $\mathfrak{u}$ and for a vector $\boldsymbol{x} \in[0,1)^{s}$ let $\boldsymbol{x}_{\mathfrak{u}}$ denote the vector from

[^0]$[0,1)^{|\mathfrak{u}|}$ containing all components of $\boldsymbol{x}$ whose indices are in $\mathfrak{u}$. Further let $d \boldsymbol{x}_{\mathfrak{u}}=\prod_{j \in \mathfrak{u}} d x_{j}$ and let $\left(\boldsymbol{x}_{\mathfrak{u}}, 1\right)$ be the vector from $[0,1)^{s}$ with all components whose indices are not in $\mathfrak{u}$ replaced by 1 . Then the weighted $\mathcal{L}_{2}$ discrepancy of $P_{N}$ is defined as (see [29])
\[

$$
\begin{equation*}
\mathcal{L}_{2, N, \gamma}\left(P_{N}\right)=\left(\sum_{\substack{\mathfrak{u} \subseteq D \\ \mathfrak{u} \neq \emptyset}} \gamma_{\mathfrak{u}} \int_{[0,1]^{|\mathfrak{u}|}} \Delta\left(\left(\boldsymbol{x}_{\mathfrak{u}}, 1\right)\right)^{2} d \boldsymbol{x}_{\mathfrak{u}}\right)^{1 / 2} . \tag{1}
\end{equation*}
$$

\]

This is a generalization of the classical $\mathcal{L}_{2}$ discrepancy. By choosing $\gamma_{D}=1$ and $\gamma_{\mathfrak{u}}=0$ for all $\mathfrak{u} \subset D$ we obtain the classical $\mathcal{L}_{2}$ discrepancy and if we choose $\gamma_{\mathfrak{u}}=1$ for all $\mathfrak{u} \subseteq D$ we obtain the unweighted $\mathcal{L}_{2}$ discrepancy. Note that in this definition we also include the lower dimensional projections (see [9]). In [17] it has been pointed out that the classical $\mathcal{L}_{2}$ discrepancy of $N$ copies of the point $(1, \ldots, 1)$ can almost yield the best value if the dimension is high compared to $N$. (Note that the $\mathcal{L}_{2}$ discrepancy does not change by considering point sets in $[0,1]^{s}$ rather than $[0,1)^{s}$.) Such a point set is obviously not well distributed in an intuitive sense. Including the lower dimensional projections much reduces this effect. The weights $\gamma_{\mathfrak{u}}$ are then introduced to modify the importance of the discrepancy of the projections, with the intention to adjust the measure to the usage of the point set (see [6, 29]). For example it has been observed that in many applications the higher dimensional projections are considerably less important than the lower dimensional ones.

There is a well known formula for the classical $\mathcal{L}_{2}$ discrepancy of a point set by Warnock (see for example [16]), which can easily be generalized to a formula for the weighted $\mathcal{L}_{2}$ discrepancy. This formula is given in the following proposition (for a hint on how to prove this formula see for example [15] or [16]).

Proposition 1. Let $P_{N}=\left\{\boldsymbol{x}_{0}, \ldots, \boldsymbol{x}_{N-1}\right\}$ be a point set in $[0,1)^{s}$. Then
$\mathcal{L}_{2, N, \gamma}^{2}\left(P_{N}\right)$
$=\sum_{\substack{u \subseteq D \\ \mathfrak{u} \neq \emptyset}} \gamma_{\mathfrak{u}}\left[\frac{1}{3^{|\mathfrak{u}|}}-\frac{2}{N} \sum_{n=0}^{N-1} \prod_{j \in \mathfrak{u}} \frac{1-x_{n, j}^{2}}{2}+\frac{1}{N^{2}} \sum_{n, m=0}^{N-1} \prod_{j \in \mathfrak{u}} \min \left(1-x_{n, j}, 1-x_{m, j}\right)\right]$,
where $x_{n, j}$ is the $j$ th component of $\boldsymbol{x}_{n}$.
As the choice of weights is determined by the task (for example, approximating the integral of a function) and therefore not known a priori, we wish to find point sets which "work well" for many (if not all) choices of weights.

Several construction methods for point sets in the unit cube with good distribution properties are known. The method considered here builds on
the concept of $(t, m, s)$-nets. A detailed theory of such nets was developed in Niederreiter [18] (see also [19, Chapter 4] for a survey). The ( $t, m, s$ )-nets in base $b$ provide sets of $b^{m}$ points in the half-open $s$-dimensional unit cube which are extremely well distributed if the quality parameter $t$ is "small". The details are given in the following definition.

Definition 1. Let $b \geq 2, s \geq 1$ and $0 \leq t \leq m$ be integers. Then a set $P$ of $b^{m}$ points in $[0,1)^{s}$ forms a $(t, m, s)$-net in base $b$ if every subinterval $J=\prod_{j=1}^{s}\left[a_{j} b^{-d_{j}},\left(a_{j}+1\right) b^{-d_{j}}\right)$ of $[0,1)^{s}$ with integers $d_{j} \geq 0$ and $0 \leq a_{j}<$ $b^{d_{j}}$ for $1 \leq j \leq s$ and of volume $b^{t-m}$ contains exactly $b^{t}$ points of $P$.

We wish to have a small value of the quality parameter $t$. Unfortunately the optimal value $t=0$ is not possible for all parameters $s \geq 1$ and $b \geq 2$. Niederreiter [18] proved that if a $(0, m, s)$-net in base $b$ exists, then $s-1 \leq b$. Faure [8] provided a construction of $(0, m, s)$-nets in prime base $p \geq s-1$ and Niederreiter [18] extended Faure's construction to prime power bases $p^{r} \geq s-1$. So for example a $(0, m, s)$-net in base 2 only exists if $s=2$ or $s=3$.

In practice all concrete constructions of $(t, m, s)$-nets in a base $b$ are based on a general construction scheme which is based on the concept of digital point sets. In this paper we only deal with the case $b=2$, i.e., we only consider $(t, m, s)$-nets in base 2 and hence we introduce the digital construction only for this special case. For a general definition see for example $[12,13]$ or [19]. (It has been observed that a small base $b$ and higher $t$-value yield better point sets than choosing a high base $b$ such that we can achieve $t=0$. It appears therefore that the case $b=2$ might actually be the most important one.) In the following let $\mathbb{Z}_{2}$ denote the finite field with two elements.

Definition 2. Let $s \geq 1, m \geq 1$ and $0 \leq t \leq m$ be integers. Choose $s m \times m$ matrices $C_{1}, \ldots, C_{s}$ over $\mathbb{Z}_{2}$ with the following property: for any integers $d_{1}, \ldots, d_{s} \geq 0$ with $d_{1}+\cdots+d_{s}=m-t$ the system of
the first $d_{1}$ rows of $C_{1}$, together with
the first $d_{s-1}$ rows of $C_{s-1}$, together with
the first $d_{s}$ rows of $C_{s}$
is linearly independent over $\mathbb{Z}_{2}$.
Consider the following construction principle for sets of $2^{m}$ points in $[0,1)^{s}$ : represent $n, 0 \leq n<2^{m}$, in base $2, n=n_{0}+n_{1} 2+\cdots+n_{m-1} 2^{m-1}$, and multiply the matrix $C_{j}, 1 \leq j \leq s$, with the vector $\vec{n}=\left(n_{0}, \ldots, n_{m-1}\right)^{T}$ of digits of $n$ in $\mathbb{Z}_{2}$,

$$
C_{j} \vec{n}=:\left(y_{1}^{(j)}, \ldots, y_{m}^{(j)}\right)^{T}
$$

Now we set

$$
x_{n}^{(j)}:=\frac{y_{1}^{(j)}}{2}+\cdots+\frac{y_{m}^{(j)}}{2^{m}}
$$

and

$$
\boldsymbol{x}_{n}=\left(x_{n}^{(1)}, \ldots, x_{n}^{(s)}\right)
$$

The point set $\left\{\boldsymbol{x}_{0}, \ldots, \boldsymbol{x}_{2^{m}-1}\right\}$ is called a digital $(t, m, s)$-net over $\mathbb{Z}_{2}$ and the matrices $C_{1}, \ldots, C_{s}$ are called the generating matrices of the digital net.

Note that any digital $(t, m, s)$-net over $\mathbb{Z}_{2}$ is a $(t, m, s)$-net in base 2 as shown by Niederreiter [19]. Further it follows from Definition 2 that any $d$-dimensional projection of a digital $(t, m, s)$-net over $\mathbb{Z}_{2}$ is a digital $(t, m, d)$ net over $\mathbb{Z}_{2}$.

For practical applications it is often useful to have a random element in the point set used (see [16]). On the other hand, we wish to preserve the structure which a point set already has. That is in this case, we wish to randomize a $(t, m, s)$-net so that the resulting point set is again a $(t, m, s)$ net with the same quality parameter $t$. Several randomization methods for $(t, m, s)$-nets have been introduced (see [16, 22, 32]). The method considered in this paper is a digital shift of depth $m$ (see also [16]). The aim of the paper is then to analyze the expected value of the weighted $\mathcal{L}_{2}$ discrepancy of digitally shifted digital $(t, m, s)$-nets.

In the following we introduce the digital shift of depth $m$ for the onedimensional case. For higher dimensions each coordinate is randomized independently and therefore one just needs to apply the one-dimensional randomization method to each coordinate independently.

Let $P_{2^{m}}=\left\{x_{0}, \ldots, x_{2^{m}-1}\right\}$ be a digital $(t, m, 1)$-net over $\mathbb{Z}_{2}$ generated by the matrix $C$. Let

$$
x_{n}=\frac{x_{n, 1}}{2}+\frac{x_{n, 2}}{2^{2}}+\cdots
$$

be the dyadic digit expansion of $x_{n}$. In [5] a randomization method was considered which uses a digital shift $\sigma=\sigma_{1} / 2+\sigma_{2} / 2^{2}+\cdots$, where $\sigma \in[0,1)$ was chosen randomly. Here we modify this method in the following way: first we choose the digits $\sigma_{1}, \ldots, \sigma_{m} \in\{0,1\}$ i.i.d. Then we define

$$
z_{n, i} \equiv x_{n, i}+\sigma_{i}(\bmod 2) \quad \text { for } i=1, \ldots, m
$$

with $z_{n, i} \in\{0,1\}$. Further, for $n=0, \ldots, 2^{m}-1$, we choose $\delta_{n} \in\left[0,1 / 2^{m}\right)$ i.i.d. Then the randomized point set $\widetilde{P}_{2^{m}}=\left\{z_{0}, \ldots, z_{2^{m}-1}\right\}$ is given by

$$
z_{n}=\frac{z_{n, 1}}{2}+\cdots+\frac{z_{n, m}}{2^{m}}+\delta_{n}
$$

This means we apply the same digital shift to the first $m$ digits, whereas the following digits are shifted independently for each $x_{n}$. Therefore we call it a digital shift of depth $m$ (see again [16]).

Sometimes we will write "digital shift" or simply "shift" instead of "digital shift of depth $m$ ". When we use a digital shift of depth $m^{\prime}$ in conjunction with digital $(t, m, s)$-nets we always assume that $m^{\prime}=m$.

For arbitrary $s \geq 1$ it can be shown that a $(t, m, s)$-net in base 2 randomized by a digital shift of depth $m$ independently in each coordinate is again a $(t, m, s)$-net in base 2 with the same quality parameter $t$. As this result is not essential for the following we omit the proof. Similar results have been shown before (see for example [5, 22]).

We conclude this section with an outline of the paper. In the subsequent section we introduce Walsh functions, which will be the main tool for the analysis of the $\mathcal{L}_{2}$ discrepancy. Several useful properties of these functions will be recalled.

In Section 3 we prove three main results. The first one is a formula for the mean square weighted $\mathcal{L}_{2}$ discrepancy of randomized digital nets. The formula is exact and involves a function of the generating matrices of the digital net. We then use this result to derive an exact formula for the mean square weighted $\mathcal{L}_{2}$ discrepancy of randomized digital $(0, m, s)$-nets in dimensions 2 and 3 , which is in this case independent of the generating matrices. The convergence order is best possible and we compare the constant of the leading term with the lower bound given by Roth [27]. The third result is an upper bound on the mean square weighted $\mathcal{L}_{2}$ discrepancy of randomized digital nets in dimension $s>3$. The difference between $s>3$ and $s=2,3$ is that $s>3$ implies that $t>0$. Therefore the exact value of the mean square weighted $\mathcal{L}_{2}$ discrepancy depends on the generating matrices. Still we can obtain an upper bound for this case which is independent of the generating matrices and only depends on the weights, the $t$-value, the number of points and the dimension $s$. This bound is of a simple form and easily computable. Again, the convergence order is best possible.

In Section 4 we deal with the classical $\mathcal{L}_{2}$ discrepancy. In 1954 Roth [27] proved that the $\mathcal{L}_{2}$ discrepancy of any point set in $[0,1)^{s}$ consisting of $N$ elements is at least $c_{1}(s)(\log N)^{(s-1) / 2} N^{-1}$, with a constant $c_{1}(s)=$ $2^{-2 s-4}((s-1)!)^{-1 / 2}$. In 1980 Roth [26] also showed that there exists a set of $N$ elements in $[0,1)^{s}$ with $\mathcal{L}_{2}$ discrepancy of at most $c_{2}(s)(\log N)^{(s-1) / 2} N^{-1}$, with a constant $c_{2}(s)$ depending only on the dimension $s$. (See also [1] for variations of Roth's result. For dimension $s=2$ this was proven by Davenport [4] already in 1956. Quite recently, Chen and Skriganov [2] gave concrete examples-not only existence results as Roth did-of point sets in arbitrary dimensions which achieve the minimal order of the $\mathcal{L}_{2}$ discrepancy.) Therefore the exact dependence on $N$ is known. Here we are interested in the constant $c_{1}(s)$ of the lower bound of Roth. In a first result we extract the constant of the leading term from the previous calculations in Section 3. By a construction of Niederreiter-Xing [21] we know that for any $m$ and $s$ there
always exists a digital $(5 s, m, s)$-net over $\mathbb{Z}_{2}$. With an appropriate shift we find that such point sets have an $\mathcal{L}_{2}$ discrepancy of at most

$$
\frac{(\log N)^{(s-1) / 2}}{N} \frac{22^{s}}{(\log 2)^{(s-1) / 2}((s-1)!)^{1 / 2}}+\mathcal{O}\left(\frac{(\log N)^{(s-2) / 2}}{N}\right)
$$

The constant $22^{s}(\log 2)^{-(s-1) / 2}((s-1)!)^{-1 / 2}$ improves a result by Hickernell [9] considerably and seems to be the best known constant of this kind.

Secondly, we prove an upper bound on the classical $\mathcal{L}_{2}$ discrepancy of shifted Niederreiter-Xing nets (see [20]). We consider a sequence of shifted digital nets, where the number $N$ of points is relatively small compared to the dimension. For this sequence of shifted digital nets we obtain an upper bound which shows that Roth's [27] lower bound is also best possible in the dimension $s$.
2. Walsh functions. In this section we introduce Walsh functions, which will be the main tool in our analysis of the mean square weighted $\mathcal{L}_{2}$ discrepancy. Again we confine ourselves to base 2 (for more information see $[3,24,25,30])$. In the following let $\mathbb{N}_{0}$ denote the set of non-negative integers.

Definition 3. For a non-negative integer $k$ with base 2 representation

$$
k=\kappa_{a-1} 2^{a-1}+\cdots+\kappa_{1} 2+\kappa_{0},
$$

with $\kappa_{i} \in\{0,1\}$, we define the Walsh function wal $_{k}:[0,1) \rightarrow\{-1,1\}$ by

$$
\operatorname{wal}_{k}(x):=(-1)^{x_{1} \kappa_{0}+\cdots+x_{a} \kappa_{a-1}}
$$

for $x \in\left[0,1\right.$ ) with base 2 representation $x=x_{1} / 2+x_{2} / 2^{2}+\cdots$ (unique in the sense that infinitely many of the $x_{i}$ must be zero).

Definition 4. For dimension $s \geq 2, x_{1}, \ldots, x_{s} \in[0,1)$ and $k_{1}, \ldots, k_{s} \in \mathbb{N}_{0}$ we define wal $_{k_{1}, \ldots, k_{s}}:[0,1)^{s} \rightarrow\{-1,1\}$ by

$$
\operatorname{wal}_{k_{1}, \ldots, k_{s}}\left(x_{1}, \ldots, x_{s}\right):=\prod_{j=1}^{s} \operatorname{wal}_{k_{j}}\left(x_{j}\right)
$$

For vectors $\boldsymbol{k}=\left(k_{1}, \ldots, k_{s}\right) \in \mathbb{N}_{0}^{s}$ and $\boldsymbol{x}=\left(x_{1}, \ldots, x_{s}\right) \in[0,1)^{s}$ we write

$$
\operatorname{wal}_{\boldsymbol{k}}(\boldsymbol{x}):=\operatorname{wal}_{k_{1}, \ldots, k_{s}}\left(x_{1}, \ldots, x_{s}\right)
$$

We introduce some notation. By $\oplus$ we denote the digitwise addition modulo 2, i.e., for $x=\sum_{i=w}^{\infty} x_{i} / 2^{i}$ and $y=\sum_{i=w}^{\infty} y_{i} / 2^{i}$ we have

$$
x \oplus y:=\sum_{i=w}^{\infty} \frac{z_{i}}{2^{i}}, \quad \text { where } \quad z_{i}:=x_{i}+y_{i}(\bmod 2)
$$

In the following proposition we summarize some basic properties of Walsh functions.

Proposition 2. (a) For all $k, l \in \mathbb{N}_{0}$ and all $x, y \in[0,1)$ we have $\operatorname{wal}_{k}(x) \cdot \operatorname{wal}_{l}(x)=\operatorname{wal}_{k \oplus l}(x), \quad \operatorname{wal}_{k}(x) \cdot \operatorname{wal}_{k}(y)=\operatorname{wal}_{k}(x \oplus y)$.
(b) We have

$$
\int_{0}^{1} \operatorname{wal}_{0}(x) d x=1, \quad \int_{0}^{1} \operatorname{wal}_{k}(x) d x=0 \quad \text { if } k>0
$$

(c) For all $\boldsymbol{k}, \boldsymbol{l} \in \mathbb{N}_{0}^{S}$ we have the following orthogonality properties:

$$
\int_{[0,1]^{s}} \operatorname{wal}_{\boldsymbol{k}}(\boldsymbol{x}) \operatorname{wal}_{l}(\boldsymbol{x}) d \boldsymbol{x}= \begin{cases}1 & \text { if } \boldsymbol{k}=\boldsymbol{l} \\ 0 & \text { otherwise }\end{cases}
$$

(d) For any $f \in \mathcal{L}_{2}\left([0,1)^{s}\right)$ and any $\boldsymbol{\sigma} \in[0,1)^{s}$ we have

$$
\int_{[0,1)^{s}} f(\boldsymbol{x}) d \boldsymbol{x}=\int_{[0,1)^{s}} f(\boldsymbol{x} \oplus \boldsymbol{\sigma}) d \boldsymbol{x}
$$

(e) For any integer $s \geq 1$ the system $\left\{\operatorname{wal}_{k_{1}, \ldots, k_{s}}: k_{1}, \ldots, k_{s} \geq 0\right\}$ is a complete orthonormal system in $\mathcal{L}_{2}\left([0,1)^{s}\right)$.

Proof. The proofs of (a)-(c) are straightforward ([24]). For (d) see [3, Lemma 1] or [24, Corollary 4] and for (e) see [3] or [24, Satz 1].

Let $\left\{\boldsymbol{x}_{0}, \ldots, \boldsymbol{x}_{2^{m}-1}\right\}$ be a digital net over $\mathbb{Z}_{2}$ generated by the $m \times m$ matrices $C_{1}, \ldots, C_{s}$ over $\mathbb{Z}_{2}$. For $\boldsymbol{x}_{n}=\left(x_{n, 1}, \ldots, x_{n, s}\right)$ and $x_{n, j}=x_{n, j, 1} / 2+$ $\cdots+x_{n, j, m} / 2^{m}, 1 \leq j \leq s, 0 \leq n<2^{m}$, we identify $\boldsymbol{x}_{n}$ with

$$
\left(x_{n, 1,1}, \ldots, x_{n, 1, m}, \ldots, x_{n, s, 1}, \ldots, x_{n, s, m}\right) \in \mathbb{Z}_{2}^{m s}
$$

and we define

$$
\begin{equation*}
\boldsymbol{x}_{n} \oplus \boldsymbol{x}_{h}:=\left(x_{n, 1,1}+x_{h, 1,1}, \ldots, x_{n, s, m}+x_{h, s, m}\right) \in \mathbb{Z}_{2}^{m s} . \tag{2}
\end{equation*}
$$

The subsequent lemma follows easily from the construction of digital nets.
Lemma 1. Any digital net $\left\{\boldsymbol{x}_{0}, \ldots, \boldsymbol{x}_{2^{m}-1}\right\}$ over $\mathbb{Z}_{2}$ is a subgroup of $\left(\mathbb{Z}_{2}^{m s}, \oplus\right)$.

The following lemma will be very useful for our investigation. It was already shown in [5], but for completeness we include a proof.

Lemma 2. Let $\left\{\boldsymbol{x}_{0}, \ldots, \boldsymbol{x}_{2^{m}-1}\right\}$ be a digital $(t, m, s)$-net over $\mathbb{Z}_{2}$ generated by the $m \times m$ matrices $C_{1}, \ldots, C_{s}$ over $\mathbb{Z}_{2}$. Then for all integers $0 \leq k_{1}, \ldots, k_{s}<2^{m}$ we have

$$
\sum_{n=0}^{2^{m}-1} \operatorname{wal}_{k_{1}, \ldots, k_{s}}\left(\boldsymbol{x}_{n}\right)= \begin{cases}2^{m} & \text { if } C_{1}^{T} \overrightarrow{k_{1}}+\cdots+C_{s}^{T} \overrightarrow{k_{s}}=\overrightarrow{0} \\ 0 & \text { otherwise },\end{cases}
$$

where for $0 \leq k<2^{m}$ with $k=\kappa_{0}+\kappa_{1} 2+\cdots+\kappa_{m-1} 2^{m-1}$ we write $\vec{k}=\left(\kappa_{0}, \ldots, \kappa_{m-1}\right)^{T} \in \mathbb{Z}_{2}^{m}$ and $\overrightarrow{0}$ denotes the zero vector in $\mathbb{Z}_{2}^{m}$.

Proof. By (2) we have

$$
\operatorname{wal}_{k_{1}, \ldots, k_{s}}\left(\boldsymbol{x}_{n} \oplus \boldsymbol{x}_{h}\right)=\operatorname{wal}_{k_{1}, \ldots, k_{s}}\left(\boldsymbol{x}_{n}\right) \operatorname{wal}_{k_{1}, \ldots, k_{s}}\left(\boldsymbol{x}_{h}\right)
$$

and hence wal $_{k_{1}, \ldots, k_{s}}$ is a character on $\left(\mathbb{Z}_{2}^{m s}, \oplus\right)$. From Lemma 1 we know that the digital net $\left\{\boldsymbol{x}_{0}, \ldots, \boldsymbol{x}_{2^{m}-1}\right\}$ is a subgroup of $\left(\mathbb{Z}_{2}^{m s}, \oplus\right)$ and so

$$
\sum_{n=0}^{2^{m}-1} \operatorname{wal}_{k_{1}, \ldots, k_{s}}\left(\boldsymbol{x}_{n}\right)= \begin{cases}2^{m} & \text { if } \operatorname{wal}_{k_{1}, \ldots, k_{s}}\left(\boldsymbol{x}_{n}\right)=1 \forall n=0, \ldots, 2^{m}-1 \\ 0 & \text { otherwise }\end{cases}
$$

Now wal $k_{k_{1}, \ldots, k_{s}}\left(\boldsymbol{x}_{n}\right)=1$ for all $n=0, \ldots, 2^{m}-1$ iff

$$
\sum_{j=1}^{s}\left(\vec{k}_{j} \mid \vec{x}_{n, j}\right)=0 \quad \forall n=0, \ldots, 2^{m}-1
$$

(here $(\cdot \mid \cdot)$ denotes the usual inner product in $\left.\mathbb{Z}_{2}^{m}\right)$. This means by the definition of the net that

$$
\sum_{j=1}^{s}\left(\vec{k}_{j} \mid C_{j} \vec{n}\right)=0 \quad \forall n=0, \ldots, 2^{m}-1
$$

and this is satisfied iff $C_{1}^{T} \overrightarrow{k_{1}}+\cdots+C_{s}^{T} \overrightarrow{k_{s}}=\overrightarrow{0}$, as claimed.
3. On the mean square weighted $\mathcal{L}_{2}$ discrepancy of randomized nets. In the following subsection we prove a formula for the mean square weighted $\mathcal{L}_{2}$ discrepancy of randomized digital nets. This formula depends on the generating matrices of the digital net. Subsequently we use this formula to derive the exact value of the mean square weighted $\mathcal{L}_{2}$ discrepancy for digital $(0, m, s)$-nets over $\mathbb{Z}_{2}$ for $s=2,3$. Next we obtain a bound for the general case, that is, for the mean square weighted $\mathcal{L}_{2}$ discrepancy of digital $(t, m, s)$-nets over $\mathbb{Z}_{2}$.
3.1. A formula for the mean square weighted $\mathcal{L}_{2}$ discrepancy of randomized nets. The aim of this subsection is to prove the following theorem.

Theorem 1. Let $P_{2^{m}}$ be a digital $(t, m, s)$-net over $\mathbb{Z}_{2}$ with generating matrices $C_{1}, \ldots, C_{s}$. Let $\widetilde{P}_{2^{m}}$ be the point set obtained after applying an i.i.d. random digital shift of depth $m$ independently to each coordinate of each point of $P_{2^{m}}$. Then the mean square weighted $\mathcal{L}_{2}$ discrepancy of $\widetilde{P}_{2^{m}}$ is given by

$$
\begin{aligned}
& \mathbb{E}\left[\mathcal{L}_{2,2^{m}, \gamma}^{2}\left(\widetilde{P}_{2^{m}}\right)\right] \\
& \quad=\sum_{\substack{\mathfrak{u} \subseteq D \\
\mathfrak{u} \neq \emptyset}} \gamma_{\mathfrak{u}}\left[\frac{1}{2^{m+|\mathfrak{u}|}}\left(1-\left(1-\frac{1}{3 \cdot 2^{m}}\right)^{|\mathfrak{u}|}\right)+\frac{1}{3^{|\mathfrak{u}|}} \sum_{\substack{\mathfrak{v} \subseteq \mathfrak{u} \\
\mathfrak{v} \neq \emptyset}}\left(\frac{3}{2}\right)^{|\mathfrak{v}|} \mathcal{B}(\mathfrak{v})\right],
\end{aligned}
$$

where for $\mathfrak{v}=\left\{v_{1}, \ldots, v_{e}\right\}$ we have

$$
\mathcal{B}(\mathfrak{v})=\sum_{\substack{k_{1}, \ldots, k_{e}=1 \\ C_{v_{1}}^{T} \vec{k}_{1}+\cdots+C_{v_{e}}^{T} \vec{k}_{e}=\overrightarrow{0}}}^{2_{j=1}^{2^{m}-1}} \prod_{j=1}^{e} \psi\left(k_{j}\right),
$$

with $\psi(k)=1 /\left(6 \cdot 4^{r(k)}\right)$ and $r(k)$ such that $2^{r(k)} \leq k<2^{r(k)+1}$.
The proof of this theorem is based on the Walsh series representation of the formula for the $\mathcal{L}_{2}$ discrepancy given in Proposition 1. As we will see later, the function $\psi$ in the theorem above is related to the Walsh coefficients of a certain function appearing in the formula for the $\mathcal{L}_{2}$ discrepancy. We need several lemmas.

Lemma 3. Let $x_{1}, x_{2} \in[0,1)$ and let $z_{1}, z_{2} \in[0,1)$ be the points obtained after applying an i.i.d. random digital shift of depth $m$ to $x_{1}$ and $x_{2}$. Then

$$
\mathbb{E}\left[\operatorname{wal}_{k}\left(z_{1}\right) \operatorname{wal}_{l}\left(z_{2}\right)\right]= \begin{cases}\operatorname{wal}_{k}\left(x_{1} \oplus x_{2}\right) & \text { if } 0 \leq k=l<2^{m} \\ 0 & \text { otherwise }\end{cases}
$$

Proof. Let $x_{n}=x_{n, 1} / 2+x_{n, 2} / 2^{2}+\cdots$ for $n=1,2$. Further let $\sigma_{1}, \ldots, \sigma_{m}$ $\in\{0,1\}$ be i.i.d. and for $n=1,2$ let $\delta_{n}=\delta_{n, m+1} / 2^{m+1}+\delta_{n, m+2} / 2^{m+2}+\cdots$ $\in\left[0,1 / 2^{m}\right)$ be i.i.d. Then define $z_{n, i} \equiv x_{n, i}+\sigma_{i}(\bmod 2)$ for $i=1, \ldots, m$ and $z_{n}=z_{n, 1} / 2+\cdots+z_{n, m} / 2^{m}+\delta_{n}$ for $n=1,2$.

First let $k, l \in \mathbb{N}$, more precisely, let $k=k_{u} 2^{u}+\cdots+k_{1} 2+k_{0}$ and $l=l_{v} 2^{v}+\cdots+l_{1} 2+l_{0}$ be the dyadic expansions of $k$ and $l$ with $k_{u}=l_{v}=1$. Further set $k_{u+1}=k_{u+2}=\cdots=0$ and also $l_{v+1}=l_{v+2}=\cdots=0$. Then

$$
\begin{align*}
& \mathbb{E}\left[\operatorname{wal}_{k}\left(z_{1}\right) \operatorname{wal}_{l}\left(z_{2}\right)\right]  \tag{3}\\
&=(-1)^{k_{0} x_{1,1}+\cdots+k_{m-1} x_{1, m}}(-1)^{l_{0} x_{2,1}+\cdots+l_{m-1} x_{2, m}} \\
& \times \frac{1}{2} \sum_{\sigma_{1}=0}^{1}(-1)^{\left(k_{0}+l_{0}\right) \sigma_{1}} \cdots \frac{1}{2} \sum_{\sigma_{m}=0}^{1}(-1)^{\left(k_{m-1}+l_{m-1}\right) \sigma_{m}} \\
& \times \frac{1}{2} \sum_{\delta_{1, m+1}=0}^{1}(-1)^{k_{m} \delta_{1, m+1}} \frac{1}{2} \sum_{\delta_{1, m+2}=0}^{1}(-1)^{k_{m+1} \delta_{1, m+2}} \cdots \\
& \times \frac{1}{2} \sum_{\delta_{2, m+1}=0}^{1}(-1)^{l_{m} \delta_{2, m+1}} \frac{1}{2} \sum_{\delta_{2, m+2}=0}^{1}(-1)^{l_{m+1} \delta_{2, m+2} \cdots}
\end{align*}
$$

(The product above consists only of finitely many factors as $k_{u+1}=k_{u+2}=$ $\cdots=0$ and for $\kappa \geq \max (m, u+1)$ we have $\frac{1}{2} \sum_{\delta_{1, \kappa+1}=0}^{1}(-1)^{k_{\kappa} \delta_{1, \kappa+1}}=1$. The same argument holds for the last line in the equation above.)

First we consider the case where $u \geq m$. We have

$$
\frac{1}{2} \sum_{\delta_{1, u+1}=0}^{1}(-1)^{k_{u} \delta_{1, u+1}}=0
$$

and therefore $\mathbb{E}\left[\operatorname{wal}_{k}\left(z_{1}\right) \operatorname{wal}_{l}\left(z_{2}\right)\right]=0$. The same holds if $v \geq m$. Now assume that there is an $\omega \in\{0, \ldots, m-1\}$ such that $k_{\omega} \neq l_{\omega}$. Then $k_{\omega}+l_{\omega} \equiv$ $1(\bmod 2)$ and

$$
\frac{1}{2} \sum_{\sigma_{\omega+1}=0}^{1}(-1)^{\left(k_{\omega}+l_{\omega}\right) \sigma_{\omega+1}}=0
$$

Therefore in this case $\mathbb{E}\left[\operatorname{wal}_{k}\left(z_{1}\right) \operatorname{wal}_{l}\left(z_{2}\right)\right]=0$. Now let $k=l$ and $k \in$ $\left\{0, \ldots, 2^{m}-1\right\}$. It follows from (3) that

$$
\mathbb{E}\left[\operatorname{wal}_{k}\left(z_{1}\right) \operatorname{wal}_{k}\left(z_{2}\right)\right]=(-1)^{k_{0}\left(x_{1,1}+x_{2,1}\right)+\cdots+k_{m-1}\left(x_{1, m}+x_{2, m}\right)}
$$

and the result follows.
In the following lemma we calculate the Walsh coefficients of the function $\left|z_{1}-z_{2}\right|$. This function appears in the formula for the $\mathcal{L}_{2}$ discrepancy through the equation $\min \left(z_{1}, z_{2}\right)=\frac{1}{2}\left(z_{1}+z_{2}-\left|z_{1}-z_{2}\right|\right)$.

Lemma 4. Let $z_{1}, z_{2} \in[0,1)$. Then

$$
\left|z_{1}-z_{2}\right|=\sum_{k, l=0}^{\infty} \tau(k, l) \operatorname{wal}_{k}\left(z_{1}\right) \operatorname{wal}_{l}\left(z_{2}\right)
$$

where $\tau(0):=\tau(0,0)=1 / 3$ and $\tau(k):=\tau(k, k)=-1 /\left(6 \cdot 4^{r(k)}\right)$ for $k>0$. For $k>0, r(k)$ denotes the unique integer $r$ such that $2^{r} \leq k<2^{r+1}$.

Proof. As $\left|z_{1}-z_{2}\right| \in \mathcal{L}_{2}\left([0,1)^{2}\right)$ it follows from Proposition 2 that the function $\left|z_{1}-z_{2}\right|$ can be represented by Walsh functions. We have

$$
\tau(k, l)=\int_{0}^{1} \int_{0}^{1}\left|z_{1}-z_{2}\right| \operatorname{wal}_{k}\left(z_{1}\right) \operatorname{wal}_{l}\left(z_{2}\right) d z_{1} d z_{2}
$$

As $\operatorname{wal}_{0}(z)=1$ for all $z \in[0,1)$, we have

$$
\tau(0,0)=\int_{0}^{1} \int_{0}^{1}\left|z_{1}-z_{2}\right| d z_{1} d z_{2}=\frac{1}{3}
$$

Let now $k=l>0$ and $k=k_{r} 2^{r}+\cdots+k_{1} 2+k_{0}$, where $r$ is such that $k_{r}=1, u=u_{r} 2^{r}+\cdots+u_{1} 2+u_{0}$ and $v=v_{r} 2^{r}+\cdots+v_{1} 2+v_{0}$. Then

$$
\tau(k, k)=\int_{0}^{1} \int_{0}^{1}\left|z_{1}-z_{2}\right| \operatorname{wal}_{k}\left(z_{1} \oplus z_{2}\right) d z_{1} d z_{2}
$$

$$
\begin{aligned}
= & \sum_{u=0}^{2^{r+1}-1} \sum_{v=0}^{2^{r+1}-1}(-1)^{k_{0}\left(u_{r}+v_{r}\right)+\cdots+k_{r}\left(u_{0}+v_{0}\right)} \\
& \times \int_{u / 2^{r+1}}^{(u+1) / 2^{r+1}} \int_{v / 2^{r+1}}^{(v+1) / 2^{r+1}}\left|z_{1}-z_{2}\right| d z_{1} d z_{2} .
\end{aligned}
$$

We have the following equalities: if $0 \leq u<2^{r+1}$, then

$$
\int_{u / 2^{r+1}}^{(u+1) / 2^{r+1}} \int_{u / 2^{r+1}}^{(u+1) / 2^{r+1}}\left|z_{1}-z_{2}\right| d z_{1} d z_{2}=\frac{1}{3 \cdot 2^{3(r+1)}}
$$

and for $0 \leq u, v<2^{r+1}, u \neq v$, we have

$$
\int_{u / 2^{r+1}}^{(u+1) / 2^{r+1}} \int_{v / 2^{r+1}}^{(v+1) / 2^{r+1}}\left|z_{1}-z_{2}\right| d z_{1} d z_{2}=\frac{|u-v|}{2^{3(r+1)}}
$$

Thus

$$
\begin{aligned}
\tau(k, k) & =\sum_{u=0}^{2^{r+1}-1} \frac{1}{3 \cdot 2^{3(r+1)}}+\sum_{u=0}^{2^{r+1}-1} \sum_{\substack{v=0 \\
u \neq v}}^{2^{r+1}-1}(-1)^{k_{0}\left(u_{r}+v_{r}\right)+\cdots+k_{r}\left(u_{0}+v_{0}\right)} \frac{|u-v|}{2^{3(r+1)}} \\
& =\frac{1}{3 \cdot 2^{2(r+1)}}+\frac{1}{2^{3 r+2}} \sum_{u=0}^{2^{r+1}-2} \sum_{v=u+1}^{2^{r+1}-1}(-1)^{k_{0}\left(u_{r}+v_{r}\right)+\cdots+k_{r}\left(u_{0}+v_{0}\right)}(v-u) .
\end{aligned}
$$

We define

$$
\theta(u, v)=(-1)^{k_{0}\left(u_{r}+v_{r}\right)+\cdots+k_{r}\left(u_{0}+v_{0}\right)}(v-u)
$$

In order to find the value of the double sum in the expression for $\tau(k, k)$ let $u=u_{r} 2^{r}+\cdots+u_{1} 2$ and $v=v_{r} 2^{r}+\cdots+v_{1} 2$, where $v>u$. We now consider the sum of $\theta(u, v), \theta(u+1, v), \theta(u, v+1)$ and $\theta(u+1, v+1)$. Observe that $u$ and $v$ are even, that is, $u_{0}=v_{0}=0$, and $k=k_{r} 2^{r}+\cdots+k_{1} 2+k_{0}$, where $r$ is such that $k_{r}=1$. We obtain

$$
\begin{aligned}
& |\theta(u, v)+\theta(u+1, v)+\theta(u, v+1)+\theta(u+1, v+1)| \\
& \quad=(v-u)-((v+1)-u)-(v-(u+1))+((v+1)-(u+1)) \\
& \quad=0
\end{aligned}
$$

After applying this procedure we are left with the following terms:

$$
\theta(0,1), \theta(2,3), \ldots, \theta\left(2^{r+1}-2,2^{r+1}-1\right)
$$

Observe that in all cases we have $v-u=1$, hence $u_{i}=v_{i}$ for $i=1, \ldots, r$ and $u_{0}=0$ and $v_{0}=1$. Therefore

$$
(-1)^{k_{0}\left(u_{r}+v_{r}\right)+\cdots+k_{r-1}\left(u_{1}+v_{1}\right)+k_{r}\left(u_{0}+v_{0}\right)}=-1 .
$$

Thus we obtain

$$
\tau(k, k)=\frac{1}{3 \cdot 2^{2(r+1)}}+\frac{1}{2^{3 r+2}} \sum_{\substack{u=0 \\ 2 \mid u}}^{2^{r+1}-2}(-1)=\frac{1}{3 \cdot 2^{2(r+1)}}-\frac{2^{r}}{2^{3 r+2}}=-\frac{1}{6 \cdot 2^{2 r}}
$$

Lemma 5. Let $x_{1}, x_{2} \in[0,1)$ and let $z_{1}, z_{2} \in[0,1)$ be the points obtained after applying an i.i.d. random digital shift of depth $m$ to $x_{1}$ and $x_{2}$.
(a) We have

$$
\mathbb{E}\left[z_{1}\right]=\frac{1}{2}, \quad \mathbb{E}\left[z_{1}^{2}\right]=\frac{1}{3}
$$

(b) We have

$$
\mathbb{E}\left[\left|z_{1}-z_{2}\right|\right]=\sum_{k=0}^{2^{m}-1} \tau(k) \operatorname{wal}_{k}\left(x_{1} \oplus x_{2}\right)
$$

where $\tau(0)=1 / 3$ and $\tau(k)=-1 /\left(6 \cdot 4^{r(k)}\right)$ for $k>0$. For $k>0$, $r(k)$ denotes the unique integer $r$ such that $2^{r} \leq k<2^{r+1}$.
(c) We have

$$
\mathbb{E}\left[\min \left(1-z_{1}, 1-z_{2}\right)\right]=\frac{1}{2}\left(1-\sum_{k=0}^{2^{m}-1} \tau(k) \operatorname{wal}_{k}\left(x_{1} \oplus x_{2}\right)\right)
$$

Proof. (a) The proof of these two formulae is straightforward.
(b) In Lemma 4 it was shown that

$$
\left|z_{1}-z_{2}\right|=\sum_{k, l=0}^{\infty} \tau(k, l) \operatorname{wal}_{k}\left(z_{1}\right) \operatorname{wal}_{l}\left(z_{2}\right)
$$

where $\tau(k)=\tau(k, k)=-1 /\left(6 \cdot 4^{r(k)}\right)$ for $k>0$ and $\tau(0,0)=1 / 3$. (We do not need to know $\tau(k, l)$ for $k \neq l$ for our purposes here.) The result now follows from the linearity of the expectation value and Lemma 3.
(c) This result follows from (a) and (b) together with the formula

$$
\min \left(z_{1}, z_{2}\right)=\frac{1}{2}\left(z_{1}+z_{2}-\left|z_{1}-z_{2}\right|\right)
$$

We are now ready to prove Theorem 1.
Proof of Theorem 1. Let $\widetilde{P}_{2^{m}}=\left\{\boldsymbol{z}_{0}, \ldots, \boldsymbol{z}_{2^{m}-1}\right\}$ and $\boldsymbol{z}_{n}=\left(z_{n, 1}, \ldots, z_{n, s}\right)$. From Proposition 1, Lemma 5 and the linearity of expectation we get

$$
\begin{aligned}
\mathbb{E}\left[\mathcal{L}_{2,2^{m}, \gamma}^{2}\left(\widetilde{P}_{2^{m}}\right)\right]=\sum_{\substack{\mathfrak{u} \subseteq D \\
\mathfrak{u} \neq \emptyset}} \gamma_{\mathfrak{u}}[ & \frac{1}{3^{|\mathfrak{u}|}}-\frac{2}{2^{m}} \sum_{n=0}^{2^{m}-1} \prod_{j \in \mathfrak{u}} \frac{1-\mathbb{E}\left[z_{n, j}^{2}\right]}{2} \\
& \left.+\frac{1}{2^{2 m}} \sum_{n, h=0}^{2^{m}-1} \prod_{j \in \mathfrak{u}} \mathbb{E}\left[\min \left(1-z_{n, j}, 1-z_{h, j}\right)\right]\right]
\end{aligned}
$$

$$
\begin{aligned}
=\sum_{\substack{\mathfrak{u} \subseteq D \\
\mathfrak{u} \neq \emptyset}} \gamma_{\mathfrak{u}}\left[-\frac{1}{3^{|\mathfrak{u}|}}+\frac{1}{2^{2 m}} \sum_{n=0}^{2^{m}-1}\right. & \prod_{j \in \mathfrak{u}} \\
\mathbb{E} & {\left[1-z_{n, j}\right] } \\
& \left.+\frac{1}{2^{2 m}} \sum_{\substack{n, h=0 \\
n \neq h}}^{2^{m}-1} \prod_{j \in \mathfrak{u}} \mathbb{E}\left[\min \left(1-z_{n, j}, 1-z_{h, j}\right)\right]\right]
\end{aligned}
$$

Now we use Lemma 5 again to obtain

$$
\begin{aligned}
\mathbb{E}\left[\mathcal{L}_{2,2^{m}, \gamma}^{2}\left(\widetilde{P}_{2^{m}}\right)\right]= & \sum_{\substack{\mathfrak{u} \subseteq D \\
\mathfrak{u} \neq \emptyset}} \gamma_{\mathfrak{u}}\left[-\frac{1}{3^{|\mathfrak{u}|}}+\frac{1}{2^{m}} \frac{1}{2^{|\mathfrak{u}|}}\right. \\
& \left.+\frac{1}{2^{2 m}} \sum_{\substack{n, h=0 \\
n \neq h}}^{2^{m}-1} \prod_{j \in \mathfrak{u}} \frac{1}{2}\left(1-\sum_{k=0}^{2^{m}-1} \tau(k) \operatorname{wal}_{k}\left(x_{n, j} \oplus x_{h, j}\right)\right)\right]
\end{aligned}
$$

We have

$$
\begin{aligned}
& \prod_{j \in \mathfrak{u}}\left(1-\sum_{k=0}^{2^{m}-1} \tau(k) \operatorname{wal}_{k}\left(x_{n, j} \oplus x_{h, j}\right)\right)=1+\sum_{\substack{\mathfrak{w} \subseteq \mathfrak{u} \\
\mathfrak{w} \neq \emptyset \\
\mathfrak{w}=\left\{w_{1}, \ldots, w_{d}\right\}}}(-1)^{|\mathfrak{w}|} \\
& \quad \times \sum_{k_{1}=0}^{2^{m}-1} \cdots \sum_{k_{d}=0}^{2^{m}-1} \tau\left(k_{1}\right) \cdots \tau\left(k_{d}\right) \operatorname{wal}_{k_{1}, \ldots, k_{d}}\left(x_{n, w_{1}} \oplus x_{h, w_{1}}, \ldots, x_{n, w_{d}} \oplus x_{h, w_{d}}\right) .
\end{aligned}
$$

Thus

$$
\begin{aligned}
\mathbb{E}\left[\mathcal{L}_{2,2^{m}, \gamma}^{2}\left(\widetilde{P}_{2^{m}}\right)\right]= & \sum_{\substack{\mathfrak{u} \subseteq D \\
\mathfrak{u} \neq \emptyset}} \gamma_{\mathfrak{u}}\left[-\frac{1}{3^{|\mathfrak{u}|}}+\frac{1}{2^{m}} \frac{1}{2^{|\mathfrak{u}|}}+\frac{1}{2^{2 m}} \sum_{\substack{n, h=0 \\
n \neq h}}^{2^{m}-1} \frac{1}{2^{|\mathfrak{u}|}}\right. \\
& +\frac{1}{2^{|\mathfrak{u}|}} \frac{1}{2^{2 m}} \sum_{\substack{n, h=0 \\
n \neq h}}^{2^{m}-1} \sum_{\substack{\mathfrak{w} \subseteq \mathfrak{u} \\
\mathfrak{w} \neq \emptyset \\
\mathfrak{w}=\left\{w_{1}, \ldots, w_{d}\right\}}}(-1)^{d} \\
& \left.\times \sum_{k_{1}=0}^{2^{m}-1} \cdots \sum_{k_{d}=0}^{2^{m}-1} \prod_{i=1}^{d} \tau\left(k_{i}\right) \operatorname{wal}_{k_{i}}\left(x_{n, w_{i}} \oplus x_{h, w_{i}}\right)\right] .
\end{aligned}
$$

We have

$$
\sum_{k=0}^{2^{m}-1} \tau(k)=\frac{1}{3}-\sum_{r=0}^{m-1} \sum_{k=2^{r}}^{2^{r+1}-1} \frac{1}{6 \cdot 4^{r}}=\frac{1}{3 \cdot 2^{m}}
$$

and therefore

$$
\begin{aligned}
\sum_{\substack{\mathfrak{w} \subseteq \mathfrak{u} \\
\mathfrak{w} \neq \emptyset}}(-1)^{|\mathfrak{w}|} \sum_{k_{1}, \ldots, k_{|\mathfrak{w}|}=0}^{2^{m}-1} \prod_{i=1}^{|\mathfrak{w}|} \tau\left(k_{i}\right) & =\sum_{\substack{\mathfrak{w} \subseteq \mathfrak{u} \\
\mathfrak{w} \neq \emptyset}}\left(-\frac{1}{3 \cdot 2^{m}}\right)^{|\mathfrak{w}|} \\
& =\sum_{r=1}^{|\mathfrak{u}|}\binom{|\mathfrak{u}|}{r}\left(-\frac{1}{3 \cdot 2^{m}}\right)^{r} \\
& =\left(1-\frac{1}{3 \cdot 2^{m}}\right)^{|\mathfrak{u}|}-1 .
\end{aligned}
$$

By adding and subtracting this in the above expression we obtain

$$
\begin{aligned}
\mathbb{E}\left[\mathcal{L}_{2,2^{m}, \gamma}^{2}\left(\widetilde{P}_{2^{m}}\right)\right]= & \sum_{\substack{\mathfrak{u} \subseteq D \\
\mathfrak{u} \neq \emptyset}} \gamma_{\mathfrak{u}}\left[\frac{1}{2^{|\mathfrak{u}|}}-\frac{1}{3^{|\mathfrak{u}|}}+\left(1-\left(1-\frac{1}{3 \cdot 2^{m}}\right)^{|\mathfrak{u}|}\right) \frac{1}{2^{m}} \frac{1}{2^{|\mathfrak{u}|}}\right. \\
& +\frac{1}{2^{|\mathfrak{u}|}} \frac{1}{2^{2 m}} \sum_{n, h=0}^{2^{m}-1} \sum_{\substack{\mathfrak{w} \subseteq \mathfrak{u} \\
\mathfrak{w} \neq \emptyset \\
\mathfrak{w}=\left\{w_{1}, \ldots, w_{d}\right\}}}(-1)^{d} \\
& \left.\times \sum_{k_{1}, \ldots, k_{d}=0}^{2^{m}-1} \prod_{i=1}^{d} \tau\left(k_{i}\right) \operatorname{wal}_{k_{i}}\left(x_{n, w_{i}} \oplus x_{h, w_{i}}\right)\right]
\end{aligned}
$$

Since $\tau(0)=1 / 3$ we have

$$
\frac{1}{2^{2 m}} \frac{1}{2^{|\mathfrak{u}|}} \sum_{n, h=0}^{2^{m}-1} \sum_{\substack{\mathfrak{w} \subseteq \mathfrak{u} \\ \mathfrak{w} \neq \emptyset}}(-1)^{|\mathfrak{w}|} \tau(0)^{|\mathfrak{w}|}=\frac{1}{3^{|\mathfrak{u}|}}-\frac{1}{2^{|\mathfrak{u}|}}
$$

Hence

$$
\begin{aligned}
& \mathbb{E}\left[\mathcal{L}_{2,2^{m}, \gamma}^{2}\left(\widetilde{P}_{2^{m}}\right)\right] \\
&= \sum_{\substack{\mathfrak{u} \subseteq D \\
\mathfrak{u} \neq \emptyset}} \gamma_{\mathfrak{u}}\left[\frac{1}{2^{|\mathfrak{u}|}}-\frac{1}{3^{|\mathfrak{u}|}}+\left(1-\left(1-\frac{1}{3 \cdot 2^{m}}\right)^{|\mathfrak{u}|}\right) \frac{1}{2^{m}} \frac{1}{2^{|\mathfrak{u}|}}+\frac{1}{3^{|\mathfrak{u}|}}-\frac{1}{2^{|\mathfrak{u}|}}\right. \\
&+\frac{1}{2^{|\mathfrak{u}|}} \frac{1}{2^{2 m}} \sum_{\substack{\mathfrak{w} \subseteq \mathfrak{u} \\
\mathfrak{w} \neq \emptyset \\
\mathfrak{w}=\left\{w_{1}, \ldots, w_{d}\right\}}}(-1)^{d} \\
&\left.\times \sum_{\substack{k_{1}, \ldots, k_{d}=0 \\
\left(k_{1}, \ldots, k_{d}\right) \neq(0, \ldots, 0)}}^{2^{m}-1} \sum_{n, h=0}^{2^{m}-1} \prod_{i=1}^{d} \tau\left(k_{i}\right) \operatorname{wal}_{k_{i}}\left(x_{n, w_{i}} \oplus x_{h, w_{i}}\right)\right] .
\end{aligned}
$$

From the group structure of digital nets (see Lemma 1) and from Lemma 2 it follows that for any digital net $\left\{\boldsymbol{x}_{0}, \ldots, \boldsymbol{x}_{2^{m}-1}\right\}$ generated by the $m \times m$ matrices $C_{1}, \ldots, C_{s}$, we have

$$
\begin{aligned}
\frac{1}{2^{2 m}} \sum_{n, h=0}^{2^{m}-1} \operatorname{wal}_{k_{1}, \ldots, k_{s}}\left(\boldsymbol{x}_{n} \oplus \boldsymbol{x}_{h}\right) & =\frac{1}{2^{m}} \sum_{n=0}^{2^{m}-1} \operatorname{wal}_{k_{1}, \ldots, k_{s}}\left(\boldsymbol{x}_{n}\right) \\
& = \begin{cases}1 & \text { if } C_{1}^{T} \vec{k}_{1}+\cdots+C_{s}^{T} \vec{k}_{s}=\overrightarrow{0} \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

Since the $d$-dimensional projection of a digital $(t, m, s)$-net is again a digital $(t, m, d)$-net (see Introduction) we get (with $\mathfrak{w}=\left\{w_{1}, \ldots, w_{d}\right\}$ )

$$
\begin{gathered}
\sum_{\substack{k_{1}, \ldots, k_{d}=0 \\
\left(k_{1}, \ldots, k_{d}\right) \neq(0, \ldots, 0)}}^{2^{m}-1} \sum_{n, h=0}^{2^{m}-1} \prod_{j=1}^{d} \tau\left(k_{j}\right) \operatorname{wal}_{k_{j}}\left(x_{n, w_{j}} \oplus x_{h, w_{j}}\right) \\
=2^{2 m} \sum_{\substack{k_{1}, \ldots, k_{d}=0 \\
\left(k_{1}, \ldots, k_{d}\right) \neq(0, \ldots, 0) \\
C_{w_{1}}^{T} \vec{k}_{1}+\cdots+C_{w_{d}}^{T} \vec{k}_{d}=\overrightarrow{0}}}^{2_{i=1}^{m} \tau\left(k_{i}\right)} \\
=2^{2 m} \sum_{\substack{\mathfrak{v} \subseteq \mathfrak{w} \\
\mathfrak{v} \neq \emptyset \\
\mathfrak{v}=\left\{v_{1}, \ldots, v_{e}\right\}}}^{d} \frac{1}{3^{|\mathfrak{w}|-|\mathfrak{v}|}} \sum_{\substack{k_{1}, \ldots, k_{e}=1 \\
C_{v_{1}}}}^{2^{m}+\cdots+\vec{k}_{v_{e}} \vec{k}_{e}=\overrightarrow{0}} \prod_{j=1}^{e} \tau\left(k_{j}\right) .
\end{gathered}
$$

As $\prod_{j=1}^{e} \tau\left(k_{j}\right)=(-1)^{e} \prod_{j=1}^{e} \psi\left(k_{j}\right)$ we have

$$
\sum_{\substack{k_{1}, \ldots, k_{d}=0 \\\left(k_{1}, \ldots, k_{d}\right) \neq(0, \ldots, 0)}}^{2^{m}-1} \sum_{n, h=0}^{2^{m}-1} \prod_{j=1}^{d} \tau\left(k_{j}\right) \operatorname{wal}_{k_{j}}\left(x_{n, w_{j}} \oplus x_{h, w_{j}}\right)=\frac{2^{2 m}}{3^{|\mathfrak{w}|}} \sum_{\substack{\mathfrak{v} \subseteq \mathfrak{w} \\ \mathfrak{v} \neq \emptyset}}(-3)^{|\mathfrak{v}|} \mathcal{B}(\mathfrak{v})
$$

Thus we obtain

$$
\begin{aligned}
\mathbb{E}\left[\mathcal{L}_{2,2^{m}, \gamma}^{2}\left(\widetilde{P}_{2^{m}}\right)\right]= & \sum_{\substack{\mathfrak{u} \subseteq D \\
\mathfrak{u} \neq \emptyset}} \gamma_{\mathfrak{u}}\left[\frac{1}{2^{m+|\mathfrak{u}|}}\left(1-\left(1-\frac{1}{3 \cdot 2^{m}}\right)^{|\mathfrak{u}|}\right)\right. \\
& \left.+\frac{1}{2^{|\mathfrak{u}|}} \sum_{\substack{\mathfrak{w} \subseteq \mathfrak{u} \\
\mathfrak{w} \neq \emptyset}}\left(-\frac{1}{3}\right)^{|\mathfrak{w}|} \sum_{\substack{\mathfrak{v} \subseteq \mathfrak{w} \\
\mathfrak{v} \neq \emptyset}}(-3)^{|\mathfrak{v}|} \mathcal{B}(\mathfrak{v})\right] .
\end{aligned}
$$

Let now $\mathfrak{u}, \mathfrak{v}$, with $\emptyset \neq \mathfrak{v} \subseteq \mathfrak{u} \subseteq D$, be fixed. Then $\mathfrak{v} \subseteq \mathfrak{w} \subseteq \mathfrak{u}$ is equivalent to $(\mathfrak{w} \backslash \mathfrak{v}) \subseteq(\mathfrak{u} \backslash \mathfrak{v})$, provided that $\mathfrak{v} \subseteq \mathfrak{w}$. Therefore, for $|\mathfrak{v}| \leq w \leq|\mathfrak{u}|$, there
are $\binom{|\mathfrak{u}|-|\mathfrak{v}|}{w-|\mathfrak{v}|}$ sets $\mathfrak{w}$ such that $|\mathfrak{w}|=w$ and $\mathfrak{v} \subseteq \mathfrak{w} \subseteq \mathfrak{u}$. Hence

$$
\begin{aligned}
\sum_{\substack{\mathfrak{w} \subseteq \mathfrak{u} \\
\mathfrak{w} \neq \emptyset}}\left(-\frac{1}{3}\right)^{|\mathfrak{w}|} \sum_{\substack{\mathfrak{v} \subseteq \mathfrak{w} \\
\mathfrak{v} \neq \emptyset}}(-3)^{|\mathfrak{v}|} \mathcal{B}(\mathfrak{v}) & =\sum_{\substack{\mathfrak{v} \subseteq \mathfrak{u} \\
\mathfrak{v} \neq \emptyset}} \sum_{w=|\mathfrak{v}|}^{|\mathfrak{u}|}\binom{|\mathfrak{u}|-|\mathfrak{v}|}{w-|\mathfrak{v}|}\left(-\frac{1}{3}\right)^{w}(-3)^{|\mathfrak{v}|} \mathcal{B}(\mathfrak{v}) \\
& =\sum_{\substack{\mathfrak{v} \subseteq \mathfrak{u} \\
\mathfrak{v} \neq \emptyset}} \sum_{w=0}^{|\mathfrak{u}|-|\mathfrak{v}|}\binom{|\mathfrak{u}|-|\mathfrak{v}|}{w}\left(-\frac{1}{3}\right)^{w} \mathcal{B}(\mathfrak{v}) \\
& =\sum_{\substack{\mathfrak{v} \subseteq \mathfrak{u} \\
\mathfrak{v} \neq \emptyset}}\left(\frac{2}{3}\right)^{|\mathfrak{u}|-|\mathfrak{v}|} \mathcal{B}(\mathfrak{v}),
\end{aligned}
$$

and the result follows.
3.2. The mean square weighted $\mathcal{L}_{2}$ discrepancy of randomized digital $(0, m, s)$-nets over $\mathbb{Z}_{2}$ for $s=2,3$. In this subsection we calculate the exact value of the mean square weighted $\mathcal{L}_{2}$ discrepancy of randomized digital $(0, m, s)$-nets for $s=2,3$. We have the following theorem.

Theorem 2. For $s=2,3$ let $P_{s, 2^{m}}$ be a digital $(0, m, s)$-net over $\mathbb{Z}_{2}$. Let $\widetilde{P}_{s, 2^{m}}$ be the point set obtained after applying an i.i.d. random digital shift of depth $m$ independently to each coordinate of each point of $P_{s, 2^{m}}$. Then the mean square weighted $\mathcal{L}_{2}$ discrepancy of $\widetilde{P}_{s, 2^{m}}$ for $s=2$ is given by

$$
\mathbb{E}\left[\mathcal{L}_{2,2^{m}, \gamma}^{2}\left(\widetilde{P}_{2,2^{m}}\right)\right]=\frac{\gamma_{\{1,2\}}}{24} \frac{m}{2^{2 m}}+\frac{1}{2^{2 m}}\left(\frac{\gamma_{\{1\}}}{6}+\frac{\gamma_{\{2\}}}{6}+\frac{5 \gamma_{\{1,2\}}}{36}\right)
$$

and for $s=3$ the mean square weighted $\mathcal{L}_{2}$ discrepancy is given by

$$
\begin{aligned}
\mathbb{E}\left[\mathcal{L}_{2,2^{m}, \gamma}^{2}\left(\widetilde{P}_{3,2^{m}}\right)\right]= & \gamma_{\{1,2,3\}}\left(\frac{1}{192} \frac{m^{2}}{2^{2 m}}+\frac{23}{576} \frac{m}{2^{2 m}}+\frac{19}{216} \frac{1}{2^{2 m}}\right) \\
& +\left(\gamma_{\{1,2\}}+\gamma_{\{1,3\}}+\gamma_{\{2,3\}}\right)\left(\frac{1}{24} \frac{m}{2^{2 m}}+\frac{5}{36} \frac{1}{2^{2 m}}\right) \\
& +\left(\gamma_{\{1\}}+\gamma_{\{2\}}+\gamma_{\{3\}}\right) \frac{1}{6} \frac{1}{2^{2 m}}
\end{aligned}
$$

Proof. Let $C_{1}$ and $C_{2}$ denote the generating matrices of the digital $(0, m, 2)$-net over $\mathbb{Z}_{2}$. For $s=2$ we obtain from Theorem 1

$$
\begin{align*}
& \mathbb{E}\left[\mathcal{L}_{2,2^{m}, \gamma}^{2}\left(\widetilde{P}_{2,2^{m}}\right)\right]  \tag{4}\\
& \quad=\sum_{\substack{\mathfrak{u} \subseteq\{1,2\} \\
\mathfrak{u} \neq \emptyset}} \gamma_{\mathfrak{u}}\left[\frac{1}{2^{m+|\mathfrak{u}|}}\left(1-\left(1-\frac{1}{3 \cdot 2^{m}}\right)^{|\mathfrak{u}|}\right)+\frac{1}{3^{|\mathfrak{u}|}} \sum_{\substack{\mathfrak{v} \subseteq \mathfrak{u} \\
\mathfrak{v} \neq \emptyset}}\left(\frac{3}{2}\right)^{|\mathfrak{v}|} \mathcal{B}(\mathfrak{v})\right],
\end{align*}
$$

where for $\mathfrak{v}=\left\{v_{1}, \ldots, v_{e}\right\}$ we have

$$
\mathcal{B}(\mathfrak{v})=\sum_{\substack{k_{1}, \ldots, k_{e}=1 \\ C_{v_{1}}^{T} \vec{k}_{1}+\cdots+C_{v_{e}}^{T} \vec{k}_{e}=\overrightarrow{0}}}^{2^{m}-1} \prod_{j=1}^{e} \psi\left(k_{j}\right)
$$

with $\psi(k)=1 /\left(6 \cdot 4^{r(k)}\right)$ and $r(k)$ such that $2^{r(k)} \leq k<2^{r(k)+1}$.
First we note that, as $C_{1}$ and $C_{2}$ generate a ( $0, m, 2$ )-net, they are regular. Therefore $\mathcal{B}(\mathfrak{v})=0$ for $|\mathfrak{v}|=1$. Thus for $|\mathfrak{u}|=1$ the addend in (4) is $\frac{1}{2^{2 m}} \frac{\gamma_{\mathfrak{u}}}{6}$.

Now let $\mathfrak{u}=\{1,2\}$. We have

$$
\frac{\gamma_{\{1,2\}}}{2^{m+|\mathfrak{u}|}}\left(1-\left(1-\frac{1}{3 \cdot 2^{m}}\right)^{|\mathfrak{u}|}\right)=\frac{\gamma_{\{1,2\}}}{6 \cdot 2^{2 m}}-\frac{\gamma_{\{1,2\}}}{36 \cdot 2^{3 m}}
$$

In the following we calculate $\mathcal{B}(\{1,2\})$. Since the generating matrices $C_{1}$ and $C_{2}$ of a digital $(0, m, 2)$-net over $\mathbb{Z}_{2}$ must be regular, and since multiplying $C_{1}$ and $C_{2}$ by a regular matrix $A$ does not change the point set (only its order) we may assume in the following that $C_{1}$ is the $m \times m$ identity matrix. Hence

$$
C_{1}^{T} \vec{k}_{1}+C_{2}^{T} \vec{k}_{2}=\overrightarrow{0} \quad \text { iff } \quad \vec{k}_{1}=C_{2}^{T} \vec{k}_{2}=: \vec{k}_{1}\left(k_{2}\right)
$$

Now we use the definition of $\psi$ to get

$$
\begin{aligned}
\sum_{\substack{k_{1}, k_{2}=1 \\
C_{1}^{T} \vec{k}_{1}+C_{2}^{T} \vec{k}_{2}=\overrightarrow{0}}}^{2^{m}-1} \psi\left(k_{1}\right) \psi\left(k_{2}\right) & =\frac{1}{36} \sum_{k_{2}=1}^{2^{m}-1} \frac{1}{4^{r\left(k_{1}\left(k_{2}\right)\right)}} \frac{1}{4^{r\left(k_{2}\right)}} \\
& =\frac{1}{36} \sum_{u=0}^{m-1} \frac{1}{4^{u}} \sum_{k_{2}=2^{u}}^{2^{u+1}-1} \frac{1}{4^{r\left(k_{1}\left(k_{2}\right)\right)}} .
\end{aligned}
$$

Consider the innermost sum in the above expression. We have

$$
\Sigma(u):=\sum_{k_{2}=2^{u}}^{2^{u+1}-1} \frac{1}{4^{r\left(k_{1}\left(k_{2}\right)\right)}}=\sum_{w=0}^{m-1} \frac{1}{4^{w}} \sum_{\substack{k_{2}=2^{u} \\ r\left(k_{1}\left(k_{2}\right)\right)=w}}^{2^{u+1}-1} 1
$$

From [14, proof of Theorem 1] we find that

$$
\sum_{\substack{k_{2}=2^{u} \\ r\left(k_{1}\left(k_{2}\right)\right)=w}}^{2^{u+1}-1} 1= \begin{cases}0 & \text { if } u+w \leq m-2 \\ 1 & \text { if } u+w=m-1 \\ 2^{u+w-m} & \text { if } u+w \geq m\end{cases}
$$

Thus

$$
\Sigma(u)=\frac{1}{4^{m-1-u}}+\sum_{w=m-u}^{m-1} \frac{2^{u+w-m}}{4^{w}}=\frac{6 \cdot 4^{u}}{4^{m}}-\frac{2 \cdot 2^{u}}{4^{m}}
$$

and therefore

$$
\begin{aligned}
\sum_{\substack{k_{1}, k_{2}=1 \\
C_{1}^{T} \vec{k}_{1}+C_{2}^{T} \vec{k}_{2}=\overrightarrow{0}}}^{2^{m}-1} \psi\left(k_{1}\right) \psi\left(k_{2}\right) & =\frac{1}{36} \sum_{u=0}^{m-1} \frac{1}{4^{u}}\left(\frac{6 \cdot 4^{u}}{4^{m}}-\frac{2 \cdot 2^{u}}{4^{m}}\right) \\
& =\frac{m}{6 \cdot 4^{m}}-\frac{1}{4^{m}} \frac{2}{36} 2\left(1-\frac{1}{2^{m}}\right) \\
& =\frac{m}{6 \cdot 4^{m}}-\frac{1}{9 \cdot 4^{m}}+\frac{4}{36 \cdot 2^{3 m}}
\end{aligned}
$$

Now we insert this result in equation (4) to get

$$
\begin{aligned}
\mathbb{E}\left[\mathcal{L}_{2,2^{m}, \gamma}^{2}\left(\widetilde{P}_{2,2^{m}}\right)\right]= & \frac{1}{2^{2 m}}\left(\frac{\gamma_{\{1\}}}{6}+\frac{\gamma_{\{2\}}}{6}+\frac{\gamma_{\{1,2\}}}{6}\right)-\frac{\gamma_{\{1,2\}}}{36 \cdot 2^{3 m}} \\
& +\frac{\gamma_{\{1,2\}}}{4}\left(\frac{m}{6 \cdot 4^{m}}-\frac{1}{9 \cdot 4^{m}}+\frac{4}{36 \cdot 2^{3 m}}\right) \\
= & \frac{\gamma_{\{1,2\}}}{24} \frac{m}{2^{2 m}}+\frac{1}{2^{2 m}}\left(\frac{\gamma_{\{1\}}}{6}+\frac{\gamma_{\{2\}}}{6}+\frac{5 \gamma_{\{1,2\}}}{36}\right)
\end{aligned}
$$

which is the desired result for $s=2$.
We turn to the case where $s=3$. Let $C_{1}, C_{2}$ and $C_{3}$ denote the generating matrices of the digital $(0, m, 3)$-net over $\mathbb{Z}_{2}$. As the quality parameter $t$ is zero it is clear that $C_{1}, C_{2}$ and $C_{3}$ are regular. Hence $\mathcal{B}(\mathfrak{v})=0$ for $|\mathfrak{v}|=1$. Further, for $\mathfrak{v} \subseteq\{1,2,3\}$ with $|\mathfrak{v}|=2$ we obtain from the first part of the proof

$$
\mathcal{B}(\mathfrak{v})=\frac{m}{6 \cdot 4^{m}}-\frac{1}{9 \cdot 4^{m}}+\frac{1}{9 \cdot 2^{3 m}}
$$

So it remains to calculate $\mathcal{B}(\{1,2,3\})$. As above we may assume in the following that $C_{1}$ is the $m \times m$ identity matrix. Hence

$$
C_{1}^{T} \vec{k}_{1}+C_{2}^{T} \vec{k}_{2}+C_{3}^{T} \vec{k}_{3}=\overrightarrow{0} \quad \text { iff } \quad \vec{k}_{1}=C_{2}^{T} \vec{k}_{2}+C_{3}^{T} \vec{k}_{3}=: \vec{k}_{1}\left(k_{2}, k_{3}\right)
$$

Now we get

$$
\begin{aligned}
\mathcal{B}(\{1,2,3\})= & \sum_{C_{1}, \vec{k}_{1}+C_{2}^{T} \vec{k}_{2}+C_{3}^{T} \vec{k}_{3}=\overrightarrow{0}}^{2^{m}-1} \psi\left(k_{1}\right) \psi\left(k_{2}\right) \psi\left(k_{3}\right) \\
& =\frac{1}{216} \sum_{\substack{k_{2}, k_{3}=1 \\
k_{1}\left(k_{2}, k_{3}\right) \neq 0}}^{2^{m}-1} \frac{1}{4^{r\left(k_{1}\left(k_{2}, k_{3}\right)\right)}} \frac{1}{4^{r\left(k_{2}\right)+r\left(k_{3}\right)}} \\
= & \frac{1}{216} \sum_{u, v=0}^{m-1} \frac{1}{4^{u+v}} \underbrace{\sum_{k_{2}=2^{u}}^{2^{u+1}-1} \sum_{k_{3}=2^{v}}^{2^{v+1}-1}}_{k_{1}\left(k_{2}, k_{3}\right) \neq 0} \frac{1}{4^{r\left(k_{1}\left(k_{2}, k_{3}\right)\right)}} .
\end{aligned}
$$

The innermost double sum in the above expression equals

$$
\Sigma(u, v):=\underbrace{\sum_{k_{2}=2^{u}}^{2^{u+1}-1} \sum_{k_{3}=2^{v}}^{2^{v+1}-1}}_{k_{1}\left(k_{2}, k_{3}\right) \neq 0} \frac{1}{4^{r\left(k_{1}\left(k_{2}, k_{3}\right)\right)}}=\sum_{w=0}^{m-1} \frac{1}{4^{w}} \underbrace{\sum_{k_{2}=2^{u}}^{2^{u+1}-1} \sum_{k_{3}=2^{v}}^{2^{v+1}-1}}_{r\left(k_{1}\left(k_{2}, k_{3}\right)\right)=w} 1 .
$$

From [23, proof of Theorem 1] we find that

Therefore we get

$$
\mathcal{B}(\{1,2,3\})=\frac{1}{216} \sum_{\substack{u, v, w=0 \\ u+v+w=m-2}}^{m-1} \frac{1}{4^{m-2}}+\frac{1}{216} \frac{1}{2^{m}} \sum_{\substack{u, v, w=0 \\ u+v+w \geq m}}^{m-1} \frac{1}{2^{u+v+w}}
$$

For the first sum we have

$$
\sum_{\substack{u, v, w=0 \\ u+v+w=m-2}}^{m-1} \frac{1}{4^{m-2}}=\frac{1}{4^{m-2}}\binom{m}{2}
$$

The second sum can be written as

$$
\sum_{\substack{u, v, w=0 \\ u+v+w \geq m}}^{m-1} \frac{1}{2^{u+v+w}}=\sum_{l=m}^{3 m-3} \frac{1}{2^{l}} \sum_{\substack{u, v, w=0 \\ u+v+w=l}}^{m-1} 1
$$

Define

$$
f(k):=\sum_{\substack{u, v=0 \\ u+v=k}}^{m-1} 1
$$

Then we have

$$
f(k)= \begin{cases}k+1 & \text { if } 0 \leq k \leq m-1 \\ 2 m-k-1 & \text { if } m \leq k \leq 2 m-2 \\ 0 & \text { if } k \geq 2 m-1\end{cases}
$$

Now we obtain

$$
\sum_{\substack{u, v, w=0 \\ u+v+w=l}}^{m-1} 1=\sum_{k=0}^{2 m-2} f(k) \sum_{\substack{w=0 \\ k+w=l}}^{m-1} 1=\sum_{\substack{k=0 \\ 0 \leq l-k \leq m-1}}^{2 m-2} f(k)=\sum_{k=\max (0, l-m+1)}^{\min (l, 2 m-2)} f(k)
$$

Therefore

$$
\begin{aligned}
\sum_{l=m}^{3 m-3} \frac{1}{2^{l}} \sum_{\substack{u, v, w=0 \\
u+v+w=l}}^{m-1} 1 & =\sum_{l=m}^{3 m-3} \frac{1}{2^{l}} \sum_{k=\max (0, l-m+1)}^{\min (l, 2 m-2)} f(k) \\
& =\sum_{l=m}^{3 m-3} \frac{1}{2^{l}} \sum_{k=l-m+1}^{\min (l, 2 m-2)} f(k) \\
& =\sum_{l=m}^{2 m-2} \frac{1}{2^{l}} \sum_{k=l-m+1}^{l} f(k)+\sum_{l=2 m-1}^{3 m-3} \frac{1}{2^{l}} \sum_{k=l-m+1}^{2 m-2} f(k)
\end{aligned}
$$

After some straightforward but tedious calculations we obtain the formula for $\mathcal{B}(\{1,2,3\})$. The result then follows by inserting the above results in the formula from Theorem 1.

Note that the generating matrices $C_{1}, \ldots, C_{s}$ do not appear in our formula and therefore the mean square weighted $\mathcal{L}_{2}$ discrepancy is the same for any digital $(0, m, s)$-net over $\mathbb{Z}_{2}$, for $s=2,3$. This is also true for scrambled $(0, m, s)$-nets in a base $b$ (see $[9,16]$ ). Furthermore, the expected value of the $\mathcal{L}_{2}$ discrepancy of scrambled $(0, m, 2)$-nets is the same as for $(0, m, 2)$-nets which are randomized using a digital shift of depth $m$ (see [16]).

In the following we consider the classical $\mathcal{L}_{2}$ discrepancy, that is, we choose $\gamma_{D}=1$ and $\gamma_{\mathfrak{u}}=0$ for $\mathfrak{u} \subset D$. We denote this choice of weights by $\gamma_{c}$. Roth [27] proved that for any dimension $s \geq 2$ there exists a constant $c(s)>0$ such that for any set $P_{N}$ of $N$ points in the $s$-dimensional unit cube we have

$$
\begin{equation*}
\int_{[0,1]^{s}} \Delta(\boldsymbol{x})^{2} d \boldsymbol{x} \geq c(s) \frac{(\log N)^{s-1}}{N^{2}} \tag{5}
\end{equation*}
$$

Therefore we obtain

$$
\begin{equation*}
\mathcal{L}_{2, N, \gamma_{c}}\left(P_{N}\right) \geq c(s)^{1 / 2} \frac{(\log N)^{(s-1) / 2}}{N} \tag{6}
\end{equation*}
$$

(See Section 4 for more details.) Thus Theorem 2 shows that the mean square $\mathcal{L}_{2}$ discrepancy of randomized digital $(0, m, s)$-nets over $\mathbb{Z}_{2}$ achieves the best possible rate of convergence for $s=2$ and 3 .

In the following we compare the constants. For $N=2^{m}$ the constant of [27] can be improved to (see also the subsequent inequality (17))

$$
c(2)^{1 / 2}=\frac{3}{2^{8} \sqrt{\log 2}}=0.01407 \ldots, \quad c(3)^{1 / 2}=\frac{3}{2^{10} \sqrt{2} \log 2}=0.00298 \ldots
$$

In the following, for $s=2$ and 3 and each $m \in \mathbb{N}$ the set $P_{s, 2^{m}, \boldsymbol{\sigma}_{m, s}}$ is a digital $(0, m, s)$-net over $\mathbb{Z}_{2}$ shifted by the digital shift $\boldsymbol{\sigma}_{m, s}$ of depth $m$. We obtain the following corollary.

Corollary 1. For $s=2,3$ there exist sequences $\left(\boldsymbol{\sigma}_{m, s}\right)_{m \geq 1}$ of digital shifts of depth $m$ and digital $(0, m, s)$-nets $\left(P_{s, 2^{m}}\right)_{m \geq 1}$ over $\mathbb{Z}_{2}$ such that the sequences $\left(P_{s, 2^{m}, \boldsymbol{\sigma}_{m, s}}\right)_{m \geq 1}$ of shifted nets satisfy

$$
\limsup _{m \rightarrow \infty} \frac{2^{m} \mathcal{L}_{2,2^{m}, \gamma_{c}}\left(P_{2,2^{m}, \boldsymbol{\sigma}_{m, 2}}\right)}{\sqrt{\log 2^{m}}} \leq \frac{1}{\sqrt{24 \log 2}}=0.24518 \ldots
$$

and

$$
\limsup _{m \rightarrow \infty} \frac{2^{m} \mathcal{L}_{2,2^{m}, \boldsymbol{\gamma}_{c}}\left(P_{3,2^{m}, \boldsymbol{\sigma}_{m, 3}}\right)}{\log 2^{m}} \leq \frac{1}{\sqrt{192} \log 2}=0.10411 \ldots
$$

We remark that it might be possible to improve the constant in Corollary 1 by finding the best shift for each digital $(0, m, s)$-net over $\mathbb{Z}_{2}$.

Note that one can also obtain the constants for the weighted $\mathcal{L}_{2}$ discrepancy: the constant of a weighted lower bound can be obtained from the definition of weighted $\mathcal{L}_{2}$ discrepancy (1) and (5), and the constant for the upper bound can be obtained from Theorem 2.
3.3. An upper bound on the mean square weighted $\mathcal{L}_{2}$ discrepancy of randomized digital $(t, m, s)$-nets over $\mathbb{Z}_{2}$. In this subsection we derive an upper bound on the formula of Theorem 1 . We have

Theorem 3. Let $P_{2^{m}}$ be a digital $(t, m, s)$-net over $\mathbb{Z}_{2}$ with $t<m$. Let $\widetilde{P}_{2^{m}}$ be the point set obtained after applying an i.i.d. random digital shift of depth $m$ independently to each coordinate of each point of $P_{2^{m}}$. Then the mean square weighted $\mathcal{L}_{2}$ discrepancy of $\widetilde{P}_{2^{m}}$ is bounded as follows:

$$
\mathbb{E}\left[\mathcal{L}_{2,2^{m}, \gamma}^{2}\left(\widetilde{P}_{2^{m}}\right)\right] \leq \frac{1}{2^{2(m-t)}} \sum_{\substack{\mathfrak{u} \subseteq D \\ \mathfrak{u} \neq \emptyset}} \gamma_{\mathfrak{u}}(m-t)^{|\mathfrak{u}|-1}
$$

As for the exact value of the mean square weighted $\mathcal{L}_{2}$ discrepancy for $(0, m, s)$-nets with $s=2,3$, the generating matrices $C_{1}, \ldots, C_{s}$ do not appear in the upper bound, which now depends on the quality parameter $t$ only. For $t>0$ the exact value of $\mathcal{B}(\mathfrak{v})$ (see Theorem 1) depends on the generating matrices and therefore we prove a bound.

For fixed $s \geq 1$ there is a $t \geq 0$ such that for every $m>t$ there is a digital $(t, m, s)$-net over $\mathbb{Z}_{2}$ (see for example [19]). Thus Theorem 3 shows that the convergence order of the mean square weighted $\mathcal{L}_{2}$ discrepancy is best possible by the lower bound by Roth [27] (see (6)).

We need two lemmas for the proof of the above theorem.
Lemma 6. For $b>1$ and integers $k, t_{0}>0$, we have

$$
\sum_{t=t_{0}}^{\infty}\binom{t+k-1}{k-1} b^{-t} \leq b^{-t_{0}}\binom{t_{0}+k-1}{k-1}\left(1-\frac{1}{b}\right)^{-k}
$$

Proof. For completeness we give a short proof of the lemma which is taken from Matoušek [16]. By the binomial theorem we have

$$
\sum_{t=t_{0}}^{\infty}\binom{t-t_{0}+k-1}{k-1} b^{-t}=b^{-t_{0}}\left(1-\frac{1}{b}\right)^{-k}
$$

Now use the inequality

$$
\begin{aligned}
\binom{t+k-1}{k-1} /\binom{t-t_{0}+k-1}{k-1} & =\frac{(t+k-1)(t+k-2) \cdots\left(t-t_{0}+k\right)}{t(t-1) \cdots\left(t-t_{0}+1\right)} \\
& \leq\binom{ t_{0}+k-1}{k-1}
\end{aligned}
$$

Lemma 7. Let $C_{1}, \ldots, C_{s}$ be the generating matrices of a digital $(t, m, s)$ net over $\mathbb{Z}_{2}$. Further define $\mathcal{B}$ as in Theorem 1 . Then for any $\mathfrak{v} \subseteq D$ we have

$$
\mathcal{B}(\mathfrak{v}) \leq \frac{2^{2 t}}{2^{2 m}}\left(\frac{8}{9}\right)^{|\mathfrak{v}|}\left(m-t+\frac{1}{8}\right)^{|\mathfrak{v}|-1}
$$

Proof. To simplify the notation we prove the result only for $\mathfrak{v}=\{1, \ldots, s\}$. The other cases follow by the same arguments. We have

$$
\mathcal{B}(\{1, \ldots, s\})=\frac{1}{6^{s}} \sum_{v_{1}, \ldots, v_{s}=0}^{m-1} \frac{1}{4^{v_{1}+\cdots+v_{s}}} \underbrace{\sum_{k_{1}=2^{v_{1}}}^{2^{v_{1}+1}-1} \cdots \sum_{k_{s}=2^{v_{s}}}^{2^{v_{s}+1}-1}}_{C_{1}^{T} \vec{k}_{1}+\cdots+C_{s}^{T} \vec{k}_{s}=\overrightarrow{0}} 1 .
$$

Now we write

$$
\begin{equation*}
\Sigma\left(v_{1}, \ldots, v_{s}\right):=\underbrace{\sum_{k_{1}=2^{v_{1}}}^{2^{v_{1}+1}-1} \cdots \sum_{k_{s}=2^{v_{s}}}^{2^{v_{s}+1}-1}}_{C_{1}^{T} \vec{k}_{1}+\cdots+C_{s}^{T} \vec{k}_{s}=\overrightarrow{0}} 1 . \tag{7}
\end{equation*}
$$

For $1 \leq j \leq s$ and $1 \leq i \leq m$ let $\vec{c}_{j, i}^{T}$ denote the $i$ th row vector of the matrix $C_{j}$.

For $2^{v_{j}} \leq k_{j} \leq 2^{v_{j}+1}-1$, the binary digit expansion of $k_{j}$ is of the form

$$
k_{j}=k_{j, 0}+k_{j, 1} 2+\cdots+k_{j, v_{j}-1} 2^{v_{j}-1}+2^{v_{j}} .
$$

Hence the condition in our sum (7) can be written as

$$
\begin{align*}
& \quad \vec{c}_{1,1} k_{1,0}+\cdots+\vec{c}_{1, v_{1}} k_{1, v_{1}-1}+\vec{c}_{1, v_{1}+1}  \tag{8}\\
& +\vec{c}_{2,1} k_{2,0}+\cdots+\vec{c}_{2, v_{2}} k_{2, v_{2}-1}+\vec{c}_{2, v_{2}+1} \\
& \quad \vdots \\
& +\vec{c}_{s, 1} k_{s, 0}+\cdots+\vec{c}_{s, v_{s}} k_{s, v_{s}-1}+\vec{c}_{s, v_{s}+1}=\overrightarrow{0}
\end{align*}
$$

Since by the digital $(t, m, s)$-net property (see Definition 2 ) the vectors

$$
\vec{c}_{1,1}, \ldots, \vec{c}_{1, v_{1}+1}, \ldots, \vec{c}_{s, 1}, \ldots, \vec{c}_{s, v_{s}+1}
$$

are linearly independent as long as $\left(v_{1}+1\right)+\cdots+\left(v_{s}+1\right) \leq m-t$, we must have

$$
\begin{equation*}
v_{1}+\cdots+v_{s} \geq m-t-s+1 \tag{9}
\end{equation*}
$$

Let now $A$ denote the $m \times\left(v_{1}+\cdots+v_{s}\right)$ matrix with column vectors $\vec{c}_{1,1}, \ldots, \vec{c}_{1, v_{1}}, \ldots, \vec{c}_{s, 1}, \ldots, \vec{c}_{s, v_{s}}$, i.e.,

$$
A:=\left(\vec{c}_{1,1}, \ldots, \vec{c}_{1, v_{1}}, \ldots, \vec{c}_{s, 1}, \ldots, \vec{c}_{s, v_{s}}\right)
$$

Further let

$$
\begin{aligned}
& \vec{f}:=\vec{c}_{1, v_{1}+1} \oplus \cdots \oplus \vec{c}_{s, v_{s}+1} \in \mathbb{Z}_{2}^{m} \\
& \vec{k}:=\left(k_{1,0}, \ldots, k_{1, v_{1}-1}, \ldots, k_{s, 0}, \ldots, k_{s, v_{s}-1}\right)^{T} \in \mathbb{Z}_{2}^{v_{1}+\cdots+v_{s}}
\end{aligned}
$$

Then the linear system (8) can be written as

$$
\begin{equation*}
A \vec{k}=\vec{f} \tag{10}
\end{equation*}
$$

and hence

$$
\Sigma\left(v_{1}, \ldots, v_{s}\right)=\sum_{\substack{\vec{k} \in \mathbb{Z}_{2}^{v_{1}+\cdots+v_{s}} \\ A \vec{k}=\vec{f}}} 1=\#\left\{\vec{k} \in \mathbb{Z}_{2}^{v_{1}+\cdots+v_{s}}: A \vec{k}=\vec{f}\right\}
$$

By the definition of the matrix $A$ and since $C_{1}, \ldots, C_{s}$ are the generating matrices of a digital $(t, m, s)$-net over $\mathbb{Z}_{2}$ we have

$$
\begin{aligned}
& \operatorname{rank}(A)=v_{1}+\cdots+v_{s} \quad \text { if } v_{1}+\cdots+v_{s} \leq m-t, \quad \text { and } \\
& \operatorname{rank}(A) \geq m-t \quad \text { else. }
\end{aligned}
$$

Let $L$ denote the linear space of solutions of the homogeneous system $A \vec{k}=\overrightarrow{0}$ and let $\operatorname{dim}(L)$ denote the dimension of $L$. Then

$$
\begin{aligned}
& \operatorname{dim}(L)=0 \quad \text { if } v_{1}+\cdots+v_{s} \leq m-t, \quad \text { and } \\
& \operatorname{dim}(L) \leq v_{1}+\cdots+v_{s}-m+t \quad \text { else. }
\end{aligned}
$$

Hence if $v_{1}+\cdots+v_{s} \leq m-t$ we find that the system (10) has at most one solution and if $v_{1}+\cdots+v_{s}>m-t$ the system (10) has at most $2^{v_{1}+\cdots+v_{s}-m+t}$ solutions, i.e.,

$$
\Sigma\left(v_{1}, \ldots, v_{s}\right) \leq \begin{cases}1 & \text { if } v_{1}+\cdots+v_{s} \leq m-t \\ 2^{v_{1}+\cdots+v_{s}-m+t} & \text { if } v_{1}+\cdots+v_{s}>m-t\end{cases}
$$

Together with condition (9) we obtain

$$
\begin{align*}
\mathcal{B}(\{1, \ldots, s\}) \leq & \frac{1}{6^{s}} \sum_{\substack{v_{1}, \ldots, v_{s}=0 \\
m-t-s+1 \leq v_{1}+\cdots+v_{s} \leq m-t}}^{m-1} \frac{1}{4^{v_{1}+\cdots+v_{s}}}  \tag{11}\\
& +\frac{1}{6^{s}} \sum_{\substack{v_{1}, \ldots, v_{s}=0 \\
v_{1}+\cdots+v_{s}>m-t}}^{m-1} \frac{1}{4^{v_{1}+\cdots+v_{s}}} 2^{v_{1}+\cdots+v_{s}-m+t}
\end{align*}
$$

$$
=: \Sigma_{1}+\Sigma_{2}
$$

Now we have to estimate the sums $\Sigma_{1}$ and $\Sigma_{2}$. First we have

$$
\Sigma_{2}=\frac{1}{6^{s}} \frac{2^{t}}{2^{m}} \sum_{l=m-t+1}^{s(m-1)} \frac{1}{2^{l}} \sum_{\substack{v_{1}, \ldots, v_{s}=0 \\ v_{1}+\cdots+v_{s}=l}}^{m-1} 1 \leq \frac{1}{6^{s}} \frac{2^{t}}{2^{m}} \sum_{l=m-t+1}^{\infty}\binom{l+s-1}{s-1} \frac{1}{2^{l}}
$$

where we used the fact that for fixed $l$ the number of non-negative integer solutions of $v_{1}+\cdots+v_{s}=l$ is $\binom{l+s-1}{s-1}$. Now we apply Lemma 6 to obtain

$$
\begin{equation*}
\Sigma_{2} \leq \frac{1}{6^{s}} \frac{2^{t}}{2^{m}} \frac{1}{2^{m-t+1}}\binom{m-t+s}{s-1} 2^{s}=\frac{1}{3^{s}} \frac{4^{t}}{4^{m}} \frac{1}{2}\binom{m-t+s}{s-1} \tag{12}
\end{equation*}
$$

Finally, since

$$
\binom{m-t+s}{s-1}=\frac{(m-t+2)(m-t+3) \cdots(m-t+s)}{1 \cdot 2 \cdots(s-1)} \leq(m-t+2)^{s-1}
$$

we obtain

$$
\Sigma_{2} \leq \frac{1}{3^{s}} \frac{4^{t}}{4^{m}} \frac{1}{2}(m-t+2)^{s-1}
$$

Now we estimate $\Sigma_{1}$. If $m-t \geq s-1$ we proceed similarly to the above to obtain

$$
\begin{align*}
\Sigma_{1} & =\frac{1}{6^{s}} \sum_{l=m-t-s+1}^{m-t}\binom{l+s-1}{s-1} \frac{1}{4^{l}} \leq \frac{1}{6^{s}} \frac{1}{4^{m-t-s+1}}\binom{m-t}{s-1}\left(\frac{3}{4}\right)^{-s}  \tag{13}\\
& \leq \frac{8^{s}}{9^{s}} \frac{4^{t}}{4^{m}} \frac{1}{4} \frac{(m-t)^{s-1}}{(s-1)!}
\end{align*}
$$

For this case we obtain

$$
\begin{aligned}
\mathcal{B}(\{1, \ldots, s\}) & \leq \frac{8^{s}}{9^{s}} \frac{4^{t}}{4^{m}} \frac{1}{4} \frac{(m-t)^{s-1}}{(s-1)!}+\frac{1}{3^{s}} \frac{4^{t}}{4^{m}} \frac{1}{2}(m-t+2)^{s-1} \\
& \leq \frac{8^{s}}{9^{s}} \frac{4^{t}}{4^{m}}\left(\frac{1}{4} \frac{(m-t)^{s-1}}{(s-1)!}+\frac{3}{8} \frac{1}{2}\left(\frac{3}{8}(m-t)+\frac{6}{8}\right)^{s-1}\right)
\end{aligned}
$$

As $\frac{3}{8}(m-t)+\frac{6}{8} \leq m-t+\frac{1}{8}$ provided that $m-t>0$ we have

$$
\mathcal{B}(\{1, \ldots, s\}) \leq \frac{4^{t}}{4^{m}}\left(\frac{8}{9}\right)^{s}\left(m-t+\frac{1}{8}\right)^{s-1}
$$

which is the desired bound.
Now we consider the case where $m-t<s-1$. We have

$$
\begin{align*}
\Sigma_{1} & =\frac{1}{6^{s}} \sum_{l=0}^{m-t}\binom{l+s-1}{s-1} \frac{1}{4^{l}} \leq \frac{1}{6^{s}} \sum_{l=0}^{\infty}\binom{l+s-1}{s-1} \frac{1}{4^{l}}  \tag{14}\\
& =\left(\frac{2}{9}\right)^{s} \leq \frac{1}{16} \frac{8^{s}}{9^{s}} \frac{4^{t}}{4^{m}}
\end{align*}
$$

Thus we obtain

$$
\begin{aligned}
\mathcal{B}(\{1, \ldots, s\}) & \leq \frac{1}{16} \frac{8^{s}}{9^{s}} \frac{4^{t}}{4^{m}}+\frac{1}{3^{s}} \frac{4^{t}}{4^{m}} \frac{1}{2}(m-t+2)^{s-1} \\
& \leq \frac{8^{s}}{9^{s}} \frac{4^{t}}{4^{m}}\left(\frac{1}{16}+\frac{3}{8} \frac{1}{2}\left(\frac{3}{8}(m-t)+\frac{6}{8}\right)^{s-1}\right)
\end{aligned}
$$

The result now follows by using the same arguments as above.
We are now ready to prove Theorem 3.
Proof of Theorem 3. We use the formula of Theorem 1 together with Lemma 7 to obtain

$$
\begin{aligned}
\mathbb{E}\left[\mathcal{L}_{2,2^{m}, \gamma}^{2}\left(\widetilde{P}_{2^{m}}\right)\right] \leq & \sum_{\substack{\mathfrak{u} \subseteq D \\
\mathfrak{u} \neq \emptyset}} \gamma_{\mathfrak{u}}\left[\frac{1}{2^{m+|\mathfrak{u}|}}\left(1-\left(1-\frac{1}{3 \cdot 2^{m}}\right)^{|\mathfrak{u}|}\right)\right. \\
& \left.+\frac{1}{3^{|\mathfrak{u}|}} \frac{2^{2 t}}{2^{2 m}} \sum_{\substack{\mathfrak{v} \subseteq \mathfrak{u} \\
\mathfrak{v} \neq \emptyset}}\left(\frac{4}{3}\right)^{|\mathfrak{v}|}\left(m-t+\frac{1}{8}\right)^{|\mathfrak{v}|-1}\right]
\end{aligned}
$$

We have

$$
\begin{aligned}
\frac{1}{3^{|\mathfrak{u}|}} \sum_{\substack{\mathfrak{v} \subseteq \mathfrak{u} \\
\mathfrak{v} \neq \emptyset}}\left(\frac{4}{3}\right)^{|\mathfrak{v}|}\left(m-t+\frac{1}{8}\right)^{|\mathfrak{v}|-1} & \leq(m-t)^{-1}\left(\frac{1}{3}+\frac{4}{9}\left(m-t+\frac{1}{8}\right)\right)^{|\mathfrak{u}|} \\
& \leq\left(\frac{5}{6}\right)^{|\mathfrak{u}|}(m-t)^{|\mathfrak{u}|-1}
\end{aligned}
$$

provided that $m-t>0$. Since for $x<y$ we have $y^{s}-x^{s}=s \zeta^{s-1}(y-x)$ for a $x<\zeta<y$, we have

$$
1-\left(1-\frac{1}{3 \cdot 2^{m}}\right)^{|\mathfrak{u}|} \leq \frac{|\mathfrak{u}|}{3 \cdot 2^{m}}
$$

As $|\mathfrak{u}| / 2^{|\mathfrak{u}|} \leq 1 / 2$ for $|\mathfrak{u}| \geq 1$, we obtain

$$
\begin{gather*}
\frac{1}{2^{m+|\mathfrak{u}|}}\left(1-\left(1-\frac{1}{3 \cdot 2^{m}}\right)^{|\mathfrak{u}|}\right)+\frac{1}{3^{|\mathfrak{u}|}} \frac{2^{2 t}}{2^{2 m}} \sum_{\substack{\mathfrak{v} \subseteq \mathfrak{u} \\
\mathfrak{v} \neq \emptyset}}\left(\frac{4}{3}\right)^{|\mathfrak{v}|}\left(m-t+\frac{1}{8}\right)^{|\mathfrak{v}|-1}  \tag{15}\\
\leq \frac{1}{2^{2 m}}\left[\frac{1}{6}+2^{2 t}\left(\frac{5}{6}\right)^{|\mathfrak{u}|}(m-t)^{|\mathfrak{u}|-1}\right] \leq \frac{1}{2^{2(m-t)}}(m-t)^{|\mathfrak{u}|-1}
\end{gather*}
$$

and the result follows.
In the following corollary we refine the bound of Theorem 3 by including the $t$-values of the lower dimensional projections. Observe that it follows easily from Definition 2 that any projection of a digital $(t, m, s)$-net on the coordinates of $\emptyset \neq \mathfrak{u} \subseteq D$ is again a digital $\left(t_{\mathfrak{u}}, m,|\mathfrak{u}|\right)$-net with some $t_{\mathfrak{u}} \leq t$.

In the following we write "digital $\left(\left(t_{\mathfrak{u}}\right), m, s\right)$-net" for a digital $(t, m, s)$ net where the projections on $\emptyset \neq \mathfrak{u} \subseteq D$ have quality parameter $t_{\mathfrak{u}}$. The subsequent corollary can be obtained by using (15).

Corollary 2. Let $P_{2^{m}}$ be a digital $\left(\left(t_{u}\right), m, s\right)$-net over $\mathbb{Z}_{2}$ with

$$
\max _{\emptyset \neq \mathfrak{u} \subseteq D} t_{\mathfrak{u}}<m .
$$

Let $\widetilde{P}_{2^{m}}$ be the point set obtained after applying an i.i.d. random digital shift of depth $m$ independently to each coordinate of each point of $P_{2^{m}}$. Then the mean square weighted $\mathcal{L}_{2}$ discrepancy of $\widetilde{P}_{2^{m}}$ is bounded as follows:

$$
\mathbb{E}\left[\mathcal{L}_{2,2^{m}, \gamma}^{2}\left(\widetilde{P}_{2^{m}}\right)\right] \leq \frac{1}{2^{2 m}} \sum_{\substack{\mathfrak{u} \subseteq D \\ \mathfrak{u} \neq \emptyset}} \gamma_{\mathfrak{u}} 2^{2 t_{\mathfrak{u}}}\left(m-t_{\mathfrak{u}}\right)^{|\mathfrak{u}|-1}
$$

4. Asymptotics. In this section we investigate the asymptotic behaviour of the $\mathcal{L}_{2}$ discrepancy. We consider the classical $\mathcal{L}_{2}$ discrepancy, that is, $\gamma_{D}=1$ and $\gamma_{\mathfrak{u}}=0$ for $\mathfrak{u} \subset D$. As before we denote these weights with $\gamma_{c}$. (We remark that the results in this section, except Subsection 4.2, can be generalized to arbitrary weights.)

Let $\log _{2}$ denote the logarithm to base 2. By an extension of the result of Roth [27] to dimension $s$ we find that for any set $P_{N}$ of $N$ points in the $s$-dimensional unit cube,

$$
\mathcal{L}_{2, N, \gamma_{c}}\left(P_{N}\right) \geq \frac{1}{N} \sqrt{\binom{\left\lfloor\log _{2} N\right\rfloor+s+1}{s-1}} \frac{1}{2^{2 s+4}}
$$

For sets of $N=2^{m}$ points the result can be slightly improved:

$$
\begin{equation*}
\mathcal{L}_{2,2^{m}, \gamma_{c}}\left(P_{2^{m}}\right) \geq \frac{1}{2^{m}} \sqrt{\binom{m+s+1}{s-1}} \frac{3}{2^{2 s+4}} . \tag{16}
\end{equation*}
$$

From

$$
\binom{m+s+1}{s-1} \geq \frac{m^{s-1}}{(s-1)!}
$$

and $m=\log N / \log 2$ it follows that

$$
\begin{equation*}
\mathcal{L}_{2,2^{m}, \gamma_{c}}\left(P_{2^{m}}\right) \geq \frac{(\log N)^{(s-1) / 2}}{N} \frac{3}{2^{2 s+4}(\log 2)^{(s-1) / 2} \sqrt{(s-1)!}} \tag{17}
\end{equation*}
$$

In the following subsection we consider the asymptotic behaviour of the classical $\mathcal{L}_{2}$ discrepancy of certain shifted $(t, m, s)$-nets. In Subsection 4.2 we consider shifted Niederreiter-Xing nets and show that Roth's lower bound is essentially best possible in $N$ and $s$.
4.1. Asymptotics of the classical $\mathcal{L}_{2}$ discrepancy of shifted digital $(t, m, s)$ nets over $\mathbb{Z}_{2}$. In the following, for $s \in \mathbb{N}$ and $m \in \mathbb{N}$ the set $P_{t, s, 2^{m}, \boldsymbol{\sigma}_{m, s}}$ is a digital $(t, m, s)$-net over $\mathbb{Z}_{2}$ shifted by the digital shift $\boldsymbol{\sigma}_{m, s}$ of depth $m$. We obtain

Theorem 4. Let $s>3,0 \leq t<m$ and $m-t \geq s$ be such that a digital $(t, m, s)$-net over $\mathbb{Z}_{2}$ exists. Then there exists a digital shift $\boldsymbol{\sigma}_{m, s}$ of depth $m$ such that for the shifted net $P_{t, s, 2^{m}, \sigma_{m, s}}$ we have

$$
\mathcal{L}_{2,2^{m}, \boldsymbol{\gamma}_{c}}\left(P_{t, s, 2^{m}, \boldsymbol{\sigma}_{m, s}}\right) \leq \frac{2^{t}}{2^{m}} \sqrt{\binom{m-t+s}{s-1}}\left(\frac{2}{3}\right)^{s}+\mathcal{O}\left(\frac{m^{(s-2) / 2}}{2^{m}}\right)
$$

Proof. From Theorem 1 we obtain

$$
\begin{align*}
& \mathbb{E}\left[\mathcal{L}_{2,2^{m}, \gamma_{c}}^{2}\left(\widetilde{P}_{2^{m}}\right)\right]  \tag{18}\\
& \quad=\frac{1}{2^{m+s}}\left(1-\left(1-\frac{1}{3 \cdot 2^{m}}\right)^{s}\right)+\frac{1}{3^{s}} \sum_{\substack{\mathfrak{v} \subseteq D \\
\mathfrak{v} \neq \emptyset}}\left(\frac{3}{2}\right)^{|\mathfrak{v}|} \mathcal{B}(\mathfrak{v})
\end{align*}
$$

Lemma 7 shows that, in order to find the constant of the leading term, we only need to consider $\mathcal{B}(\{1, \ldots, s\})$. From (11)-(13) we obtain

$$
\mathcal{B}(\{1, \ldots, s\}) \leq \frac{2^{2 t}}{2^{2 m}}\left(\frac{1}{2} \frac{1}{3^{s}}\binom{m-t+s}{s-1}+\frac{1}{4} \frac{8^{s}}{9^{s}}\binom{m-t}{s-1}\right)
$$

As the bound in Theorem 1 was obtained by averaging over all shifts it follows that there exists a shift which yields an $\mathcal{L}_{2}$ discrepancy smaller than or equal to this bound. The result follows.

Observe that for large $m$, apart from the $t$, the bound in Theorem 4 is similar to (16). We now consider $(t, s)$-sequences. A $(t, s)$-sequence in base 2 is a sequence of points $\left(\boldsymbol{x}_{n}\right)_{n \geq 0}$ such that for all $m>t$ and $l \geq 0$ the set $\left\{\boldsymbol{x}_{n}: l 2^{m} \leq n<(l+1) 2^{m}\right\}$ is a $(t, m, s)$-net in base 2. A digital $(t, s)$-sequence over $\mathbb{Z}_{2}$ is obtained by using $\infty \times \infty$ generating matrices $C_{1}, \ldots, C_{s}$ over $\mathbb{Z}_{2}$.

From [21] it follows that for every dimension $s$ there exists a digital $(t, s)$ sequence over $\mathbb{Z}_{2}$ such that $t \leq 5 s$. Thus for all $s \geq 1$ and $m>5 s$ there is a digital $(5 s, m, s)$-net over $\mathbb{Z}_{2}$. (Note that if there is a digital $(t, m, s)$-net then also a digital $(t+1, m, s)$-net exists.) Let $P_{s, 5 s, 2^{m}, \boldsymbol{\sigma}_{m, s}}$ denote a digital $(5 s, m, s)$-net over $\mathbb{Z}_{2}$ shifted by the digital shift $\boldsymbol{\sigma}_{m, s}$ of depth $m$. We are interested in the asymptotic behaviour of the $\mathcal{L}_{2}$ discrepancy. For $m$ much larger than $s$ and $t=5 s$, we have

$$
\binom{m-t+s}{s-1} \leq\binom{ m}{s-1} \leq \frac{m^{s-1}}{(s-1)!}
$$

Further, if $N=2^{m}$, then $m=\log N / \log 2$. The following corollary now follows from Theorem 4.

Corollary 3. For every $s \geq 1$ and $m \geq 5 s$ there exists a shifted digital $(5 s, m, s)$-net $P_{5 s, s, 2^{m}, \boldsymbol{\sigma}_{m, s}}$ over $\mathbb{Z}_{2}$ shifted by the digital shift $\boldsymbol{\sigma}_{m, s}$ of depth $m$ such that

$$
\begin{aligned}
& \mathcal{L}_{2,2^{m}, \gamma_{c}}\left(P_{5 s, s, 2^{m}, \boldsymbol{\sigma}_{m, s}}\right) \\
& \quad \leq \frac{(\log N)^{(s-1) / 2}}{N} \frac{22^{s}}{(\log 2)^{(s-1) / 2} \sqrt{(s-1)!}}+\mathcal{O}\left(\frac{(\log N)^{(s-2) / 2}}{N}\right)
\end{aligned}
$$

where $N=2^{m}$.
We note that the convergence of $\mathcal{O}\left((\log N)^{(s-1) / 2} N^{-1}\right)$ is best possible ( $\operatorname{see}(17)$ ).

In the remaining part of this subsection we discuss the constant depending on $s$. Note that

$$
C(s):=\frac{22^{s}}{(\log 2)^{(s-1) / 2} \sqrt{(s-1)!}}
$$

tends to zero faster than exponentially. The best constant of the leading term of an upper bound known to the authors was derived by Hickernell [9]. He showed that for scrambled $(0, m, s)$-nets in base $b \geq s-1$, where $b$ is a prime power, the constant of the leading term is
$A(s)=\frac{\left(s-s^{-1}\right)^{(s-1) / 2}}{6^{s / 2} \sqrt{(s-1)!}(\log s)^{(s-1) / 2}} \approx\left(\frac{e^{s}}{\sqrt{6 \pi s} 6^{s}(\log s)^{s-1}}\right)^{1 / 2} \quad$ as $s \rightarrow \infty$.
The right hand side is obtained by Stirling's formula. It can easily be checked that $C(s)$ tends to zero much faster than $A(s)$. Thus our result improves Hickernell's considerably.

Compared to (17) our constant $C(s)$ is not quite as good. It is known that for digital $(t, s)$-sequences over $\mathbb{Z}_{2}$ we always have

$$
t>s \log _{2} \frac{3}{2}-4 \log _{2}(s-2)-23 \quad \text { for all } s \geq 3
$$

by a result of Schmid [28]. Hence for digital $(t, m, s)$-nets obtained from digital $(t, s)$-sequences Theorem 4 cannot yield a constant of the form $a^{-s / 2}((s-1)!)^{-1 / 2}$ for some $a>1$. On the other hand, for special choices of $m$ and $s$ the $t$-value of a digital $(t, m, s)$-net may be considerably lower than the $t$-value of the best $(t, s)$-sequence. This will be investigated in the next subsection.
4.2. On the $\mathcal{L}_{2}$ discrepancy of shifted Niederreiter-Xing nets. In this subsection we derive an upper bound on the classical $\mathcal{L}_{2}$ discrepancy of shifted Niederreiter-Xing nets (see [20]; see also [31] for a recent survey article). This enables us to show that (16) is essentially best possible.

Niederreiter and Xing [20, Corollary 3] showed that for every integer $d \geq 2$ there exists a sequence of digital $\left(t_{k}, t_{k}+d, s_{k}\right)$-nets over $\mathbb{Z}_{2}$ with $s_{k} \rightarrow \infty$ as $k \rightarrow \infty$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{t_{k}}{\log _{2} s_{k}}=\left\lfloor\frac{d}{2}\right\rfloor \tag{19}
\end{equation*}
$$

and that this is best possible. (We remark that the sequence of digital nets from the result of Niederreiter and Xing can be constructed explicitly.) Therefore for any $d \geq 1$ there exists a sequence of digital $\left(t_{k}, t_{k}+d, s_{k}\right)$-nets over $\mathbb{Z}_{2}$ and a $k_{d}$ such that

$$
\begin{equation*}
\left\lceil\frac{t_{k}}{\log _{2} s_{k}}\right\rceil=d \quad \text { and } \quad s_{k} \geq 2 d+2 \quad \text { for all } k \geq k_{d} \tag{20}
\end{equation*}
$$

(Note that if a digital $\left(t_{k}, t_{k}+d, s_{k}\right)$-net exists, then there also exists a digital $\left(t_{k}+1, t_{k}+d+1, s_{k}\right)$-net. Further, for $d=1$ there exists a digital $(t, t+1, s)$-net for all $t, s \geq 1$.) For a set $P$ of $2^{m}$ points in $[0,1)^{s}$ let

$$
\begin{equation*}
\mathcal{D}_{m, s}(P):=\frac{2^{m} \mathcal{L}_{2,2^{m}, \gamma_{c}}(P)}{\sqrt{\binom{m+s+1}{s-1}}} \tag{21}
\end{equation*}
$$

The bound in Theorem 3 was obtained by averaging over all shifts. Hence for any digital $(t, m, s)$-net there is always a shift $\boldsymbol{\sigma}^{*}$ which yields an $\mathcal{L}_{2}$ discrepancy smaller than or equal to this bound. Let $P_{k}(d)$ denote a shifted digital $\left(t_{k}, t_{k}+d, s_{k}\right)$-net over $\mathbb{Z}_{2}$ satisfying (20), which is shifted by such a shift $\boldsymbol{\sigma}^{*}$. We prove an upper bound on $\mathcal{D}_{t_{k}+d, s_{k}}\left(P_{k}(d)\right)$ for fixed $d$.

In the following let $k \geq k_{d}$. Let $\mathfrak{v} \subseteq\left\{1, \ldots, s_{k}\right\}$ and $l:=|\mathfrak{v}|$. First we consider the case where $l \geq d+2$. Note that $m-t=d$ for the nets considered here. Then (12) and (14) yield

$$
\mathcal{B}(\mathfrak{v}) \leq \frac{1}{3^{l}} \frac{1}{4^{d}} \frac{1}{2}\binom{d+l}{d+1}+\frac{2^{l}}{9^{l}}
$$

For $0<l \leq d+1$ we deduce from (12) and (13) that

$$
\mathcal{B}(\mathfrak{v}) \leq \frac{1}{3^{l}} \frac{1}{4^{d}} \frac{1}{2}\binom{d+l}{d+1}+\frac{8^{l}}{9^{l}} \frac{1}{4^{d}} \frac{1}{4}\binom{d}{l-1}
$$

Therefore

$$
\begin{aligned}
\frac{1}{3^{s_{k}}} \sum_{\substack{\mathfrak{v} \subseteq D \\
\mathfrak{v} \neq \emptyset}}\left(\frac{3}{2}\right)^{|\mathfrak{v}|} \mathcal{B}(\mathfrak{v}) \leq & \frac{1}{3^{s_{k}}} \sum_{l=1}^{d+1}\left(\frac{3}{2}\right)^{l}\binom{s_{k}}{l}\left(\frac{1}{3^{l}} \frac{1}{4^{d}} \frac{1}{2}\binom{d+l}{d+1}+\frac{8^{l}}{9^{l}} \frac{1}{4^{d}} \frac{1}{4}\binom{d}{l-1}\right) \\
& +\frac{1}{3^{s_{k}}} \sum_{l=d+2}^{s_{k}}\left(\frac{3}{2}\right)^{l}\binom{s_{k}}{l}\left(\frac{1}{3^{l}} \frac{1}{4^{d}} \frac{1}{2}\binom{d+l}{d+1}+\frac{2^{l}}{9^{l}}\right)
\end{aligned}
$$

Now we have

$$
\begin{aligned}
\frac{1}{3^{s_{k}}} \sum_{l=1}^{s_{k}}\left(\frac{3}{2}\right)^{l}\binom{s_{k}}{l} \frac{1}{3^{l}} \frac{1}{4^{d}} \frac{1}{2}\binom{d+l}{d+1} & \leq \frac{1}{2} \frac{1}{3^{s_{k}}} \frac{1}{4^{d}}\binom{d+s_{k}}{d+1} \sum_{l=0}^{s_{k}} \frac{1}{2^{l}}\binom{s_{k}}{l} \\
& =\frac{1}{2} \frac{1}{2^{s_{k}}} \frac{1}{4^{d}}\binom{d+s_{k}}{s_{k}-1}
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{1}{3^{s_{k}}} \sum_{l=1}^{d+1}\left(\frac{3}{2}\right)^{l} & \binom{s_{k}}{l} \frac{8^{l}}{9^{l}} \frac{1}{4^{d}} \frac{1}{4}\binom{d}{l-1}+\frac{1}{3^{s_{k}}} \sum_{l=d+2}^{s_{k}}\left(\frac{3}{2}\right)^{l}\binom{s_{k}}{l} \frac{2^{l}}{9^{l}} \\
& =\frac{1}{3^{s_{k}}} \frac{1}{4^{d+1}} \sum_{l=1}^{d+1}\binom{s_{k}}{l}\left(\frac{4}{3}\right)^{l}\binom{d}{l-1}+\frac{1}{3^{s_{k}}} \sum_{l=d+2}^{s_{k}}\binom{s_{k}}{l} \frac{1}{3^{l}} \\
& \leq \frac{1}{3}\left(\frac{7}{12}\right)^{d} \frac{1}{3^{s_{k}}}\binom{s_{k}}{d+1}+\left(\frac{4}{9}\right)^{s_{k}}
\end{aligned}
$$

as $\max _{l=1, \ldots, d+1}\binom{s_{k}}{l}=\binom{s_{k}}{d+1}$ for $s_{k} \geq 2 d+2$. Thus we obtain

$$
\frac{1}{3^{s_{k}}} \sum_{\substack{\mathfrak{v} \subseteq D \\ \mathfrak{v} \neq \emptyset}}\left(\frac{3}{2}\right)^{|\mathfrak{v}|} \mathcal{B}(\mathfrak{v}) \leq \frac{1}{2} \frac{1}{2^{s_{k}}} \frac{1}{4^{d}}\binom{d+s_{k}}{s_{k}-1}+\frac{1}{3}\left(\frac{7}{12}\right)^{d} \frac{1}{3^{s_{k}}}\binom{s_{k}}{d+1}+\left(\frac{4}{9}\right)^{s_{k}}
$$

Further we have

$$
1-\left(1-\frac{1}{3 \cdot 2^{m}}\right)^{s} \leq \frac{s}{3 \cdot 2^{m}}
$$

Hence it follows from the definition of $P_{k}(d)$ and (18) that

$$
\begin{align*}
\mathcal{L}_{2,2^{t_{k}+d}, \gamma_{c}}^{2}\left(P_{k}(d)\right) \leq & \frac{1}{2} \frac{1}{2^{s_{k}}} \frac{1}{4^{d}}\binom{d+s_{k}}{s_{k}-1}+\frac{1}{3}\left(\frac{7}{12}\right)^{d} \frac{1}{3^{s_{k}}}\binom{s_{k}}{d+1}  \tag{22}\\
& +\left(\frac{4}{9}\right)^{s_{k}}+\frac{s_{k}}{3 \cdot 2^{2\left(t_{k}+d\right)+s_{k}}}
\end{align*}
$$

In order to get a bound on $\mathcal{D}_{t_{k}+d, s_{k}}^{2}\left(P_{k}(d)\right)$ we need to multiply the inequality above with $4^{t_{k}+d}\left[\binom{t_{k}+d+s_{k}+1}{s_{k}-1}\right]^{-1}$. For the first term in the bound of (22) we get

$$
\begin{aligned}
\frac{1}{2} \frac{1}{2^{s_{k}}} \frac{1}{4^{d}}\binom{d+s_{k}}{s_{k}-1} 4^{t_{k}+d} & {\left[\binom{t_{k}+d+s_{k}+1}{s_{k}-1}\right]^{-1} } \\
& =\frac{1}{2} \frac{1}{2^{s_{k}}} 4^{t_{k}} \frac{\left(d+s_{k}\right) \cdots(d+2)}{\left(t_{k}+d+s_{k}+1\right) \cdots\left(t_{k}+d+3\right)}
\end{aligned}
$$

Let $r \geq 1$ be an integer to be chosen later. From (19) it follows that for large
enough $k$ we have $r t_{k}<s_{k}$. Further, $t_{k}>0$. We get

$$
\begin{aligned}
\frac{\left(t_{k}+d+s_{k}+1\right) \cdots\left(t_{k}+d+3\right)}{\left(d+s_{k}\right) \cdots(d+2)} & =\left(1+\frac{t_{k}+1}{d+s_{k}}\right) \cdots\left(1+\frac{t_{k}+1}{d+2}\right) \\
& \geq \prod_{j=1}^{r}\left(1+\frac{t_{k}+1}{j t_{k}+d+1}\right)^{t_{k}}
\end{aligned}
$$

Now we have

$$
\prod_{j=1}^{r}\left(1+\frac{t_{k}+1}{j t_{k}+d+1}\right) \rightarrow \prod_{j=1}^{r}\left(1+\frac{1}{j}\right)=r+1 \quad \text { as } t_{k} \rightarrow \infty
$$

Therefore, for large enough $k$, we obtain

$$
r^{t_{k}} \leq \frac{\left(t_{k}+d+s_{k}+1\right) \cdots\left(t_{k}+d+3\right)}{\left(d+s_{k}\right) \cdots(d+2)}
$$

and

$$
\frac{1}{2} \frac{1}{2^{s_{k}}} \frac{1}{4^{d}}\binom{d+s_{k}}{s_{k}-1} 4^{t_{k}+d}\left[\binom{t_{k}+d+s_{k}+1}{s_{k}-1}\right]^{-1} \leq \frac{1}{2} \frac{1}{2^{s_{k}}}\left(\frac{4}{r}\right)^{t_{k}}
$$

for all $k \geq K_{1}(r, d)$, for some well chosen $K_{1}(r, d)$. Further one can show that the other terms on the right hand side of (22) decay faster than $2^{-s_{k}}(4 / r)^{t_{k}}$. From (20) it follows that $t_{k} \geq(d-1) \log _{2} s_{k}$ for all $k \geq K_{2}(d)$. Let $r=8$; then we have $(4 / r)^{t_{k}} \leq s_{k}^{1-d}$. Therefore there exists a $K_{d}$ such that for all $k \geq K_{d}$ we have

$$
\mathcal{D}_{t_{k}+d, s_{k}}^{2}\left(P_{k}(d)\right) \leq \frac{1}{2^{s_{k}}} \frac{1}{s_{k}^{d-1}}
$$

We summarize the result in the following theorem.
Theorem 5. For any $d \geq 1$ there exists an integer $K_{d}>0$ and a sequence of shifted digital $\left(t_{k}, t_{k}+d, s_{k}\right)$-nets $\left(P_{k}(d)\right)_{k \geq 1}$ over $\mathbb{Z}_{2}$ with $s_{k} \rightarrow \infty$ as $k \rightarrow \infty$ and

$$
\left\lceil\frac{t_{k}}{\log _{2} s_{k}}\right\rceil=d \quad \text { for all } k \geq K_{d}
$$

such that for all $k \geq K_{d}$ we have

$$
\mathcal{L}_{2,2^{t_{k}+d}, \gamma_{c}}\left(P_{k}(d)\right) \leq \frac{1}{2^{t_{k}+d}} \frac{1}{2^{s_{k} / 2}} \frac{1}{s_{k}^{(d-1) / 2}} \sqrt{\binom{t_{k}+d+s_{k}+1}{s_{k}-1}}
$$

We use (21) again. Then by using (16) and the result above we conclude that for any $d>0$ and for all $k \geq K_{d}$ we have

$$
\begin{equation*}
\frac{3}{16} \frac{1}{2^{2 s_{k}}} \leq \mathcal{D}_{t_{k}+d, s_{k}}\left(P_{k}(d)\right) \leq \frac{1}{2^{s_{k} / 2}} \frac{1}{s_{k}^{(d-1) / 2}} \tag{23}
\end{equation*}
$$

This shows that Roth's lower bound is also in $s$ of the best possible form. The small remaining gap in the constant is not surprising as the result
in Theorem 5 was obtained by averaging over well distributed point sets. Some attempts have been made to improve the lower bound of Roth, but no considerable progress has been achieved (see [17]). For small point sets there exist other lower bounds which yield numerically better results than the bound of Roth, but do not show a higher convergence rate (see [17]).

We note that the results in this section are, apart from the digital shift, constructive as they are based on Niederreiter-Xing constructions of digital nets and sequences. It would also be desirable to have fully deterministic point sets with a small $\mathcal{L}_{2}$ discrepancy (like the constructions in [2]). In our context this amounts to finding an appropriate digital shift for a given digital $(t, m, s)$-net. This work remains to be done.
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