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On arithmetic in Mordell–Weil groups

by

Grzegorz Banaszak (Poznań) and Piotr Krasoń (Szczecin)

1. Introduction. The main objective of the paper is to investigate
linear dependence of points in the Mordell–Weil groups of abelian varieties
via reduction maps and the height function. Let A/F be an abelian variety
over a number field F. Let v be a prime ideal in OF with residue field kv. Let
A be the Néron model of A (cf. [BLR]). The Néron model has the property
that A(OF ) = A(F ). For a prime v of good reduction (cf. [ST], [La, pp. 43–
48]) this gives the reduction map rv : A(F )→ Av(kv). In Section 5 we prove
the following theorem.

Theorem 1.1. Let F ′/F be a finite extension such that A is isoge-
nous over F ′ to Ae11 × · · · × A

et
t with Ai/F

′ simple, pairwise nonisogenous
abelian varieties. Assume that dimEndF ′ (Ai)

0 H1(Ai(C); Q) ≥ ei for each
1 ≤ i ≤ t, where EndF ′(Ai)0 := EndF ′(Ai) ⊗ Q. Let P ∈ A(F ) and let
Λ be a subgroup of A(F ). If rv(P ) ∈ rv(Λ) for almost all primes v of OF
then P ∈ Λ + A(F )tor. Moreover, if A(F )tor ⊂ Λ, then the following condi-
tions are equivalent:

(1) P ∈ Λ,
(2) rv(P ) ∈ rv(Λ) for almost all primes v of OF .

In Section 5 (Proposition 5.6) we show that the assumption in Theo-
rem 1.1 concerning the upper bound of the number of simple factors is crucial
by giving explicit counterexamples to the detecting linear dependence prob-
lem. Our counterexamples involve the abelian surfaces Ad := Ed×Ed = E2

d
where Ed is the elliptic curve y2 = x3−d2x with CM by Z[i] such that Ed(Q)
has rank at least 2. Note that dimQ(i)H1(Ed(C); Q) = 1. Hence Ad does not
satisfy the assumption of Theorem 1.1 and is just beyond our upper bound.

It has been understood for many years and presented in numerous papers
(e.g. [Ri]) that many arithmetic problems for Gm/F and methods of treating
them are very similar to those for A/F. This similarity has also been shown
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in [BGK1] and [BGK2]. Theorem 1.1 is an analogue for abelian varieties
of a theorem of A. Schinzel [Sch, Theorem 2, p. 398], who proved that for
any γ1, . . . , γr ∈ F× and β ∈ F× such that β =

∏r
i=1 γ

nv,i
i mod v for some

nv,1, . . . , nv,r ∈ Z and almost all primes v ofOF there are n1, . . . , nr ∈ Z such
that β =

∏r
i=1 γ

ni
i . The theorem of A. Schinzel was reproved by Ch. Khare

[Kh] by means of methods of C. Corralez-Rodrigáñez and R. Schoof [C-RS].
A. Schinzel’s result concerns the algebraic group Gm/F and as shown in
[Sch, p. 419] it does not extend to T = Gm/F × Gm/F and therefore
does not extend to algebraic tori and more generally to semiabelian va-
rieties.

In Section 5 we observe that our methods of the proof of Theorem 1.1
can be used to reprove Schinzel’s result. In 2002 W. Gajda posed a problem
which basically asks whether the analogue of the theorem of Schinzel holds
for abelian varieties. In the case of Λ cyclic and A an abelian group scheme
this problem was independently posed by E. Kowalski [Ko]. The problem is
also called the detecting linear dependence problem. Our Theorem 1.1 gives
the solution to the problem modulo torsion and strengthens the results of
[B], [BGK2], [GG] and [We]. Namely, T. Weston [We] obtained the result
stated in Theorem 1.1 for EndF (A) commutative. In [BGK2], together with
W. Gajda, we proved Theorem 1.1 for elliptic curves without CM and more
generally, for a class of abelian varieties with EndF (A) = Z, without torsion
ambiguity. Moreover we showed [BGK2, Theorem 2.9] that for any abelian
variety, any free EndF (A)-module Λ ⊂ A(F ) and any P ∈ A(F ) such that
EndF (A)P is a free EndF (A)-module condition (2) of Theorem 1.1 implies
that there is an a ∈ N such that aP ∈ Λ. W. Gajda and K. Górnisiewicz
[GG, Theorem 5.1] showed that the coefficient a in [BGK2, Theorem 2.9]
may be taken to be equal to 1. A very short proof of [GG, Theorem 5.1] was
also given in [B, Prop. 2.8]. The main result of [B] states that the problem
asked by W. Gajda has an affirmative solution for all abelian varieties but
under the assumption that EndF (A)P is a free EndF (A)-module and Λ is
a free Z-module which has a Z-basis linearly independent over EndF (A).
A. Perucca [Pe2], using methods of [B], [GG] and [Kh], has generalized the
results of [B] and [GG] to the case of a product of an abelian variety and
a torus and removed the assumption in [B] and [GG] that EndF (A)P is a
free EndF (A)-module. Recently P. Jossen [Jo] has given a positive solution
to the detecting linear dependence problem for simple abelian varieties. His
methods are different from ours.

Our research on nonsimple abelian varieties with noncommutative en-
domorphism algebras led us to the discovery of the upper bound in Theo-
rem 1.1. Consequently, we constructed (see Proposition 5.6) counterexam-
ples to the detecting linear dependence problem. Another counterexample
was found independently by P. Jossen and A. Perucca [JP].
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The proof of Theorem 1.1 relies on simultaneous application of transcen-
dental, l-adic and mod v techniques in the theory of abelian varieties over
number fields, the use of semisimplicity of the ring End(A) ⊗Z Q and of
the methods from [B] and [We]. As a corollary of Theorem 1.1 one gets the
theorem of T. Weston [We].

In Section 6 we also consider a strengthening of Theorem 1.1 that could
possibly be used for computer implementations. Our main result in that
section is the following theorem.

Theorem 1.2. Let A/F satisfy the hypotheses of Theorem 1.1. Let P ∈
A(F ) and let Λ be a subgroup of A(F ). There is a finite set Sfin of primes
v of OF such that the condition rv(P ) ∈ rv(Λ) for all v ∈ Sfin implies
P ∈ Λ + A(F )tor. Moreover if A(F )tor ⊂ Λ, then the following conditions
are equivalent:

(1) P ∈ Λ,
(2) rv(P ) ∈ rv(Λ) for v ∈ Sfin.

In the proof of Theorem 1.2 we use the methods of the proof of Theorem
1.1, supported by the application of the height pairing associated with the
canonical height function on A (cf. [HS], [Sil2]) and the effective Chebotarev
theorem [LO]. The finite set Sfin depends on A, P , Λ, and the choice of a
basis of cA(F ) (see the proof of Theorem 6.4).

Important ingredients in the proofs of Theorems 4.1 and 6.4 are The-
orems 2.6, 2.7, 6.2 and 6.3 concerning the reduction map. These theorems
refine previous results of [Bar] and [P] in the case of abelian varieties that
are isogenous to products of simple, pairwise nonisogenous abelian varieties.

2. Setup of the problem and the reduction map. Let A/F be
an abelian variety over a number field F. Let P, P1, . . . , Pr ∈ A(F ). Put
Λ :=

∑r
i=1 ZPi. The following lemma is clear.

Lemma 2.1. If P ∈ Λ + T ′ in A(L) for some finite extension L/F and
some T ′ ∈ A(L)tor, then P ∈ Λ+ T in A(F ) for some T ∈ A(F )tor.

We also have

Lemma 2.2. Let γ : A → Ae11 × · · · × Aett be an isogeny defined over
a finite extension L/F where A1, . . . , At are simple, pairwise nonisogenous
abelian varieties defined over L. If γ(P ) ∈

∑r
i=1 Zγ(Pi) + T ′ for some T ′ ∈∏t

i=1A
ei
i (L)tor, then P ∈

∑r
i=1 ZPi + T in A(F ) for some T ∈ A(F )tor.

Proof. Assume γ(P ) ∈
∑r

i=1 Zγ(Pi) + T ′. There exists Q ∈ Λ such that
M(P −Q) ∈ Ker γ for M being the order of T ′. Hence M(P −Q) ∈ A(L)tor,
so P − Q ∈ A(L′)tor where L′/L is a finite extension. But P − Q ∈ A(F ),
so P ∈ Q+A(F )tor.
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By Lemma 2.2 we can assume that A = Ae11 ×· · ·×A
et
t , where A1, . . . , At

are simple, pairwise nonisogenous and defined over F. By Lemma 2.1 we can
also assume that F is such that EndF (Ai) = EndF (Ai) for all i = 1, . . . , t.
From now on we assume that F is such a field.

We define r(A) := A1 × · · · × At. The abelian variety r(A) is called the
radical of A. Although it certainly depends on the decomposition of A into
simple factors, it is unique up to isogeny.

So, assume that A = Ae11 ×· · ·×A
et
t where A1, . . . , At are simple abelian

varieties defined over F. Let R := EndF (A). Let Ri := EndF (Ai) and
Di := Ri ⊗Z Q for all 1 ≤ i ≤ t. Then R =

∏t
i=1Mei(Ri). Let Li be

the Riemann lattice such that Ai(C) ∼= Cg/Li for all 1 ≤ i ≤ t. Then
Vi := Li⊗Z Q is a finite-dimensional vector space over Di. For each 1 ≤ i ≤ t
there is a lattice L′i ⊂ Li of index M1,i := [Li : L′i] which is a free Ri-
submodule of Li of rank dimD Vi. Let K/Q be a finite extension such that
Di ⊗Q K ∼= Mdi(K) for each 1 ≤ i ≤ t. Hence Vi ⊗Q K is a free Mdi(K)-
module of rank dimDi Vi. Moreover, Ri ⊗Z OK ⊂ Mdi(K) is an OK-order
in Di ⊗Q K ∼= Mdi(K) and L′i ⊗Z OK is a free Ri ⊗Z OK-module of rank
dimD Vi. Let l be a prime number. For an abelian variety A let A[ln] be the
subgroup of ln-torsion points of the group A(F s) of F s-valued points. Here
F s denotes the separable closure of F. Let Tl(A) = lim←−A[ln] be the Tate
module of A. We have Tl(Ai) ∼= Li ⊗Z Zl for every prime l ∈ Z and every
1 ≤ i ≤ t. For a prime ideal λ | l in OK let ε denote the index of ramification
of λ over l.

Let L/F be a finite extension. From now on w will denote a prime of OL
over a prime v of OF . Let S be a finite set of primes of OF which contains the
primes that ramify in L. By the Néron mapping property, A(L) = A(OL,S)
since the natural map specOL,S → specOF is étale. Moreover A(OL,S) =
A⊗OF OL,S(OL,S) by universality of the fiber product. Hence if v /∈ S is a
prime of good reduction we get the reduction map

rw : A(L)→ Aw(kw).

Put c := |A(F )tor| and Ω := cA(F ). Note that Ω is torsion free. The
question we will consider is when the condition rv(P ) ∈ rv(Λ) for almost all
v of OF implies P ∈ Λ+A(F )tor.

Remark 2.3. The condition rv(P ) ∈ rv(Λ) implies rv(cP ) ∈ rv(cΛ).
Moreover cP ∈ cΛ + A(F )tor is equivalent to P ∈ Λ + A(F )tor. Hence
without loss of generality we may assume that P ∈ Ω, P 6= 0, Λ ⊂ Ω and
Λ 6= {0}.

Let P1, . . . , Pr, . . . , Ps be a Z-basis of Ω such that

Λ = Zd1P1 + · · ·+ ZdrPr + · · ·+ ZdsPs,(2.1)

where di ∈ Z \ {0} for 1 ≤ i ≤ r and di = 0 for i > r. We put Ωj := cAj(F ).
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Note that Ω =
⊕t

j=1Ω
ej
j . For P ∈ Ω =

∑s
i=1 ZPi we write

P = n1P1 + · · ·+ nrPr + · · ·+ nsPs(2.2)

where ni ∈ Z. Since Λ ⊂ Ω and Ω is a finitely generated free abelian group,
the following condition holds: P ∈ Λ if and only if P ⊗ 1 ∈ Λ ⊗Z OK . The
membership P ⊗1 ∈ Λ⊗ZOK is equivalent to P ⊗1 ∈ Λ⊗ZOλ for all prime
ideals λ | l in OK and all prime numbers l.

Now we need some strengthening of the results of [BGK2], [BGK3], [Bar]
and [P] concerning the reduction map for A = A1 × · · · ×At, i.e. e1 = · · · =
et = 1 in our notation. Although the proofs use techniques from [BGK2] and
[BGK3] we include complete arguments here since very important parts of
the proof of Theorem 4.1 rely heavily on Theorem 2.6 and its proof. Moreover
to obtain the proof of Theorem 6.2 in Section 6 we need to modify carefully
the proof of Theorem 2.6. The assertion of Theorem 6.2 is essential to prove
Theorems 6.3 and 6.4, the main results of Section 6. We also mention that
Step 1 of the proof of Theorem 2.6 generalizes an argument of [Kh-P].

Let L/F be any finite extension. Let Pi1, . . . , Piri ∈ Ai(L) be linearly
independent over Ri for each 1 ≤ i ≤ t. Put Ll∞ := L(A[l∞]), Gl∞ :=
G(Ll∞/L), Hl∞ := G(F/Ll∞) and Hlk := G(F/Llk) for all k ≥ 1. For each
1 ≤ i ≤ t and 1 ≤ j ≤ ri let

φij : Hl∞ → Tl(Ai)

denote the inverse limit over k of the Kummer maps

φ
(k)
ij : Hlk → Ai[lk], φ

(k)
ij (σ) := σ

(
1
lk
Pij

)
− 1
lk
Pij .

The following lemma is a straightforward generalization of [BGK2, Lemma
2.12].

Lemma 2.4. If α11, . . . , α1r1 ∈ R1⊗Z Zl, . . . , αt1, . . . , αtrt ∈ Rt⊗Z Zl are
such that

∑t
i=1

∑ri
j=1 αijφij = 0, then αij = 0 in Ri for all 1 ≤ i ≤ t and

1 ≤ j ≤ ri.

Define the following maps:

Φki : Hlk → Ai[lk]ri , Φki (σ) := (φ(k)
i1 (σ), . . . , φ(k)

iri
(σ)).

Then define Φk : Hlk →
⊕t

i=1Ai[l
k]ri as Φk :=

⊕t
i=1 Φ

k
i . Consider also the

maps
Φi : Hl∞ → Tl(Ai)ri , Φi(σ) := (φi1(σ), . . . , φiri(σ)),

and again define Φ : Hl∞ →
⊕t

i=1 Tl(Ai)
ri to be Φ :=

⊕t
i=1 Φi.

Lemma 2.5. The image of Φ is open in
⊕t

i=1 Tl(Ai)
ri .
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Proof. Let T :=
⊕t

i=1 Tl(Ai)
ri and W := T ⊗Zl Ql =

⊕t
i=1 V

ri
il where

Vil := Tl(Ai)⊗Zl Ql. Denote by Φ⊗ 1 the composition of Φ with the obvious
natural inclusion T ↪→ W. Put M := Im(Φ ⊗ 1) ⊂ W. Both M and W are
Ql[Gl∞ ]-modules. It is enough to show that ImΦ has a finite index in T
(cf. [Ri, Th. 1.2]). Hence it is enough to show that Φ ⊗ 1 is onto. Observe
that Vil is a semisimple Ql[Gl∞ ]-module for each 1 ≤ i ≤ t because it is
a direct summand of the semisimple Ql[Gl∞ ]-module Vl(A) =

⊕t
i=1 Vil (cf.

[Fa, Th. 3]). Note that Gl∞ acts on Vil via the quotient G(L(Ai[l∞])/L). If
Φ⊗1 is not onto we have a decomposition W = M⊕M1 of Ql[Gl∞ ]-modules
with M1 nontrivial. Let πM1 : W →W be the projection onto M1 and let πi :
W → Vil be a projection that maps M1 nontrivially. Denote π̃i := πi ◦ πM1 .
By [Fa, Cor. 1] we get HomGl∞ (Vil, Vi′l) ∼= HomL(Ai, Ai′)⊗Zl Ql = 0 for all
i 6= i′. Hence

π̃i(vij) =
ri∑
j=1

βijvij

for some βij ∈ Ri ⊗ Ql. Since πi is nontrivial on M1, we see that some βij
is nonzero. On the other hand

π̃i(Φ(h)⊗ 1) =
ri∑
j=1

βij(φij(h)⊗ 1) = 0

for all h ∈ Hl∞ . Since βij ∈ Ri ⊗Ql, we can multiply the last equality by a
suitable power of l to get

0 =
ri∑
j=1

αij(φij(h)⊗ 1)

for some αij ∈ Ri⊗Zl. Since the maps: Ri⊗Zl ↪→ Ri⊗Ql, Hom(Hl∞ , Tl) ↪→
Hom(Hl∞ , Vl) are imbeddings ofR⊗Zl-modules, we obtain

∑ri
j=1 αijφij = 0.

By Lemma 2.4 we get αi1 = · · · = αiri = 0, hence βi1 = · · · = βiri = 0
because R is torsion free. This contradiction shows that M1 = 0.

Theorem 2.6. Let Qij ∈ Ai(L) for 1 ≤ j ≤ ri be independent over Ri
for each 1 ≤ i ≤ t. There is a set of primes w of OL of positive density such
that rw(Qij) = 0 in Aiw(kw)l for all 1 ≤ j ≤ ri and 1 ≤ i ≤ t.

Proof. We divide the proof into two steps.

Step 1. We argue as in the proof of [BGK3, Proposition 2]. By Lemma
2.5 there is an m ∈ N such that lm

⊕t
i=1 Tl(Ai)

ri ⊂ Φ(Hl∞)⊂
⊕t

i=1 Tl(Ai)
ri .

Let Γ be the R-submodule of A(L) generated by all the points Qij . Hence
Γ =

∑t
i=1

∑ri
j=1RiQij . For k ≥ m consider the commutative diagram
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G
(
Ll∞

(
1
l∞Γ

)
/Ll∞

)
��

Φ // ⊕t
i=1 Tl(Ai)

ri/lm
⊕t

i=1 Tl(Ai)
ri

∼=
��

G
(
Llk+1

(
1

lk+1Γ
)
/Llk+1

)
��

Φk+1 // ⊕t
i=1(Ai[lk+1])ri/lm

⊕t
i=1(Ai[lk+1])ri

∼=
��

G
(
Llk
(

1
lk
Γ
)
/Llk

) Φk // ⊕t
i=1(Ai[lk])ri/lm

⊕t
i=1(Ai[lk])ri

The maps Φ and Φk, for all k ≥ 1, are naturally induced by Kummer
maps. For k � 0 the images of the middle and bottom horizontal arrows
in this diagram are isomorphic. Hence G

(
Llk+1

(
1

lk+1Γ
)
/Llk+1

)
maps onto

G
(
Llk
(

1
lk
Γ
)
/Llk

)
via the left bottom vertical arrow in the diagram because

the map Φk is injective for each k ≥ 1. So a quick look at the tower of fields

Llk+1

(
1

lk+1Γ
)

Llk+1

(
1
lk
Γ
)

Llk
(

1
lk
Γ
)

ppppppppppp
Llk+1

LLLLLLLLLLL

Llk

id
OOOOOOOOOOOO

h
qqqqqqqqqqqq

gives

Llk

(
1
lk
Γ

)
∩ Llk+1 = Llk for k � 0.(2.3)

Step 2. Let h ∈ G(Ll∞/Llk) be the automorphism which acts on TlA as
a homothety 1+ lku for some u ∈ Z×l . Such a homothety exists for k � 0 by
the result of Bogomolov [Bo, Cor. 1, p. 702]. Let h also denote, by a slight
abuse of notation, the projection of h onto G(Llk+1/Llk). By (2.3) we can
choose σ ∈ G

(
Llk+1

(
1
lk
Γ
)
/L
)

such that σ|L
lk

( 1

lk
Γ ) = id and σ|L

lk+1
= h. By

the Chebotarev density theorem there is a set of primes w of OL of positive
density such that there is a prime w1 in OL

lk+1 ( 1

lk
Γ ) over w whose Frobenius

in Llk+1

(
1
lk
Γ
)
/L equals σ.

Let lcij be the order of the element rw(Qij) in the group Aiw(kw)l, for
some cij ≥ 0. Let w2 be the prime of OL

lk
( 1

lk
Γ ) below w1. Consider the

following commutative diagram:
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Ai(L)

��

rw // Aiw(kw)l

=

��
Ai
(
Llk
(

1
lk
Γ
))

��

rw2 // Aiw(kw2)l

��
Ai
(
Llk+1

(
1
lk
Γ
)) rw1 // Aiw(kw1)l

(2.4)

Observe that all vertical arrows in the diagram (2.4) are injective. Let
Rij := 1

lk
Qij ∈ A

(
Llk
(

1
lk
Γ
))
⊂ A

(
Llk+1

(
1
lk
Γ
))
. The element rw1(Rij) has

order lk+cij in the group Aiw1(kw1)l because lk+cijrw1(Rij)= lcijrw(Qij)=0.
By the choice of w, we have kw = kw2 , hence rw1(Rij) comes from an element
of Aiw(kw)l. If cij ≥ 1 then

h(lcij−1rw1(Rij)) = (1 + lku)lcij−1rw1(Rij)

since lcij−1rw1(Rij) ∈ Aiw(kw)[lk+1]. On the other hand, by the choice
of w, Frobenius at w1 acts on lcij−1rw1(Rij) via h. So h(lcij−1rw1(Rij)) =
lcij−1rw1(Rij) because rw1(Rij) ∈ Aiw(kw)l. Hence, lcij−1urw1(Qij) = 0 but
this is impossible since the order of rw1(Qij) is lcij . Hence we must have
cij = 0.

Theorem 2.7. Let l be a prime number and let m ∈ N ∪ {0}. Let L/F
be a finite extension, let Pij ∈ Ai(L) be independent over Ri and let Tij ∈
Ai[lm] be arbitrary torsion elements for all 1 ≤ j ≤ ri and 1 ≤ i ≤ t. There
is a set of primes w of OL of positive density such that

rw′(Tij) = rw(Pij) in Aiw(kw)l

for all 1 ≤ j ≤ ri and 1 ≤ i ≤ s, where w′ is a prime in OL(Ai[lm]) over w
and rw′ : Ai(L(Ai[lm]))→ Aiw(kw′) is the corresponding reduction map.

Proof. This follows immediately from Theorem 2.6 by taking L(A[lm])
for L and putting Qij := Pij − Tij for all 1 ≤ j ≤ ri and 1 ≤ i ≤ t.

Remark 2.8. Theorem 2.6 obviously follows from Theorem 2.7.

Remark 2.9. We have recently learned that A. Perucca, using different
methods, obtained analogous theorems to our Theorems 2.6 and 2.7, for the
setting of semiabelian varieties [Pe1, Propositions 11 and 12].

3. Remarks on semisimple algebras and modules. In this section
we recall some basic properties of modules over semisimple algebras which
will be used in the proof of Theorem 4.1 in the next section. Let D be a
division algebra and let e ∈ N be a fixed natural number. Denote by Ki the
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left ideal of Me(D) consisting of the ith column matrices

αi :=


0 . . . a1i . . . 0
0 . . . a2i . . . 0
... . . .

... . . .
...

0 . . . aei . . . 0

 .
Let W be a D-vector space and let e ∈ N be a natural number. Then
W e := W × · · · ×W︸ ︷︷ ︸

e times

is an Me(D)-module. For ω ∈W put

ω :=


ω

0
...
0

 ∈W e.

The following lemma is elementary:

Lemma 3.1. Every nonzero simple submodule of the Me(D)-module W e

has the form

K1ω = {α1ω : α1 ∈ K1} =




a11ω

a21ω
...

ae1ω

 : ai1 ∈ D, 1 ≤ i ≤ e


for some ω ∈W.

Let ei ∈ N and let Di be a division algebra for each 1 ≤ i ≤ t. We
will often use the following notation: D :=

∏t
i=1Di, e := (e1, . . . , et) and

Me(D) :=
∏t
i=1Mei(Di). If Wi is a vector space over Di for each 1 ≤ i ≤ t

then the space W :=
⊕t

i=1W
ei
i has a natural structure of Me(D)-module.

Corollary 3.2. Every nonzero simple Me(D)-submodule of

W =
t⊕
i=1

W ei
i

has the form

K(j)1ω(j) = {α(j)1ω(j) : α(j)1 ∈ K(j)1}

=




a11ω(j)
a21ω(j)

...
aej1ω(j)

 : ak1 ∈ Dj , 1 ≤ k ≤ ej


for some 1 ≤ j ≤ t and some ω(j) ∈ Wj , where K(j)1 ⊂ Mej (Dj) denotes
the left ideal of Mej (Dj) which consists of the first column matrices.
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Let Di be a finite-dimensional division algebra over Q for every 1 ≤ i ≤ t.
The trace homomorphisms tri : Mei(Di) → Q, for all 1 ≤ i ≤ t, give the
trace homomorphism tr : Me(D) → Q, where tr :=

∑t
i=1 tri . Let Wi be a

finite-dimensional Di-vector space for each 1 ≤ i ≤ t. Then W =
⊕t

i=1W
ei
i

is a finitely generated Me(D)-module. The homomorphism tr gives a natural
map of Q-vector spaces

tr : HomMe(D)(W,Me(D))→ HomQ(W,Q).(3.1)

Lemma 3.3. The map (3.1) is an isomorphism.

Proof. For each 1 ≤ i ≤ t we have the trace map

tri : HomMei (Di)
(W ei

i ,Mei(Di))→ HomQ(W ei
i ,Q).(3.2)

The map (3.1) is naturally compatible with the maps (3.2) via natural iso-
morphisms

t⊕
i=1

HomMei (Di)
(W ei

i ,Mei(Di)) ∼= HomMe(D)(W,Me(D)),(3.3)

t⊕
i=1

HomQ(W ei
i ,Q) ∼= HomQ(W,Q).(3.4)

In other words tr =
∑t

i=1 tri . Hence it is enough to prove the lemma for the
maps (3.2). Since Mei(Di) is a simple ring for which every simple module is
isomorphic to K(i)1 it is enough to prove that

tri : HomMei (Di)
(K(i)1,Mei(Di)) ∼= HomQ(K(i)1,Q).(3.5)

Notice that every map φ ∈ HomMei (Di)
(K(i)1,Mei(Di)) is determined by

the image of the element
1 0 . . . 0
0 0 . . . 0
...

...
...

...
0 0 . . . 0

 ∈ K(i)1.

Since φ is an Mei(Di)-module homomorphism we have

φ




1 0 . . . 0
0 0 . . . 0
...

...
...

...
0 0 . . . 0


 =


c11 c12 . . . c1ei

0 0 . . . 0
...

...
...

...
0 0 . . . 0

(3.6)

for some c11, c12, . . . , c1ei ∈ Di. The map (3.5) is injective (cf. [Re, Theorem
9.9]). From the definition of K(i)1 and (3.6) it follows that the dimensions of
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the Q-vector spaces HomMei (Di)
(K(i)1,Mei(Di)) and HomQ(K(i)1,Q) are

equal. Hence (3.5) is an isomorphism.

Remark 3.4. Since the algebra Me(D) is semisimple, the module W
is semisimple, so for every π ∈ HomMe(D)(W,Me(D)) there is an Me(D)-
homomorphism s : Imπ → W such that π ◦ s = id. Because of (3.3)
we can write π =

∏t
i=1 π(i) for some π(i) ∈ HomMei (Di)

(W ei
i ,Mei(Di)).

Note that Imπ =
∏t
i=1 Imπ(i). For each 1 ≤ i ≤ t we can find an

Mei(Di)-homomorphism s(i) : Imπ(i) → W ei
i such that π(i) ◦ s(i) = id

and s =
⊕t

i=1 s(i) because Mei(Di) is simple. By [Re, Theorem 7.3], ev-
ery simple Mei(Di)-submodule of Mei(Di) is isomorphic to K(i)1. Since
dimDiMei(Di) = e2

i and dimDi K(i)1 = ei we see that Mei(Di) is a direct
sum of ei simple Mei(Di)-submodules. Hence every Mei(Di)-submodule of
Mei(Di) is a direct sum of at most ei simple Mei(Di)-submodules.

4. Detecting linear dependence in Mordell–Weil groups. The
proof of the following theorem combines the approach of Weston [We] with
our Theorem 2.7, the results of Section 3 and the approach from [B] concern-
ing Riemann lattices. The main idea of proof is to replace the investigation
of linear relations over Z by the investigation of linear relations over Me(D).
To get the result one also needs a careful application of arithmetic in a
noncommutative framework.

Theorem 4.1. Let F ′/F be a finite extension such that A is isoge-
nous over F ′ to Ae11 × · · · × A

et
t with Ai/F

′ simple, pairwise nonisogenous
abelian varieties. Assume that dimEndF ′ (Ai)

0 H1(Ai(C); Q) ≥ ei for each
1 ≤ i ≤ t, where EndF ′(Ai)0 := EndF ′(Ai) ⊗ Q. Let P ∈ A(F ) and let
Λ be a subgroup of A(F ). If rv(P ) ∈ rv(Λ) for almost all primes v of OF
then P ∈ Λ + A(F )tor. Moreover if A(F )tor ⊂ Λ, then the following condi-
tions are equivalent:

(1) P ∈ Λ,
(2) rv(P ) ∈ rv(Λ) for almost all primes v of OF .

Proof. Assume that P /∈ Λ. This implies that P ⊗ 1 /∈ Λ⊗ZOλ for some
λ | l for some prime number l (cf. Remark 2.3). We can consider the equality
(2.2) in Ω⊗ZOK (cf. Remark 2.3). Since P⊗1 /∈ Λ⊗ZOλ, there is 1 ≤ j0 ≤ s
such that λm1 ‖nj0 and λm2 | dj0 for some natural numbers m1 < m2. Fix
such an m2, for example m2 = m1 + 1. Consider the map of Z-modules

π : Ω → Z, π(R) := µj0 ,

for R =
∑s

i=1 µiPi with µi ∈ Z for all 1 ≤ i ≤ s. By abuse of notation
denote also by π the map π ⊗ Q : Ω ⊗Z Q → Q. By Lemma 3.3 there is
a map π ∈ HomMe(D)(Ω ⊗Z Q,Me(D)) such that tr(π) = π. By Remark
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3.4 there is s ∈ HomMe(D)(Imπ, Ω ⊗Z Q) such that π ◦ s = id. Moreover
for all 1 ≤ i ≤ t there are π(i) ∈ HomMei (Di)

(Ωei
i ⊗Z Q,Mei(Di)) and

s(i) ∈ HomMei (Di)
(Imπ(i), Ωei

i ⊗Z Q) such that π(i) ◦ s(i) = id and π =∏t
i=1 π(i), s =

∏t
i=1 s(i). Moreover Kerπ =

∏t
i=1 Kerπ(i) and we have

Ωei
i ⊗Z Q ∼= Im s(i) ⊕ Kerπ(i) and Ω ⊗Z Q ∼= Im s ⊕ Kerπ. By Lemma

3.1 we can represent Im s(i) and Kerπ(i) as direct sums of simple Mei(Di)-
submodules as follows:

Im s(i) =
ki⊕
k=1

K(i)1ωk(i), Kerπ(i) =
ui⊕

k=ki+1

K(i)1ωk(i).

Let pi = dimEndF ′ (Ai)
0 H1(Ai(C); Q). Observe that ki ≤ ei ≤ pi for every

1 ≤ i ≤ t. It is easy to observe that the elements ω1(i), . . . , ωki(i), . . . , ωui(i)
give a basis of the Di-vector space Ωi ⊗Z Q. We can assume without loss of
generality that ωki+1(i), . . . , ωui(i) ∈ Ωi. Tensoring the map π with OK we
will denote the resulting map Ω⊗ZOK → OK also by π. Similarly tensoring
the maps π(i) and s(i) with K we get Mei(Di)⊗QK-linear homomorphisms
Ωei
i ⊗ZK →Mei(Di)⊗QK and Imπ(i)→ Ωei

i ⊗ZK also denoted by π(i) and
s(i) respectively. Note that for each 1 ≤ i ≤ t the K-vector space Ωi⊗ZK is
a free Di⊗QK ∼= Mdi(K)-module. Recall that R ⊂Me(D), R⊗ZQ = Me(D)
and Ω is a finitely generated R-module. Hence there is a natural number
M0 such that the following homomorphisms of R ⊗Z OK-modules are well
defined:

M0π : Ω ⊗Z OK → R⊗Z OK , s : M0π(Ω ⊗Z OK)→ Ω ⊗Z OK .

We can restrict the trace homomorphism to R⊗Z OK ⊂ D ⊗Q K to get an
OK-linear homomorphism tr : R⊗ZOK → K. Note that trM0π = M0π and
M0π ◦ s = M0 idM0π(Ω⊗ZOK) . Consider now the module of the first column
matrices K(i)1 ⊂Mei(Ri ⊗Z OK). Define the Mei(Ri ⊗Z OK)-module

Γ (i) :=
ki∑
k=1

K(i)1M0ωk(i) +
ui∑

k=ki+1

K(i)1ωk(i) ⊂ Ωei
i ⊗Z OK

and theR⊗ZOK-module Γ :=
⊕
Γ (i) ⊂ Ω⊗ZOK . PutM2 := [Ω⊗ZOK : Γ ]

and M3 := [Γ : M2Ω ⊗Z OK ]. The choice of j0 yields π(P ) /∈ π(Λ ⊗Z Oλ)
+λmπ(Ω⊗ZOλ) for every m ≥ m2. Fix any such m for the rest of the proof.
Hence

M0π(P ) /∈M0π(Λ⊗Z Oλ) +M0λ
mπ(Ω ⊗Z Oλ)(4.1)

because trM0π = M0π. Put K(i)1,λ := K(i)1 ⊗OK Oλ ⊂ Mei(Ri,λ), where
Ri,λ := Ri ⊗Z Oλ. Let Q ∈ Λ be an arbitrary element. We can write
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M2(P ⊗ 1) =
t∑
i=1

ki∑
k=1

αk(i)1M0ωk(i) +
t∑
i=1

ui∑
k=ki+1

αk(i)1ωk(i),

M2(Q⊗ 1) =
t∑
i=1

ki∑
k=1

βk(i)1M0ωk(i) +
t∑
i=1

ui∑
k=ki+1

βk(i)1ωk(i),

for some αk(i)1,βk(i)1 ∈ K(i)1,λ with 1 ≤ k ≤ ui and 1 ≤ i ≤ t. Then

M0π(M2(P ⊗ 1−Q⊗ 1)) = M2
0

t∏
i=1

ki∑
k=1

(αk(i)1 − βk(i)1)π(ωk(i)).(4.2)

Since π =
∏t
i=1 π(i) maps the module Ω ⊗Z Q =

⊕t
i=1Ω

ei
i ⊗Z Q

into the ring Me(D) =
∏t
i=1Mei(Di) componentwise, we replaced

∑t
i=1 by∏t

i=1 . Hence (4.1) and (4.2) give M2
0

∏t
i=1

∑ki
k=1(αk(i)1−βk(i)1)π(ωk(i)) /∈

λmM0π(M2Ω ⊗Z Oλ), so

M2
0

t∏
i=1

ki∑
k=1

(αk(i)1 − βk(i)1)π(ωk(i)) /∈ λmM0π(M3Γ ).(4.3)

Hence for some 1 ≤ i ≤ t and 1 ≤ k ≤ ki we obtain

αk(i)1 − βk(i)1 /∈ λmM3K(i)1,λ.(4.4)

Recall from Section 2 that ε denotes the ramification index of the prime
ideal λ ⊂ OK over l. Observe that Ai[λεn] ∼= Li ⊗Z Oλ/λεnLi ⊗Z Oλ for
every n ∈ N because lOK =

∏
λ|l λ

ε, Ai[ln] ∼= Li ⊗Z Zl/lnLi ⊗Z Zl and
Ai[ln] =

⊕
λ|lAi[λ

εn]. Recall that we chose, for each 1 ≤ i ≤ t, a lattice
L′i ⊂ Li such that L′i is a free Ri-module. Let M4 := max1≤i≤t[Li : L′i]. Put
L :=

⊕t
i=1 Li and L′ :=

⊕t
i=1 L′i. By the Snake Lemma the kernel of the

following natural map of Oλ-modules is finite and annihilated by λεm4 :

z(n, λ) : L′ ⊗Z Oλ/λεnL′ ⊗Z Oλ → L⊗Z Oλ/λεnL ⊗Z Oλ,(4.5)

where lm4 ‖M4. Let m0 and m3 denote the natural numbers with lm0 ‖M0

and lm3 ‖M3. Let η1(i), . . . , ηpi(i) be a basis of L′i over Ri. Recall that
we denoted by pi the natural number dimEndF ′ (Ai)

0 H1(Ai(C); Q). Since
L′i is a free Ri-module and H1(Ai(C); Q) = Li ⊗ Q, it follows that the
quotient L′i ⊗Z Oλ/λεnL′i ⊗Z Oλ is a free Ri,λ/λεnRi,λ-module with basis
η1(i), . . . , ηpi(i). Here ηk(i) denotes the image of ηk(i) in L′⊗ZOλ/λεnL′⊗ZOλ
for each 1 ≤ k ≤ pi. By the assumptions, pi ≥ ei. Let Tk(i) be the im-
age of ηk(i) via the map z(n, λ) for all 1 ≤ i ≤ t and 1 ≤ k ≤ pi. Take
n ∈ N such that εn > m + εm0 + εm3 + εm4 and put L := F (A[ln]) =
F (r(A)[ln]). Observe that A[ln] ⊂ A(L). By Theorem 2.7 there is a set
of primes w of OL of positive density such that rw(ωk(i)) = 0 for 1 ≤
i ≤ t, ki + 1 ≤ k ≤ ui and rw(ωk(i)) = rw(Tk(i)) for all 1 ≤ i ≤ t,
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1 ≤ k ≤ ki. Choose such a prime w. Since rw(P ) ∈ rw(Λ) we take Q ∈ Λ
such that rw(P ) = rw(Q). Applying the reduction map rw to the equa-
tion

M2(P −Q) =
t∑
i=1

ki∑
k=1

(αk(i)1 − βk(i)1)M0ωk(i)

+
t∑
i=1

ui∑
k=ki+1

(αk(i)1 − βk(i)1)ωk(i),

we obtain

0 =
t∑
i=1

ki∑
k=1

(αk(i)1 − βk(i)1)M0rw(T k(i)).

Since the map rw is injective on the l-torsion subgroup of A(L) ([HS, The-
orem C.1.4, p. 263], [K, pp. 501–502]) we obtain

0 =
t∑
i=1

ki∑
k=1

(αk(i)1 − βk(i)1)M0T k(i).

Therefore
∑t

i=1

∑ki
k=1(αk(i)1 − βk(i)1)M0ηk(i) ∈ Ker z(n, λ). Hence, the

element λεm0+εm4
∑t

i=1

∑ki
k=1(αk(i)1 − βk(i)1)ηk(i) maps to zero in the

Oλ/λεnOλ-module L′ ⊗Z Oλ/λεnL′ ⊗Z Oλ. Hence

t∑
i=1

ki∑
k=1

(αk(i)1 − βk(i)1)ηk(i) ∈ λεn−εm0−εm4L′ ⊗Z Oλ.

Since η1(i), . . . , ηpi(i) is a basis of L′i ⊗Z Oλ over Ri,λ, we obtain

αk(i)1 − βk(i)1 ∈ λεn−εm0−εm4K(i)1,λ(4.6)

for all 1 ≤ i ≤ t and 1 ≤ k ≤ ki. But (4.6) contradicts (4.4) because we
chose n such that εn− εm0 − εm4 > m+ εm3.

Corollary 4.2 (Weston [We, p. 77]). Let A be an abelian variety de-
fined over a number field such that EndF (A) is commutative. Then Theorem
4.1 holds for A.

Proof. Since EndF (A) is commutative, A is isogenous to A1×· · ·×At
with Ai simple, pairwise nonisogenous. In this case the assumption in The-
orem 4.1, dimEndF ′ (Ai)

0 H1(Ai(C); Q) ≥ 1 for each 1 ≤ i ≤ t, always holds.

Corollary 4.3. Let A = Ee11 ×· · ·×E
et
t , where E1, . . . , Et are pairwise

nonisogenous elliptic curves defined over F. Assume that 1 ≤ ei ≤ 2 if
EndF (Ei) = Z and ei = 1 if EndF (Ei) 6= Z. Then Theorem 4.1 holds for A.
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Proof. Observe that for an elliptic curve E/F we have

dimEndF (E)0 H1(E(C); Q) =
{

2 if EndF (E) = Z,
1 if EndF (E) 6= Z.

Remark 4.4. Theorem 4.1 and in particular Corollary 4.3 answer the
question of T. Weston [We, p. 77] concerning the noncommutative endomor-
phism algebra case. In the special case of the commutative endomorphism
algebra our methods are similar to Weston’s [We], but we have also used
some different techniques which gave us important insights on how to deal
with the noncommutative case.

Remark 4.5. The assumption that ei ≤ pi for all i in Theorem 4.1
cannot be omitted. The inequality pi < ei for an i makes ki > pi possible.
But in this case the key property (4.6) cannot be obtained and our argument
breaks down. In the next section we will see that for some abelian surfaces
for which the assumption ei ≤ pi does not hold we can construct explicit
counterexamples to the problem of detecting linear dependence.

5. Counterexamples to the problem of detecting linear depen-
dence via reduction maps. The hypothesis in Theorem 4.1 that A is
isogenous over F ′ to Ae11 × · · · × A

et
t with dimEndF ′ (Ai)

0 H1(Ai(C); Q) ≥ ei
for each 1 ≤ i ≤ t cannot be omitted. In fact in Proposition 5.6 we produce
counterexamples to the problem of detecting linear dependence. Our basic
conterexamples concern abelian surfaces that are products of two CM ellip-
tic curves. Of course taking products of abelian varieties with our abelian
surfaces produces counterexamples to this problem for abelian varieties in
each dimension ≥ 2. The idea of the proof of Proposition 5.6 is based on
the counterexample of A. Schinzel [Sch, p. 419] for the product of two Gm’s.
A. Schinzel produces a counterexample to the statement that a system of
exponential equations is soluble in integers if and only if it is soluble mod-
ulo p for every prime p. His counterexample is based on the following system
of exponential congruences:

2x3y ≡ 1 mod p, 2y3z ≡ 4 mod p,(5.1)

which has a solution for every p (see [Sch] for details). On the other hand it
is clear that the system of exponential equations:

2x3y = 1, 2y3z = 4

has no integral solution.

Remark 5.1. The methods of the proof of Theorem 4.1 work for al-
gebraic tori over a number field F. Let T/F be an algebraic torus and let
F ′/F be a finite extension that splits T. Hence T ⊗F F ′ ∼= Ge

m where Gm :=
specF ′[t, t−1]. For any field extension F ′ ⊂M ⊂ F we have EndM (Gm) = Z
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and H1(Gm(C); Z) = Z. Hence the condition:

e ≤ dimEndF ′ (Gm)0 H1(Gm(C); Q) = 1,

analogous to the corresponding condition of Theorem 4.1, means that e = 1.

Remark 5.2. The analogue of Theorem 4.1 for one-dimensional tori is
basically [Sch, Theorem 2]. Observe that torsion ambiguity that appears in
Theorem 4.1 can be removed in the case of one-dimensional tori by use of
an argument similar to the proof of [BGK2, Theorem 3.12].

The case of abelian varieties. Let E := Ed be the elliptic curve over
Q given by the equation y2 = x3−d2x. It has CM by Z[i]. It has been shown
that the rank of Ed(Q) can reach 6 (see [RS, Table 2, p. 464]). For example
the rank of E1254(Q) is 3. From now on we assume that the rank of Ed(Q)
is at least 2.

Lemma 5.3. For every d > 1 and for each p - 2d the group Ep(Fp) does
not have p-torsion.

Proof. For each d > 1 we have E[2] ⊂ E(Q). Hence by [Sil1, Prop. 3.1,
p. 176], the group E[2] injects into Ep(Fp) by the reduction map rp for every
p - 2d. Hence 4 | |Ep(Fp)| for this p. On the other hand by the Theorem of
Hasse we have |Ep(Fp)| < p+ 1 + 2

√
p, which implies that |Ep(Fp)| < 4p for

every p ≥ 3. This implies that p does not divide |Ep(Fp)| whenever p - 2d.

Consider now the curve Ed over Q(i). It is easy to observe that

rankZ Ed(Q(i)) = 2 rankZ Ed(Q).

Lemma 5.4. Let E/Q(i) := Ed/Q(i). Let p be any prime such that p - 2d.
Let v denote a prime of Z[i] over p. There is an element γ(v) ∈ Z[i] such
that

Ev(kv) ∼= Z[i]/γ(v).

Proof. Let v denote a prime over p for each p - 2d. If p splits com-
pletely in Q(i)/Q then kv = Fp. In this case Ev(kv) = Ep(Fp) and Ev(kv)
does not have p-torsion by Lemma 5.3. If p is inert in Q(i)/Q, then by use
of [Sil1, Theorem 4.1, Chap. V], cf. p. 309 loc. cit., we observe that Ev
is supersingular, hence Ev(kv) does not have p-torsion by the theorem of
Deuring [De] (cf. [Sil1, Theorem 3.1, p. 137]). Note that E(C) ∼= C/Z[i].
Hence E(Q(i))tor

∼= Q(i)/Z[i]. On the other hand the reduction map gives
a natural isomorphism

E(Q(i))tor6=p ∼= Ev(kv)tor6=p.

Hence we can identify Ev(kv) with a subgroup of E[c] ∼= 1
cZ[i]/Z[i] for some

c ∈ Z[i] with c - p. Note that in our case Ev(kv) is the fixed points of Frv ∈
G(kv/kv) acting on Ev(kv)tor6=p. Hence Ev(kv) is a cyclic Z[i]-submodule of
the cyclic Z[i]-module E[c]. So for each p - 2d there is a γ(v) ∈ Z[i] such
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that Ev(kv) is precisely the subgroup of E[c] annihilated by multiplication
by γ(v). Thus for each p - 2d we have Ev(kv) ∼= 1

γ(v)Z[i]/Z[i] ∼= Z[i]/γ(v).
Hence Ev(kv) has a cyclic Z[i]-module structure.

We consider the abelian surface Ad := Ed × Ed = E2
d over Q(i).

Remark 5.5. For the surface Ad one has e = 2 > dimQ(i)H1(Ed(C); Q)
= 1. Hence A is just outside of the family of abelian varieties considered in
Theorem 4.1.

In the proposition below we present a counterexample to the problem of
detecting linear dependence for abelian varieties.

Proposition 5.6. There is a nontorsion point P ∈ Ad(Q(i)) and a free
Z[i]-module Λ ⊂ Ad(Q(i)) such that P /∈ Λ and rv(P ) ∈ rv(Λ) for all primes
v - 2d in Z[i].

Proof. By our assumption that the rank of Ed(Q) is at least 2, we can
find two points Q1, Q2 ∈ Ed(Q(i)) independent over Z[i]. Let P, P1, P2, P3 ∈
A(Q(i)) be defined as follows:

P :=
[

0
Q1

]
, P1 :=

[
Q1

0

]
, P2 :=

[
Q2

Q1

]
, P3 :=

[
0
Q2

]
.

Let Λ := Z[i]P1 + Z[i]P2 + Z[i]P3 ⊂ A(Q(i)). We observe that Λ is free over
Z[i], hence also free over Z. However Λ is not free over EndQ(i)A = M2(Z[i]).
Moreover it is clear that P /∈ Λ.

Let Qi := rv(Qi) for i = 1, 2, Pi := rv(Pi) for i = 1, 2, 3 and P := rv(P ).
We will prove that rv(P ) ∈ rv(Λ) for all v of Z[i] over a prime p - 2d. The
equation

P = r1P1 + r2P2 + r3P3

in Ev(kv)×Ev(kv) with r1, r2, r3 ∈ Z[i] is equivalent to a system of equations
in Ev(kv):

r1Q1 + r2Q2 = 0, r2Q1 + r3Q2 = Q1.

Because Ev(kv) ∼= Z[i]/γ(v), there are c1, c2 ∈ Z[i] such that via this iso-
morphism we can make the identifications Q1 = c1 mod γ(v) and Q2 = c2

mod γ(v). Hence the above system of equations is equivalent to the system
of congruences in Z[i]/γ(v):

r1c1 + r2c2 ≡ 0 mod γ(v), r2c1 + r3c2 ≡ c1 mod γ(v).

If c1 ≡ 0 mod γ(v) or c2 ≡ 0 mod γ(v) then the last system of congruences
trivially has a solution. Therefore assume that c1 6≡ 0 mod γ(v) and c2 6≡ 0
mod γ(v). Let D := gcd(c1, c2). Then it is easy to check that

gcd(c2
1/D, c2) = D,
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and since D | c1 it follows that the equation rc2
1/D+r3c2 = c1 has a solution

in r, r3 ∈ Z[i]. Putting

r1 := −rc2/D, r2 := rc1/D

we find that r1, r2, r3 ∈ Z[i] satisfy the above system of congruences.

6. Detecting linear dependence via a finite number of reduc-
tions. Let A/F be an abelian variety defined over a number field F. Let

βH : A(F )⊗Z R×A(F )⊗Z R→ R
be the height pairing defined by the canonical height function on A (cf. [HS],
[Sil2]). It is known (loc. cit.) that βH is a positive definite, symmetric bilinear
form. Moreover if R ∈ A(F ) then βH(R,R) = 0 iff R is a torsion point.

For our purposes, as explained in Section 2, we will assume that Λ ⊂ Ω,
where Ω := cA(F ).

Lemma 6.1. Let P ∈ A(F ) and let Λ be a subgroup of A(F ) such that
Λ ⊂ Ω. Let r denote the rank of Λ. Let P1, . . . , Pr, . . . , Ps be a Z-basis of
Ω such that Λ = Zd1P1 + · · · + ZdrPr. Then the determination of whether
P ∈ Λ or not requires checking only a finite number of tuples (n1, . . . , nr).

Proof. For any P ∈ A(F ) we can write

cP =
s∑
i=1

niPi.(6.1)

We get

c2βH(P, P ) =
∑
i,j

ninjβH(Pi, Pj).(6.2)

Since βH(P, P ) > 0 and βH is positive definite, there is a constant C which
depends only on the points P, P1, . . . , Ps such that

|ni| ≤ C for all 1 ≤ i ≤ s.(6.3)

Hence if P ∈ Λ then P =
∑r

i=1 kidiPi for some k1, . . . , kr ∈ Z. It follows
that |diki| ≤ C, so |ki| ≤ C/di ≤ C for each 1 ≤ i ≤ r. Hence, one needs
to check only a finite number, in fact not larger than (2C + 1)r, of tuples
(n1, . . . , nr) to determine whether P ∈ Λ or not.

We will apply Lemma 6.1 in the proof of Theorem 6.4.

Theorem 6.2. Let A = A1 × · · · × At be a product of simple, pairwise
nonisogenous abelian varieties. Let l be a prime number and let Qij ∈ Ai(L)
for 1 ≤ j ≤ ri be independent over Ri for each 1 ≤ i ≤ t. Let L/F be a
finite extension and Llm := L(A[lm]). Let k be a natural number such that the
image of ρlk+1 : GL

lk
→ GLZ/lk+1(A[lk+1]) contains a nontrivial homothety

and Llk
(

1
lk
Γ
)
∩ Llk+1 = Llk . Let d be the discriminant of Llk+1

(
1
lk
Γ
)
/Q.
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There are effectively computable constants b1 and b2 such that rw(Qij) = 0
in Aiw(kw)l for all 1 ≤ j ≤ ri and 1 ≤ i ≤ t for some prime w of OL such
that NL/Q(w) ≤ b1db2 .

Proof. We argue as in the proof of Theorem 2.6 but instead of using
the classical Chebotarev theorem we use the effective Chebotarev theorem
[LO, p. 416]. Namely our assumption on k gives h ∈ G(Ll∞/Llk) which
acts on A[lk+1] as a homothety 1 + lku with u ∈ Z×l and gives an element
σ ∈ G

(
Llk+1

(
1
lk
Γ
)
/L
)

such that σ|L
lk

( 1

lk
Γ ) = id and σ|L

lk+1
= h (cf. Step 1 of

the proof of Theorem 2.6). Now by the effective Chebotarev theorem there
is a prime w of OL such that NL/Q(w) ≤ b1db2 and a prime w1 in OL

lk+1 ( 1

lk
Γ )

over w whose Frobenius in Llk+1

(
1
lk
Γ
)
/L is equal to σ. Using this choice of

w and w1 we finish the proof by the same argument as in Step 2 of the proof
of Theorem 2.6.

Theorem 6.3. Let A = A1 × · · · × At be a product of simple, pairwise
nonisogenous abelian varieties. Let l be a prime number and let m ∈ N∪{0}.
Let L/F be a finite extension, let Pij ∈ Ai(L) be independent over Ri
and let Tij ∈ Ai[lm] be arbitrary torsion elements for all 1 ≤ j ≤ ri
and 1 ≤ i ≤ t. Let k ≥ m be a natural number such that the image
of ρlk+1 : GL

lk
→ GLZ/lk+1(A[lk+1]) contains a nontrivial homothety and

Llk
(

1
lk
Γ
)
∩ Llk+1 = Llk . Let d be the discriminant of Llk+1

(
1
lk
Γ
)
/Q. There

are effectively computable constants b1 and b2 and there is a prime w of OL
such that NL/Q(w) ≤ b1db2 and

rw′(Tij) = rw(Pij) in Aiw(kw)l

for all 1 ≤ j ≤ ri and 1 ≤ i ≤ t, where w′ is a prime in OL(Ai[lm]) over w
and rw′ : Ai(L(Ai[lm]))→ Aiw(kw′) is the reduction map.

Proof. Follows immediately from Theorem 6.2 in the same way as The-
orem 2.7 follows from Theorem 2.6.

Effective computation of constants in the Lagarias–Odlyzko theorem is
difficult (cf. [Se, Sections 2.2–2.5] ). However, under the assumption of the
generalized Riemann hypothesis J.-P. Serre proved NL/Q(w) ≤ 70(log dL)2

([Se, Théorème 5]). Assuming GRH, one can also get rid of the discrimi-
nant dL and obtain the following inequality ([Se, Théorème 6]): NL/Q(w) ≤
280n2(log n +

∑
q∈S log q)2, where n = [L : Q] and S is the finite set of

rational primes that ramify in L.

Theorem 6.4. Let A/F satisfy the hypotheses of Theorem 4.1. Let P ∈
A(F ) and let Λ be a subgroup of A(F ). There is a finite set Sfin of primes v
of OF , depending on A,P,Λ and also on the basis P1, . . . , Ps of A(F ), such
that the following condition holds: if rv(P ) ∈ rv(Λ) for all v ∈ Sfin then
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P ∈ Λ + A(F )tor. Hence if A(F )tor ⊂ Λ then the following conditions are
equivalent:

(1) P ∈ Λ,
(2) rv(P ) ∈ rv(Λ) for all v ∈ Sfin.

Proof. To construct Sfin we will carefully analyze the proof of Theorem
4.1. Notice that in the proof we used, in fact, the existence of a prime
w satisfying the assertion of Theorem 2.7. Now we will apply Theorem
6.3 instead of Theorem 2.7 in order to obtain an appropriate contradic-
tion. The finiteness of Sfin will follow by application of both the canonical
height function and the Theorem of Lagarias and Odlyzko [LO, p. 416].
By explanation similar to that in Section 2 we can assume that P ∈ Ω
and Λ ⊂ Ω. Clearly, we can assume that P 6= 0. Consider the projections
πj : Ω → Z, πj(R) = µj , j = 1, . . . , s, for R =

∑n
j=1 µjPj . In the same way

as in the proof of Theorem 4.1 we construct for each πj the homomorphism
πj ∈ HomMe(D)(Ω ⊗Z Q,Me(D)) such that tr(πj) = πj . As in the proof of
Theorem 4.1, we construct the maps sj , π(i)j , s(i)j , where πj =

∏t
i=1 π(i)j ,

sj =
∏t
i=1 s(i)j . Moreover Kerπj =

∏t
i=1 Kerπ(i)j . Next we construct the

number M0,j and the lattice

Γ (i)j :=
ki,j∑
k=1

M0,jRiωk(i)j +
ui,j∑

k=ki,j+1

Riωk(i)j ⊂ Ωi ⊗Z OK

and then the lattice Γ j :=
⊕t

i=1 Γ (i)j . Then we define M2,j := [Ω ⊗Z OK :
Γ j ] and M3,j := [Γ j : M2,jΩ⊗ZOK ]. For nj 6= 0 in the decomposition (2.2)
of P we consider every l |nj and every λ | l and consider the ramification
index εj,λ of λ over l. Next we define m1,j,λ such that λm1,j,λ ‖nj . We put
m2,j,λ := m1,j,λ+1 and mj,λ := m2,j,λ+1. Following the proof of Theorem 4.1
we also construct the constant M4 which is clearly independent of j. We
define the nonnegative integers m0,j ,m3,j ,m4 with lm0,j ‖M0,j , l

m3,j ‖M3,j

and lm4 ‖M4. Put mj,l := maxλ|lmj,λ and εj,l := maxλ|l εj,λ. Now, we choose
the number nj,l in such a way that the image of the representation

ρ
l
nj,l+1 : GL

l
nj,l
→ GLZ/lnj,l+1(A[lnj,l+1])

contains a nontrivial homothety, Llnj,l
(

1
l
nj,l Γ

)
∩ L

l
nj,l+1 = Llnj,l and nj,l >

εj,lm0,j+εj,lm4+mj,l+εj,lm3,j . The last inequality guarantees that εj,λnj,l >
εj,λm0,j+εj,λm4+mj,λ+εj,λm3,j . Eventually, we construct for each 1 ≤ j ≤ s
and for each prime number l |πj(P ) the number field

Lj,l := F

(
r(A)[lnj,l+1],

1
lnj,l

Γ j

)
,

where r(A) is the radical of A defined in Section 2. Observe that there
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are only a finite number of primes l considered above by the estimation
of coefficients (6.3). By the Theorem of Lagarias and Odlyzko [LO, p. 416]
there are effectively computable constants b1 and b2 such that every element
σ ∈ G(Lj,l/F ) is equal to the Frobenius element Frv ∈ G(Lj,l/F ) for a
prime v of OF such that NF/Q(v) ≤ b1d

b2
Lj,l

. Now for every j such that
nj = πj(P ) 6= 0 let

Sfin
j,l := {v : NF/Q(v) ≤ b1db2Lj,l and v is of good reduction for A},

Sfin
j :=

⋃
l|nj

Sfin
j,l .

Then we define

Sfin :=
⋃

1≤j≤s, nj 6=0

Sfin
j .

It is enough to prove that for the set Sfin condition (2) implies (1). Indeed,
if (1) does not hold then in the same way as in the proof of Theorem 4.1
there is 1 ≤ j0 ≤ s such that P ⊗ 1 /∈ Λ ⊗Z Oλ for some l and λ | l such
that λm1,j0,λ ‖nj0 and λm2,j0,λ | dj0 for natural numbers m1,j0,λ < m2,j0,λ =
m1,j0,λ+1. As in the proof of Theorem 4.1 this leads to the investigation of a
homomorphism πj0 of Z-modules and now the proof follows the lines of the
proof of Theorem 4.1. Of course, the choice of the prime w in OF (r(A)[l

nj0,l ])

is now done by virtue of Theorem 6.3. It is clear by the definition of Sfin
j0

that such a prime w can be chosen over a prime v ∈ Sfin
j0
. Hence in the same

way as in the proof of Theorem 4.1 we are led to a contradiction.

Remark 6.5. The problem with an effective algorithm for finding Sfin

comes from the lack of an effective algorithm for finding a Z-basis of
A(F )/A(F )tor. See [HS, pp. 457–465] for the explanation of obstructions
to an effective algorithm for finding a Z-basis of A(F )/A(F )tor.

Remark 6.6. For a given abelian variety A/F , in general, there is no
finite set Sfin of primes of good reduction, depending only on A, such that
for any P ∈ A(F ) and any subgroup Λ ∈ A(F ) the condition rv(P ) ∈ rv(Λ)
for all v ∈ Sfin implies P ∈ Λ + A(F )tor. Indeed, take any simple abelian
variety A with EndF (A) = Z and with the rank of A(F ) over Z at least 2.
Take two nontorsion points P ′, Q′ ∈ A(F ), linearly independent over Z. For
any natural number M consider the finite set SM of primes v of OF of good
reduction for A/F which are over rational primes p ≤ M. Take a natural
number n divisible by

∏
v∈SM |Av(kv)|. Taking P := nP ′ and Λ := nZQ′

we observe that rv(P ) = 0 = rv(Λ) for all v ∈ SM but by construction
P /∈ Λ+A(F )tor.
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