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1. Introduction. By a local field we mean a field $K$ which is complete with respect to a discrete non-archimedean absolute value $| \cdot |$. The main example we have in mind is that of a $p$-adic field, that is, a finite extension of the field $\mathbb{Q}_p$ of $p$-adic numbers. If $\mathbb{Q}_p \subseteq K$ we normalize the absolute value $| \cdot |$ on $K$ so that $|p| = 1/p$. We associate two finite chains of metric invariants to each element $\alpha$ separable over $K$, and investigate the connection between these chains. In what follows by a finite chain we mean a matrix

$$A = \begin{pmatrix} t_1 & \cdots & t_l \\ D_1 & \cdots & D_l \end{pmatrix}$$

such that $t_1 > \ldots > t_l = 0$ are real numbers and $1 = D_1 < \ldots < D_l$ are integers with the property that $D_j$ divides $D_{j+1}$ for any $j \in \{1, \ldots, l-1\}$. We call $l$ the length of the chain $A$. By an infinite chain we mean a pair of sequences $((t_n)_{n \geq 1}, (D_n)_{n \geq 1})$ such that $(t_n)_{n \geq 1}$ is a strictly decreasing sequence of real numbers with $\lim_{n \to \infty} t_n = 0$ and $(D_n)_{n \geq 1}$ is a strictly increasing sequence of integers such that $D_1 = 1$ and each $D_j$ divides $D_{j+1}$. We will associate a pair of infinite chains to each element $T \in \Omega$ which is transcendental over $K$, where $\Omega$ denotes the completion of a fixed separable closure $\bar{K}$ of $K$ with respect to the unique absolute value induced by $| \cdot |$ on $\bar{K}$. In case $K$ is a $p$-adic field we denote $\Omega$ as usual by $\mathbb{C}_p$. The chains we are going to construct consist of some of the most basic metric invariants which can be associated to $\alpha$ and respectively $T$. In this paper our goal is to show that although the two chains associated to the same element are defined in completely different ways, they are very much related to each other.

The first chain associated to $\alpha$ is given in terms of the distances between $\alpha$ and the elements of $\bar{K}$ of smaller degree over $K$. In order to define this chain we first prove the following theorem, which reveals a nice structure for the set of degrees over $K$ of elements from any (open or closed) ball in
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For any $\beta \in \overline{K}$ we denote by $\deg_K \beta$ the degree of $\beta$ over $K$, that is, $\deg_K \beta = [K(\beta) : K]$.

**Theorem 1.** For any ball $B$ in $\overline{K}$ there is a positive integer $D = D(K, B)$ such that
\[
\{\deg_K \beta : \beta \in B\} = D\mathbb{N}^* = \{D, 2D, 3D, \ldots\}.
\]

Let now $\alpha \in \overline{K}$ and consider the map from $(0, \infty)$ to $\mathbb{N}^*$ given by $t \mapsto D(K, B[\alpha, t])$, where $B[\alpha, t]$ denotes the closed ball in $\overline{K}$ of radius $t$ centered at $\alpha$. This is a decreasing step function which is bounded by $\deg_K \alpha$ since $\alpha \in B[\alpha, t]$ for any $t$, thus its image consists of finitely many positive integers $D_1 < \ldots < D_l$. From Theorem 1 it follows that $D_j$ divides $D_{j+1}$ for any $j \in \{1, \ldots, l-1\}$. Note that for $t$ large enough $B[\alpha, t]$ will contain elements from $K$, hence $D_1 = 1$. Also, from Krasner’s Lemma we know that if $t < \min\{|\alpha - \sigma(\alpha)| : \sigma \in \text{Gal}(\overline{K}/K), \sigma(\alpha) \neq \alpha\}$ then for any $\beta \in B[\alpha, t]$ one has $K(\alpha) \subseteq K(\beta)$, and so $\deg_K \alpha$ divides $\deg_K \beta$. This shows that for $t$ small enough we have
\[
(1.1) \quad D(K, B[\alpha, t]) = D_1 = \deg_K \alpha.
\]

For any $j \in \{1, \ldots, l\}$ we set
\[
(1.2) \quad t_j = \inf\{t > 0 : D(K, B[\alpha, t]) = D_j\}.
\]

Thus $t_1 > \ldots > t_l = 0$ and we have a chain
\[
(1.3) \quad \mathcal{D}_K(\alpha) = \begin{pmatrix} t_1 & \cdots & t_l \\ D_1 & \cdots & D_l \end{pmatrix}.
\]

Note that $t_1$ equals the distance from $\alpha$ to $K$
\[
(1.4) \quad t_1 = d(\alpha, K) := \inf\{|\alpha - z| : z \in K\}.
\]

The length $l$ of the chain $\mathcal{D}_K(\alpha)$ in (1.3) will be denoted by $l_K(\alpha)$. These chains $\mathcal{D}_K(\alpha)$ play an essential role in the description of the structure of irreducible polynomials over $K$. We mention in this context that they can also be defined in terms of the so-called saturated distinguished chains introduced in [6] and later studied also in [1] and [5]. In this paper we try to keep the presentation short and as self-contained as possible. In particular we chose to define the chains $\mathcal{D}_K(\alpha)$ via Theorem 1 rather than to recall the terminology from the above mentioned papers. If one replaces $\alpha$ by an element $T \in \Omega \setminus \overline{K}$, the construction is similar. We intersect the balls centered at $T$ with $\overline{K}$, so we work with the function $t \mapsto D(K, B[T, t] \cap \overline{K})$. This is a decreasing step function whose image consists of infinitely many integer numbers $1 = D_1 < D_2 < \ldots$. Then we define for any $D_j$ a real number $t_j > 0$ as in (1.2) and obtain an infinite chain
\[
(1.5) \quad \mathcal{D}_K(T) = \begin{pmatrix} t_1 & t_2 & \cdots \\ D_1 & D_2 & \cdots \end{pmatrix}.
\]
Clearly any finite part
\[
\begin{pmatrix}
  t_1 & \cdots & t_r \\
  D_1 & \cdots & D_r
\end{pmatrix}
\]
of \(D_K(T)\) coincides with the corresponding part in a chain \(D_K(\alpha)\) as in (1.3), provided \(\alpha\) is close enough to \(T\).

In this connection we point out that the distinguished sequences \((\alpha_n)_{n \in \mathbb{N}}\) associated to \(T\) (see [1]) provide in some sense best possible approximations to \(T\), and some of their properties are reminiscent of those of continued fractions associated to real numbers. In particular they have the property that for each such \(\alpha_n\) the entire chain \(D_K(\alpha_n)\) (with the obvious exception of \(t_{l_K(\alpha_n)} = 0\)) is contained in \(D_K(T)\). This is analogous to the property of convergents \(\alpha_n\) to the continued fraction of an irrational real number \(T\) to have the same continued fraction as the corresponding part of the continued fraction of \(T\). We remark that even when \(K\) is a \(p\)-adic field our chains have nothing to do with continued fractions in \(\mathbb{Q}_p\) which approximate the elements of \(\mathbb{Q}_p\) with rational numbers and which are the true analogs of the continued fractions in \(\mathbb{R}\). The chains \(D_{\mathbb{Q}_p}(T)\) are produced by algebraic elements of higher and higher degree over \(\mathbb{Q}_p\) and this has no analogue in the archimedean case where the only algebraic extensions of \(\mathbb{R}\) are \(\mathbb{R}\) and \(\mathbb{C}\).

We now proceed to construct a second chain for each element \(T \in \Omega\). This chain is defined in terms of the distances between \(T\) and its conjugates over \(K\), and plays an important role in various questions concerned with the action of the Galois group \(G_K = \text{Gal}(\overline{K}/K) \cong \text{Gal}_{\text{cont}}(\Omega/K)\) on \(\Omega\), such as the problem of extending the definition of the trace over \(K\) to elements from \(\Omega\) which are not algebraic over \(K\) (see [2]). In order to define this chain, we consider for each \(\varepsilon > 0\) all the closed balls of radius \(\varepsilon\) in \(\Omega\) and intersect them with the orbit \(C_K(T) := \{\sigma(T) : \sigma \in G_K\}\). The set \(C_K(T)\) is finite if \(T \in \overline{K}\), and infinite, but still compact, if \(T \in \Omega \setminus \overline{K}\). Since \(\Omega\) is an ultrametric space, any two balls of radius \(\varepsilon\) either coincide or they are disjoint. Denote by \(N(K, T, \varepsilon)\) the number of disjoint closed balls of radius \(\varepsilon\) which cover \(C_K(T)\). The map from \((0, \infty)\) to \(\mathbb{N}^*\) given by \(\varepsilon \mapsto N(K, T, \varepsilon)\) is a decreasing step function which is bounded precisely if \(T \in \overline{K}\). Thus its image consists of a sequence of positive integers \(1 = N_1 < N_2 < \ldots\), which is finite or infinite according as \(T \in \overline{K}\) or \(T \in \Omega \setminus \overline{K}\). For any \(N_j\) we set
\[
(1.6) \quad \varepsilon_j = \inf\{\varepsilon > 0 : N(K, T, \varepsilon) = N_j\}.
\]

Since the Galois group \(G_K\) acts transitively on \(C_K(T)\) and each automorphism \(\sigma \in G_K\) is an isometry one easily sees that for any \(j\), each of the \(N_j\) closed balls of radius \(\varepsilon_j\) which cover \(C_K(T)\) will produce the same number of closed balls of radius \(\varepsilon_{j+1}\) which intersect \(C_K(T)\). Thus each \(N_j\)
divides \( N_{j+1} \). If \( T \in \Omega \setminus \overline{K} \) we get an infinite chain

\[
\mathcal{N}_K(T) = \left( \begin{array}{ccc}
\varepsilon_1 & \varepsilon_2 & \cdots \\
N_1 & N_2 & \cdots
\end{array} \right).
\]

(1.7)

In case of an \( \alpha \in \overline{K} \) this construction produces a finite chain, say of length \( l'_K(\alpha) \),

\[
\mathcal{N}_K(\alpha) = \left( \begin{array}{ccc}
\varepsilon_1 & \cdots & \varepsilon_{l'_K(\alpha)} \\
N_1 & \cdots & N_{l'_K(\alpha)}
\end{array} \right).
\]

(1.8)

Here \( \varepsilon_{l'_K(\alpha)} = 0 \) and \( N_{l'_K(\alpha)} = \deg_K \alpha \). Note that for any \( T \in \Omega \), \( \varepsilon_1 \) equals the diameter of \( C_K(T) \):

\[
\varepsilon_1 = \text{diam} C_K(T) = \sup \{ |T - \sigma(T)| : \sigma \in G_K \}.
\]

(1.9)

Several precise relations involving the chains \( \mathcal{D}_K(\alpha) \) and \( \mathcal{N}_K(\alpha) \) have been established by Ota in [5]. For instance, Theorem 3.2 and Proposition 3.4 of [5] imply that the chains \( \mathcal{D}_K(\alpha) \) and \( \mathcal{N}_K(\alpha) \) coincide if the characteristic of the residue field of \( K \) does not divide \( \deg_K \alpha \) or if \( K(\alpha)/K \) is unramified. There are however elements \( \alpha \in \overline{K} \) for which the chains \( \mathcal{D}_K(\alpha) \) and \( \mathcal{N}_K(\alpha) \) do not coincide. To see this, use (1.4) and (1.9) which give \( t_1 = d(\alpha, K) \) and \( \varepsilon_1 = \text{diam} C_K(\alpha) \). One always has \( \text{diam} C_K(\alpha) \leq d(\alpha, K) \), but there are elements \( \alpha \in \overline{K} \) for which this inequality is strict. One does have an inequality of the form

\[
d(\alpha, K) \leq c_p \text{diam} C_K(\alpha)
\]

valid for any \( \alpha \in \overline{K} \), where \( c_p \) is a constant (the so-called Sen–Ax constant) which depends on the characteristic \( p \) (or 0) of the residue field of \( K \) only, and this inequality was the key ingredient in the construction of the Galois theory in \( \Omega \) (see Tate [8], Sen [7] and Ax [4]). Thus, for any \( \alpha \in \overline{K} \), the first elements \( t_1 \) and \( \varepsilon_1 \) from \( \mathcal{D}_K(\alpha) \) and respectively \( \mathcal{N}_K(\alpha) \), do not differ too much.

We would like to have a result which gives some control over the other elements of the chains \( \mathcal{D}_K(\alpha) \) and \( \mathcal{N}_K(\alpha) \) as well. In Section 4 we will prove such a result, which is valid for all elements of \( \Omega \). Here we state a simpler version of it, for elements \( T \in \Omega \) which are transcendental over \( K \). If

\[
\mathcal{A} = \left( \begin{array}{ccc}
a_1 & \cdots & a_n \\
A_1 & \cdots & A_n
\end{array} \right) \quad \text{and} \quad \mathcal{B} = \left( \begin{array}{ccc}
b_1 & \cdots & b_m \\
B_1 & \cdots & B_m
\end{array} \right)
\]

are two infinite chains, we say that \( \mathcal{A} \) is dominated by \( \mathcal{B} \) if there exists a real number \( c > 0 \) such that for any pair \( \left( \frac{a_n}{A_n} \right) \) from \( \mathcal{A} \) there is a pair \( \left( \frac{b_m}{B_m} \right) \) in \( \mathcal{B} \) such that

\[
b_m \leq c a_n
\]

(1.10)

and

\[
B_m \text{ divides } A_n.
\]

(1.11)
Chains of metric invariants

If \( A \) is dominated by \( B \) and \( B \) is dominated by \( A \) we say that \( A \) and \( B \) are equivalent. One checks that this is indeed an equivalence relation on the set of all infinite chains. The reader might wonder at this point whether our definition of equivalence is strong enough to enable us to transfer relevant information from an infinite chain to an equivalent one. Lemma 3 from Section 2 below provides a quantitative version of equivalence where one can conclude that two chains actually coincide. Also, Lemma 5 shows an effective way of exploiting a natural descent procedure in moving back and forth between two equivalent chains. We will prove the following

**Theorem 2.** For any \( T \in \Omega \) which is transcendental over \( K \), the chains \( D_K(T) \) and \( N_K(T) \) are equivalent.

In many cases one has more information on \( D_K(T) \) than on \( N_K(T) \) (see for example the constructive approach from [1] and [6] which gives all the elements \( T \) of \( \Omega \), where the chain \( D_K(T) \) is built into the construction). So from this point of view one may interpret Theorem 2 as giving information on the chain \( N_K(T) \) in terms of the “known” chain \( D_K(T) \). As an application of Theorem 2, we will see in Section 2 how one can express a metric obstruction appearing in the definition of the trace over \( K \) for elements \( T \in \Omega \setminus \overline{K} \), in terms of the chain \( D_K(T) \).

**2. Chains.** We start with a discussion on chains, which is self-contained and independent of local fields. We use the definition of finite and infinite chains given in the introduction. Let \( c > 0 \) be a real number and let

\[
\mathcal{A} = \begin{pmatrix} a_1 & a_2 & \ldots \\ A_1 & A_2 & \ldots \end{pmatrix} \quad \text{and} \quad \mathcal{B} = \begin{pmatrix} b_1 & b_2 & \ldots \\ B_1 & B_2 & \ldots \end{pmatrix}
\]

be two finite or infinite chains. We say that \( \mathcal{A} \) is \( c \)-dominated by \( \mathcal{B} \) and write \( \mathcal{A} \preceq c \mathcal{B} \), provided for any pair \( (a_n, A_n) \) from \( \mathcal{A} \) there is a pair \( (b_m, B_m) \) in \( \mathcal{B} \) such that (1.10) and (1.11) hold true. Note that if \( \mathcal{A} \preceq c \mathcal{B} \) and \( \mathcal{B} \preceq c' \mathcal{A} \) for some \( c, c' > 0 \) then the chains \( \mathcal{A} \) and \( \mathcal{B} \) are either both finite or both infinite. Indeed, \( \mathcal{A} \) is finite if and only if it contains a pair \( (a_n, A_n) \) with \( a_n = 0 \), and similarly for \( \mathcal{B} \), from which the above statement follows immediately.

**Lemma 3.** If \( \mathcal{A} \) and \( \mathcal{B} \) are finite or infinite chains such that \( \mathcal{A} \preceq c \mathcal{B} \) and \( \mathcal{B} \preceq c' \mathcal{A} \), then \( \mathcal{A} \) and \( \mathcal{B} \) coincide.

**Proof.** Let \( \mathcal{A} \) and \( \mathcal{B} \) be as in the statement of the lemma. Since \( \mathcal{A} \preceq c \mathcal{B} \), for any pair \( (a_n, A_n) \) from \( \mathcal{A} \) there is a pair \( (b_m, B_m) \) in \( \mathcal{B} \) such that

\[
b_m \leq a_n
\]
and
\begin{equation}
B_m \text{ divides } A_n.
\end{equation}

From \(\mathcal{B} \leq \mathcal{A}\) it follows that there exists a pair \(\left(\frac{a_{n'}}{A_{n'}}\right)\) in \(\mathcal{A}\) such that
\begin{equation}
a_{n'} \leq b_m
\end{equation}
and
\begin{equation}
A_{n'} \text{ divides } B_m.
\end{equation}

Relations (2.1) and (2.3) imply \(a_{n'} = a_n\) so \(n' \geq n\), while from (2.2) and (2.4) it follows that \(A_{n'} \text{ divides } A_n\), which implies \(n' \leq n\). Hence \(n = n'\), and from (2.1)–(2.4) we see that \(a_n = b_m\) and \(A_n = B_m\). Therefore each pair \(\left(\frac{a_n}{A_n}\right)\) from \(\mathcal{A}\) belongs to \(\mathcal{B}\). Similarly each pair from \(\mathcal{B}\) belongs to \(\mathcal{A}\), thus \(\mathcal{A}\) and \(\mathcal{B}\) consist of the same pairs. Clearly the order of pairs will also be the same, thus the chains \(\mathcal{A}\) and \(\mathcal{B}\) coincide and the lemma is proved.

Let \(\mathcal{A} = ((a_n)_{n \geq 1}, (A_n)_{n \geq 1})\) be an infinite chain. We say that \(\mathcal{A}\) has the property \((\Diamond)\) provided
\begin{equation}
\lim_{n \to \infty} \frac{a_n}{|A_n|} = 0
\end{equation}
where \(|\cdot|\) denotes the absolute value on \(K\). The motivation for introducing this property comes from the definition of the trace over \(\mathbb{Q}_p\), or over a finite extension \(K\) of \(\mathbb{Q}_p\), for elements \(T \in \mathbb{C}_p \setminus \overline{K}\), as an integral with respect to the \(p\)-adic Haar measure \(\pi_T\) on the orbit \(C_K(T)\) (see [2])
\begin{equation}
\text{Tr}_{\mathbb{C}_p/K}(T) := \int_{C_K(T)} z \, d\pi_T(z).
\end{equation}

In general \(\pi_T\) is an unbounded measure and the integral on the right hand side of (2.6) may or may not be defined. By breaking \(C_K(T)\) into balls of radius \(\varepsilon\) and reasoning in terms of the corresponding Riemann sums, a sufficient condition in order for this integral to be defined has been given in [2], in terms of the chain \(\mathcal{N}_K(T)\). Similarly, one finds that a necessary condition in terms of \(\mathcal{N}_K(T)\) for the integral to be defined is to have (in the notation from the introduction)
\begin{equation}
\lim_{n \to \infty} \frac{\varepsilon_n}{|N_n|} = 0,
\end{equation}
in other words the condition is \(\mathcal{N}_K(T)\) to have property \((\Diamond)\). We would like to have this condition expressed if possible in terms of the chain \(\mathcal{D}_K(T)\). Keeping in mind the fact that the chains \(\mathcal{D}_K(T)\) and \(\mathcal{N}_K(T)\) are equivalent by Theorem 2, we ask whether any infinite chain equivalent to one which has the property \((\Diamond)\), will also satisfy \((\Diamond)\). The answer is “no”. In order to see this, we construct two equivalent chains \(\mathcal{A} = ((a_n)_{n \geq 1}, (A_n)_{n \geq 1})\) and \(\mathcal{B} = ((b_m)_{m \geq 1}, (B_m)_{m \geq 1})\) in the \(p\)-adic case such that \(\mathcal{A}\) satisfies \((\Diamond)\) but \(\mathcal{B}\) does not satisfy \((\Diamond)\). We first construct the sequences \((A_n)_{n \geq 1}\) and \((B_m)_{m \geq 1}\)
We set $A_1 = B_1 = 1$, $B_2 = p$. Next, we let $A_2 = B_3$ and $B_4 = p^2 A_2$. Then we let $A_3 = B_5$ and $B_6 = p^3 A_3$, and so on. Here there is no connection between the numbers $A_1, A_2, \ldots, A_n, \ldots$, except we have to arrange that each $A_n$ divides $A_{n+1}$ and each $B_n$ divides $B_{n+1}$. Assuming the sequences $(A_n)_{n \geq 1}$ and $(B_m)_{m \geq 1}$ are already constructed, we choose a strictly decreasing sequence $(a_n)_{n \geq 1}$ such that

$$\frac{a_n}{|A_n|} \to 0 \quad \text{and} \quad \frac{a_n}{p^n |A_n|} \to \infty.$$ 

Next, we set $b_1 = a_1$, $b_3 = a_2$, $b_5 = a_3$, \ldots, and then we choose the numbers $b_2, b_4, \ldots$ so as to have, for any $k$,

$$b_{2k-1} > b_{2k} > \max\{b_{2k-1}/2, b_{2k+1}\}.$$

In this way we obtain two equivalent chains $A = ((a_n)_{n \geq 1}, (A_n)_{n \geq 1})$ and $B = ((b_m)_{m \geq 1}, (B_m)_{m \geq 1})$ such that $A$ satisfies (\L) while $B$ does not satisfy (\L).

Let now $A = ((a_n)_{n \geq 1}, (A_n)_{n \geq 1})$ and $B = ((b_m)_{m \geq 1}, (B_m)_{m \geq 1})$ be arbitrary infinite chains. We say that $A$ and $B$ have finite intersection if the intersection of the sets $\{A_1, A_2, \ldots, A_n, \ldots\}$ and $\{B_1, B_2, \ldots, B_m, \ldots\}$ is finite. Note that the chains from the above example do not have finite intersection. For pairs of chains $(A, B)$ which have finite intersection we are able to prove a result of the desired shape:

**Theorem 4.** Let $A$ and $B$ be two equivalent infinite chains which have finite intersection. If $A$ has the property (\L) then so does $B$.

Let $A = ((a_n)_{n \geq 1}, (A_n)_{n \geq 1})$ and $B = ((b_m)_{m \geq 1}, (B_m)_{m \geq 1})$ be two equivalent infinite chains which have finite intersection. For each positive integer $m$ we consider the set

$$\mathcal{M}_m = \{n \in \mathbb{N}^* : B_m \text{ divides } A_n\}.$$

It is easy to see that $\mathcal{M}_m$ is not empty. Denote by $n(m)$ the smallest element of $\mathcal{M}_m$. The proof of Theorem 4 is based on the following

**Lemma 5.** Let $A = ((a_n)_{n \geq 1}, (A_n)_{n \geq 1})$ and $B = ((b_m)_{m \geq 1}, (B_m)_{m \geq 1})$ be two equivalent chains having finite intersection. Then the sequence

$$\left(\frac{b_m}{a_{n(m)}}\right)_{m \geq 1}$$

is bounded.

**Proof of Theorem 4.** Assuming Lemma 5, for any $m$ we write

$$(2.7) \quad \frac{b_m}{|B_m|} = \frac{b_m}{a_{n(m)}} \cdot \frac{a_{n(m)}}{|A_{n(m)}|} \cdot \frac{|A_{n(m)}|}{|B_m|}.$$

On the right hand side of (2.7), the first quotient is bounded as $m \to \infty$ by Lemma 5. The last quotient is $\leq 1$ since $A_{n(m)}/B_m$ is an integer by
the definition of $n(m)$. Finally, the middle quotient converges to zero as $m \to \infty$ from the assumption that $\mathcal{A}$ has the property ($\triangle$) together with the fact that $n(m) \to \infty$ as $m \to \infty$. Hence $\lim_{m \to \infty} b_m/|B_m| = 0$ and Theorem 4 is proved.

**Proof of Lemma 5.** Let $\mathcal{A}$ and $\mathcal{B}$ be as in the statement of the lemma, and let $c > 0$ be such that $\mathcal{A} \leq c \mathcal{B}$ and $\mathcal{B} \leq c \mathcal{A}$. For any $m \geq 1$ we consider the pair $\left( \frac{a_{n(m)}}{A_{n(m)}} \right)$ from $\mathcal{A}$. Since $\mathcal{A} \leq c \mathcal{B}$, there is a pair $\left( \frac{b_{m_1}}{B_{m_1}} \right)$ in $\mathcal{B}$ such that

$$b_{m_1} \leq ca_{n(m)} \quad (2.8)$$
and

$$B_{m_1} \text{ divides } A_{n(m)}. \quad (2.9)$$

From $\mathcal{B} \leq c \mathcal{A}$ it follows that there is a pair $\left( \frac{a_{n_1}}{A_{n_1}} \right)$ in $\mathcal{A}$ for which

$$a_{n_1} \leq cb_{m_1} \quad (2.10)$$
and

$$A_{n_1} \text{ divides } B_{m_1}. \quad (2.11)$$

By applying again the relation $\mathcal{A} \leq c \mathcal{B}$ we get a pair $\left( \frac{b_{m_2}}{B_{m_2}} \right)$ in $\mathcal{B}$ such that

$$b_{m_2} \leq ca_{n_1} \quad (2.12)$$
and

$$B_{m_2} \text{ divides } A_{n_1}. \quad (2.13)$$

We stop this “descent” here and, as we shall see in what follows, this is the key point in the proof of Lemma 5. From (2.9) and (2.11) it follows that $A_{n_1}$ divides $A_{n(m)}$, hence $n_1 \leq n(m)$.

We claim that for $m$ large enough the inequality is strict: $n_1 < n(m)$. Indeed, if $n_1 = n(m)$ then one has $A_{n_1} = B_{m_1} = A_{n(m)}$. But the chains $\mathcal{A}$ and $\mathcal{B}$ have finite intersection, so there are positive integers $m_0$ and $n_0$ such that the sets $\{A_{n_0}, A_{n_0+1}, \ldots\}$ and $\{B_{m_0}, B_{m_0+1}, \ldots\}$ are disjoint. By the definition of $n(m)$ we see that $n(m) \to \infty$ as $m \to \infty$. Then by (2.8) it follows also that $m_1 \to \infty$ as $m \to \infty$. Thus for $m$ large enough the numbers $A_{n(m)}$ and $B_{m_1}$ are distinct, which proves the claim.

Next, we claim that $m_2 < m$. Indeed, if $m_2 \geq m$ then $B_m$ divides $B_{m_2}$, and from (2.13) it will follow that $B_m$ divides $A_{n_1}$. But $n_1 < n(m)$ and $n(m)$ is the smallest integer $n$ for which $B_m$ divides $A_n$. Therefore $B_m$ does not divide $A_{n_1}$ and so $m_2 < m$ as claimed. As a consequence one has

$$b_m < b_{m_2}. \quad (2.14)$$

On combining the inequalities (2.8), (2.10), (2.12) and (2.14) we obtain

$$b_m < b_{m_2} \leq ca_{n_1} \leq c^2 b_{m_1} \leq c^3 a_{n(m)}.$$
In conclusion, for $m$ large enough one has $b_m/a_n(m) < e^3$, which completes the proof of the lemma.

3. Reduction to $\overline{K}$. In this section we show how statements concerning the chains $D_K(T)$ and $N_K(T)$ for a general element $T \in \Omega$ can be reduced to the case when $T \in \overline{K}$. For this we need the following comparison lemma. First we introduce one more piece of terminology. Let $\mathcal{A} = (t_1, t_2, \ldots)\mathcal{D}_1, \mathcal{D}_2, \ldots$ be a finite or infinite chain. Let $r$ be the largest integer for which $t_r \geq \delta$. Then the matrix

$$
\begin{pmatrix}
  t_1 & \cdots & t_r \\
  D_1 & \cdots & D_r
\end{pmatrix}
$$

will be called the $\delta$-part of the chain $\mathcal{A}$.

**Lemma 6.** Let $\delta > 0$ and let $T, U$ be elements of $\Omega$ with $|T - U| < \delta$. Then the $\delta$-parts of $D_K(T)$ and $D_K(U)$ coincide, and so do the $\delta$-parts of $N_K(T)$ and $N_K(U)$.

**Proof.** Let $t \in [\delta, \infty)$. Then the closed balls $B[T, t]$ and $B[U, t]$ coincide. It follows that the functions $t \mapsto D(K, B[T, t] \cap \overline{K})$ and $t \mapsto D(K, B[U, t] \cap \overline{K})$ coincide on the interval $[\delta, \infty)$. In terms of the chains $D_K(T)$ and $D_K(U)$ this translates exactly into their $\delta$-parts being the same. A similar argument works for $N_K(T)$ and $N_K(U)$. More precisely, let $\varepsilon \geq \delta$ and decompose the entire space $\Omega$ into a union of disjoint closed balls of radius $\varepsilon$. Then $N(K, T, \varepsilon)$ equals the number of such disjoint balls which have a non-empty intersection with $C_K(T)$, and similarly for $N(K, U, \varepsilon)$. Now any closed ball $B$ of radius $\varepsilon$ which intersects $C_K(T)$ will also intersect $C_K(U)$. Indeed, if $\sigma(T) \in B$ for some $\sigma \in G_K$, then since

$$
|\sigma(T) - \sigma(U)| = |T - U| < \varepsilon
$$

it follows that $\sigma(U) \in B$. Thus a closed ball of radius $\varepsilon$ intersects $C_K(T)$ if and only if it intersects $C_K(U)$, hence $N(K, U, \varepsilon) = N(K, T, \varepsilon)$. The maps $\varepsilon \mapsto N(K, T, \varepsilon)$ and $\varepsilon \mapsto N(K, U, \varepsilon)$ being the same on the interval $[\delta, \infty)$, the $\delta$-parts of $N_K(T)$ and $N_K(U)$ will coincide, and the lemma is proved.

Using this lemma we now reduce our statements concerning general elements $T \in \Omega$ to the corresponding statements for elements $\alpha \in \overline{K}$. First of all let us see that for each $T \in \Omega \setminus \overline{K}$, $D_K(T)$ and $N_K(T)$ are indeed infinite chains. For any $\delta > 0$ we choose an $\alpha \in \overline{K}$ such that $|\alpha - T| < \delta$. Then by Lemma 6 we know that the $\delta$-parts of $D_K(\alpha)$ and $D_K(T)$ coincide, and similarly for $N_K(\alpha)$ and $N_K(T)$. Since $D_K(\alpha)$ and $N_K(\alpha)$ are finite chains
it follows that the $\delta$-parts 
\[
\begin{pmatrix}
t_1 & \cdots & t_r \\
D_1 & \cdots & D_r
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
\varepsilon_1 & \cdots & \varepsilon_{r'} \\
N_1 & \cdots & N_{r'}
\end{pmatrix}
\]
of $D_K(T)$ and $N_K(T)$ respectively have the required properties $t_1 > \ldots > t_r > 0$, $\varepsilon_1 > \ldots > \varepsilon_{r'} > 0$, $1 = D_1 < \ldots < D_r$, $1 = N_1 < \ldots < N_{r'}$, and also $D_j$ divides $D_{j+1}$, $1 \leq j < r$, and $N_i$ divides $N_{i+1}$, $1 \leq i < r'$. Since this holds for any $\delta > 0$, we see that $D_K(T)$ and $N_K(T)$ are infinite chains. Actually there is one more thing we need to show, namely that $\lim_{n \to \infty} t_n = \lim_{n \to \infty} \varepsilon_n = 0$. Assume one of these fails, say $\lim_{n \to \infty} t_n = \eta > 0$. Then we take an $\alpha \in \overline{K}$ for which $|\alpha - T| < \eta$ and from the above comparison lemma we get a contradiction since the $\eta$-part of $D_K(\alpha)$ has finite length while the $\eta$-part of $D_K(T)$ has infinite length under the assumption $\lim_{n \to \infty} t_n = \eta$. Thus $\lim_{n \to \infty} t_n = 0$ and similarly $\lim_{n \to \infty} \varepsilon_n = 0$. In conclusion $D_K(T)$ and $N_K(T)$ are infinite chains.

Theorem 2 is a consequence of the following more precise result:

**Theorem 7.** Let $K$ be a locally compact field. For any $T \in \Omega$ one has $D_K(T) \leq N_K(T)$ and $N_K(T) \leq D_K(T)$, where $c_p$ is the Sen–Ax constant.

The case $T \in \Omega \setminus \overline{K}$ in Theorem 7 follows easily from the corresponding statement for elements $\alpha \in \overline{K}$. For instance, in order to prove that $D_K(T) \leq N_K(T)$, fix a pair $(t_n, D_n)$ from $D_K(T)$ (notations are as in (1.5) and (1.7)). We need to show that there is a pair $(\varepsilon_m, N_m)$ in $N_K(T)$ such that
\[
\varepsilon_m \leq t_n
\]
and
\[
N_m \divides D_n.
\]

Let $r$ be the smallest integer for which $N_r > D_n$ and $\varepsilon_r < t_n$. Choose $\alpha \in \overline{K}$ such that $|\alpha - T| < \varepsilon_r$. From Lemma 6 we know that the $\varepsilon_r$-part of $D_K(T)$ coincides with that of $D_K(\alpha)$ and the $\varepsilon_r$-part of $N_K(T)$ coincides with that of $N_K(\alpha)$. Note that the pair $(t_n, D_n)$ belongs to the $\varepsilon_r$-part of $D_K(T)$, so it will also belong to $D_K(\alpha)$. Assuming that $D_K(\alpha) \leq N_K(\alpha)$, there will be a pair $(\varepsilon_s(\alpha), N_s(\alpha))$ in $N_K(\alpha)$ such that
\[
\varepsilon_s(\alpha) \leq t_n
\]
and
\[
N_s(\alpha) \divides D_n.
\]

Since $(\varepsilon_r, N_r)$ belongs to the $\varepsilon_r$-part of $N_K(T)$, it will also belong to $N_K(\alpha)$. One has $N_s(\alpha) \leq D_n < N_r$, so the pairs $(\varepsilon_s(\alpha), N_s(\alpha))$ and $(\varepsilon_r, N_r)$ appear in this order in $N_K(\alpha)$. Thus the former belongs to the $\varepsilon_r$-part of $N_K(\alpha)$.
Therefore it also belongs to $\mathcal{N}_K(T)$, that is, $\varepsilon_s(\alpha) = \varepsilon_m$ and $N_s(\alpha) = N_m$ for some $m$, and (3.1) and (3.2) follow from (3.3) and (3.4). The relation $\mathcal{N}_K(T) \leq \mathcal{D}_K(T)$ can be obtained in a similar way.

4. Proof of Theorems 1 and 7. We first prove Theorem 1. Let $B$ be a ball in $K$ and set

$$D = \min\{\deg_K \beta : \beta \in B\}.$$ (4.1)

We need to show that

$$\{\deg_K \beta : \beta \in B\} = \{D, 2D, 3D, \ldots\}.$$ (4.1)

Choose $\alpha \in B$ with $\deg_K \alpha = D$. In order to prove the inclusion “$\supset$” in (4.1), let $m$ be a positive integer. Choose an element $\theta \in K$ such that $\deg_{K(\alpha)} \theta = m$. Thus $[K(\alpha, \theta) : K] = mD$. For any positive integer $n$ set $\beta_n = \alpha + \pi^n \theta$, where $\pi$ is a uniformizing element of $K$. One has $\beta_n \in B$ for $n$ large enough. For large $n$ one also has

$$|\beta_n - \alpha| < \min\{\sigma(\alpha) - \alpha : \sigma \in G_K, \sigma(\alpha) \neq \alpha\}.$$ (4.2)

From Krasner’s Lemma (see [3, Ch. 2, Section 6, Theorem 8]) it follows that $K(\alpha) \subseteq K(\beta_n)$. Then $\theta = (\beta_n - \alpha)/\pi^n \in K(\beta_n)$ so $K(\beta_n) = K(\alpha, \theta)$ and one has $\deg_K \beta_n = [K(\alpha, \theta) : K] = mD$. This gives the inclusion “$\supset$” in (4.1). For the other inclusion we use the so-called fundamental principle from [6, p. 109]:

Let $\alpha, \beta \in \overline{K}$ be such that

$$|\beta - \alpha| < |\gamma - \alpha|$$ (4.2)

for any $\gamma \in \overline{K}$ with $\deg_K \gamma < \deg_K \alpha$. Then the residue field of $K(\alpha)$ is contained in the residue field of $K(\beta)$ and the ramification index of $K(\alpha)/K$ divides the ramification index of $K(\beta)/K$. As a consequence $\deg_K \alpha$ divides $\deg_K \beta$.

With our choice of $\alpha$, any $\gamma \in \overline{K}$ with $\deg_K \gamma < \deg_K \alpha$ will lie outside the ball $B$. Therefore (4.2) holds for any $\beta \in B$. It follows that $\deg_K \alpha$ divides $\deg_K \beta$ for any $\beta \in B$, which completes the proof of Theorem 1.

Next we turn to Theorem 7, the remaining case: $\alpha \in \overline{K}$. First we show that $\mathcal{D}_K(\alpha) \leq \mathcal{N}_K(\alpha)$. Notations are as in (1.3) and (1.8). Let $(t_n^D)$ be a pair in $\mathcal{D}_K(\alpha)$. We need to find $(\varepsilon_m^N_m) \in \mathcal{N}_K(\alpha)$ such that

$$\varepsilon_m \leq t_n$$ (4.3)

and

$$N_m \text{ divides } D_n.$$ (4.4)

We choose $m$ to be the smallest integer for which (4.3) holds. It remains to show that (4.4) also holds. From the definition of $t_n$, $t_{n-1}$, $\varepsilon_m$ and $\varepsilon_{m-1}$ we
know that on the open interval \((t_n, t_{n-1})\) the function \(t \mapsto D(K, B[\alpha, t])\) is constantly \(D_n\), while on \((\varepsilon_m, \varepsilon_{m-1})\) the function \(\varepsilon \mapsto N(K, \alpha, \varepsilon)\) is constantly \(N_m\). The intervals \((t_n, t_{n-1})\) and \((\varepsilon_m, \varepsilon_{m-1})\) are not disjoint by our choice of \(m\). Fix a point \(\varrho\) in their intersection. Then \(D(K, B[\alpha, \varrho]) = D_n\) and \(N(K, \alpha, \varrho) = N_m\). Choose an element \(\beta \in B[\alpha, \varrho]\) of smallest degree over \(K\), thus \(\deg_K \beta = D_n\). Recall that \(C_K(\alpha)\) is covered by \(N(K, \alpha, \varrho) = N_m\) disjoint closed balls of radius \(\varrho\), denote them by \(B_1 = B[\alpha, \varrho], B_2, \ldots, B_{N_m}\).

We claim that \(C_K(\beta)\) is covered by the balls \(B_1, \ldots, B_{N_m}\) and each of them contains the same number of elements from \(C_K(\beta)\). The first statement follows from the fact that each \(\sigma(\beta) \in C_K(\beta), \sigma \in G_K\), satisfies \(|\sigma(\beta) - \sigma(\alpha)| = |\beta - \alpha| \leq \varrho\), so if \(B_j\) is the ball which contains \(\sigma(\alpha)\) then it will also contain \(\sigma(\beta)\). As for the second statement, let \(i, j \in \{1, \ldots, N_m\}\) and choose \(\sigma, \tau \in G_K\) such that \(\sigma(\alpha) \in B_i\) and \(\tau(\alpha) \in B_j\). Then the automorphisms \(\tau \sigma^{-1}\) and \(\tau \sigma^{-1}\) will send \(\tau(\alpha)\) and \(\sigma(\alpha)\) to each other, and since they are isometries they will also send the entire balls \(B_i\) and \(B_j\) to each other. Therefore they will send the sets \(B_i \cap C_K(\beta)\) and \(B_j \cap C_K(\beta)\) to each other, so \(#(B_i \cap C_K(\beta)) = #(B_j \cap C_K(\beta))\), as claimed. It follows that \(N_m\) divides \(\#C_K(\beta) = \deg_K \beta = D_n\), proving (4.4). In conclusion \(D_K(\alpha) \leq N_K(\alpha)\).

Next we show that \(N_K(\alpha) \leq D_K(\alpha)\). Let \((\varepsilon_m, N_m)\) be a pair in \(N_K(\alpha)\). We look for \((t_n, D_n)\) in \(D_K(\alpha)\) such that

\[
(4.5) \quad t_n \leq c_p \varepsilon_m
\]

and

\[
(4.6) \quad D_n \text{ divides } N_m.
\]

Fix \(\varrho \in (\varepsilon_m, \varepsilon_{m-1})\). Then \(N(K, \alpha, \varrho) = N_m\). Denote as before by \(B_1 = B[\alpha, \varrho], B_2, \ldots, B_{N_m}\) the disjoint closed balls of radius \(\varrho\) which cover \(C_K(\alpha)\). We know that each automorphism \(\sigma \in G_K\) produces a permutation of these balls. Let \(H = \{\sigma \in G_K : \sigma(B_1) = B_1\}\). Then \(H\) is a closed subgroup of finite index in \(G_K\). In fact, \([G_K : H] = N_m\). Indeed, if one chooses for any \(j \in \{1, \ldots, N_m\}\) an automorphism \(\sigma_j \in G_K\) such that \(\sigma_j(B_1) = B_j\), then for each \(\tau \in G_K\) there are \(j \in \{1, \ldots, N_m\}\) and \(\sigma \in H\) uniquely determined such that \(\tau = \sigma_j \sigma\), which proves the claim. By Galois theory, \(H\) corresponds to a subfield \(K \subset L \subset K\) such that \(H = G_L = Gal(K/L)\). Moreover,

\[
(4.7) \quad [L : K] = [G_K : G_L] = N_m.
\]

Note that since \(C_L(\alpha) = \{\sigma(\alpha) : \sigma \in G_L = H\} \subset B_1 = B[\alpha, \varrho]\), one has

\[
(4.8) \quad diam C_L(\alpha) \leq \varrho,
\]

By Sen [7] and Ax [4] it follows that

\[
(4.9) \quad d(\alpha, L) \leq c_p \varrho,
\]
where as usual $c_p$ is the Sen–Ax constant. Therefore for any $\varepsilon > 0$ there is
an element $\beta \in L$ such that
\begin{equation}
|\beta - \alpha| \leq (c_p + \varepsilon) \varrho .
\end{equation}
We now choose the unique pair \((D_n, t_n)\) from $\mathcal{D}_K(\alpha)$ for which
\begin{equation}
t_{n-1} > |\beta - \alpha| \geq t_n,
\end{equation}
where for $n = 1$ we set $t_0 = \infty$. From (4.10) and (4.11) we get
\begin{equation}
t_n \leq (c_p + \varepsilon) \varrho .
\end{equation}
Recall that for $|\beta - \alpha| < t < t_{n-1}$ the function $t \mapsto D(K, B[\alpha, t])$ is
costantly $D_n$. For any such $t$ one has $\beta \in B[\alpha, t]$, and from Theorem 1
we know that $\deg_K \beta$ is a multiple of $D(K, B[\alpha, t]) = D_n$. Since $\beta \in L$ it
follows that $[L : K]$ is also a multiple of $D_n$, and from (4.7) one obtains (4.6).
So far we proved that for any $\varrho \in (\varepsilon_m, \varepsilon_{m-1})$ and any $\varepsilon > 0$
there is an $n = n(\varrho, \varepsilon)$ for which (4.12) and (4.6) hold. We now let $\varepsilon \to 0$
and $\varrho \to \varepsilon_m$ through a sequence of values for which $n(\varrho, \varepsilon)$ is constant,
and obtain a pair \((D_n, t_n)\) in $\mathcal{D}_K(\alpha)$ which satisfies (4.5) and (4.6). This completes the proof of
Theorem 7.

Remark. For some classes of elements $\alpha \in \mathcal{K}$ one can choose $\beta$ in the
above proof such that instead of (4.10) one has the sharper inequality
\begin{equation}
|\beta - \alpha| \leq \varrho .
\end{equation}
For instance, if the characteristic of the residue field of $K$ does not divide
$\deg_K \alpha$ then one can choose
\[ \beta = \frac{\text{Tr}_{K(\alpha)/L}(\alpha)}{[K(\alpha) : L]}, \]
and then (4.13) will hold true. Similarly, if the residue field of $K$ is finite
and $K(\alpha)/K$ is unramified then as in [5, Proposition 3.4], one can truncate
in a suitable way the expansion
\[ \alpha = a_0 + a_1 \pi + \ldots + a_k \pi^k + \ldots, \]
where $\pi$ is a uniformizing element of $K$ and the $a_j$’s are roots of unity in
$K(\alpha)$, in order to find an element $\beta \in L$ which satisfies (4.13). In such cases
when (4.13) holds, the above proof gives $\mathcal{N}_K(\alpha) \leq \mathcal{D}_K(\alpha)$, and since we
also have $\mathcal{D}_K(\alpha) \leq \mathcal{N}_K(\alpha)$, the chains $\mathcal{D}_K(\alpha)$ and $\mathcal{N}_K(\alpha)$ will coincide by
Lemma 3.

Acknowledgments. We are grateful to the referee for valuable comments and suggestions.
References


Department of Mathematics
Technical University of Civil Engineering
Lacul Tei 124
72302 București, Romania
E-mail: apopescu@hidro.utcb.ro

Department of Mathematics
University of Illinois at Urbana-Champaign
Altgeld Hall
1409 W. Green Street
Urbana, IL 61801, U.S.A.
E-mail: zaharesc@math.uiuc.edu

Institute of Mathematics
of the Romanian Academy
P.O. Box 1-764
70700 București, Romania
E-mail: nipopesc@stoilow.imar.ro
mvajaitu@stoilow.imar.ro

Received on 22.1.2001
and in revised form on 10.8.2001