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In [3], K. Hardy and K. S. Williams studied equivalence classes of pairs of positive definite binary quadratic forms with integral coefficients, where two pairs \((P_1, P_2)\) and \((Q_1, Q_2)\) are said to be \textit{equivalent} if there exists an element \(\gamma\) in \(\text{SL}(2, \mathbb{Z})\) such that \(Q_i(u, v) = P_i((u, v)\gamma), i = 1, 2\). Let \(\delta_i\) be the discriminant of \(P_i\) and let \(\Delta\) be the codiscriminant of \((P_1, P_2)\). Then \(\delta_1, \delta_2\) and \(\Delta\) depend only on the equivalence class of \((P_1, P_2)\). Hardy and Williams proved a formula for the number of the equivalence classes of \((P_1, P_2)\) with given \(\delta_1, \delta_2\) and \(\Delta\) under certain conditions on these invariants. J. Morales extended their result to the case of pairs \((P_1, P_2)\) with arbitrary signatures in [4]. Further in [5], he also generalized it to the case of pairs \((P_1, P_2)\) of symmetric matrices of degree \(n \geq 2\) with coefficients in the ring of integers of an arbitrary algebraic number field.

Let \(n\) be a positive integer with \(n \geq 2\) and let \(x = (x_1, x_2)\) be a pair of symmetric matrices of degree \(n\) with coefficients in \(\mathbb{Z}\). We set \(\Gamma = \text{GL}(n, \mathbb{Z})\). For any \(\gamma \in \Gamma\), we put \(\gamma x = (\gamma x_1 \gamma, \gamma x_2 \gamma)\). We say that two pairs \(x = (x_1, x_2)\) and \(y = (y_1, y_2)\) are \(\Gamma\)-\textit{equivalent} if there exists an element \(\gamma \in \Gamma\) such that \(y = \gamma x\). We define a binary form \(\Phi_x(u, v)\) of variables \(u, v\) by

\[
\Phi_x(u, v) = \det(u x_1 + v x_2).
\]

Then \(\Phi_x(u, v)\) is an integral binary form of degree \(n\). It is obvious that \(\Phi_{\gamma x}(u, v) = \Phi_x(u, v)\) for any \(\gamma \in \Gamma\). We say that a binary form with coefficients in \(\mathbb{Z}\) is \textit{primitive} if the greatest common divisor of its coefficients is equal to 1. Let \(\Phi(u, v)\) be an integral irreducible binary form of degree \(n\). Let \(\theta\) be a root of the equation \(\Phi(u, 1) = 0\) and put \(K = \mathbb{Q}(\theta)\). We consider those pairs \(x\) with \(\Phi_x = \Phi\). Morales associated an order \(\Lambda_x\) of \(K\) with the pair \(x\). For a given binary form \(\Phi(u, v)\) and a given order \(\Lambda\), he studied the number of \(\Gamma\)-equivalence classes of pairs \(x\) with \(\Phi_x = \Phi\) and \(\Lambda_x = \Lambda\)
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under the assumptions that \( \Phi \) is primitive and \( \Lambda \) is weakly self-dual (for the definition of weak self-duality, see Section 1).

In the present paper, we study pairs \( x \) without these assumptions. We denote by \( h(\Phi) \) the number of \( \Gamma \)-equivalence classes of pairs \( x \) with \( \Phi_x = \Phi \). Though our results are very restrictive so that we can give formulae for \( h(\Phi) \) only for \( n = 2 \) and \( 3 \) under certain assumptions (Theorems 3.1, 4.1), this problem is interesting because it gives a relation between the set of \( \Gamma \)-equivalence classes of pairs of symmetric matrices and the ideal class group of a number field. In particular, the space of pairs of symmetric matrices of degree 3 is the prehomogeneous vector space studied by D. J. Wright and A. Yukie in [9] which parameterizes quartic extensions of fields. So further investigation of our problem for the case of \( n = 3 \) would be closely related to the theory of zeta functions of that prehomogeneous vector space.

1. Orders associated with binary forms. In this section, we recall some results of A. Fröhlich on invertible ideals of orders of algebraic number fields. Then we apply them to the orders associated with integral binary forms.

Let \( K \) be a finite algebraic number field and denote by \( \mathcal{O}_K \) and \( D_K \) the ring of integers in \( K \) and the discriminant of \( K \), respectively. For any fractional ideal \( a \) of \( \mathcal{O}_K \), we denote by \( N(a) \) the norm of \( a \). We call a submodule \( m \) of \( K \) a lattice if it is a free \( \mathbb{Z} \)-module of rank \( [K : \mathbb{Q}] \). We write \( m = [\alpha_1, \ldots, \alpha_n] \) if \( m \) is generated by \( \{\alpha_1, \ldots, \alpha_n\} \) over \( \mathbb{Z} \). We denote by \( D(m) \) the discriminant of \( m \). Hence \( D_K = D(\mathcal{O}_K) \). We call a lattice \( \mathcal{O} \) of \( K \) an order if it is a subring of \( K \) containing 1. Any order \( \mathcal{O} \) of \( K \) is a subring of \( \mathcal{O}_K \) of finite index. For any lattice \( m \) of \( K \), put

\[
\mathcal{O}(m) = \{ \mu \in K \mid \mu m \subseteq m \}.
\]

Then \( \mathcal{O}(m) \) is an order of \( K \). Let \( \mathcal{O} \) be an order of \( K \). We call a lattice \( m \) of \( K \) an \( \mathcal{O} \)-ideal if \( \mathcal{O}m \subseteq m \). We say that an \( \mathcal{O} \)-ideal \( m \) is integral if \( m \subseteq \mathcal{O} \). We say that an \( \mathcal{O} \)-ideal \( m \) is a proper \( \mathcal{O} \)-ideal if \( \mathcal{O}(m) = \mathcal{O} \). Let \( m \) be an \( \mathcal{O} \)-ideal. Put

\[
m^{-1} = \{ \mu \in K \mid \mu m \subseteq \mathcal{O} \}.
\]

We say that \( m \) is invertible if \( mm^{-1} = \mathcal{O} \). An invertible \( \mathcal{O} \)-ideal is a proper \( \mathcal{O} \)-ideal. The converse is not true in general. If \( a \) and \( b \) are two invertible \( \mathcal{O} \)-ideals, then the product ideal \( ab \) is also an invertible \( \mathcal{O} \)-ideal. Hence the set of all invertible \( \mathcal{O} \)-ideals forms an abelian group, which is denoted by \( I_{\mathcal{O}} \).

For any \( \alpha \in K^\times \), the principal \( \mathcal{O} \)-ideal \( \alpha \mathcal{O} \) is an invertible \( \mathcal{O} \)-ideal. The set of all principal \( \mathcal{O} \)-ideals forms a subgroup of \( I_{\mathcal{O}} \), which is denoted by \( P_{\mathcal{O}} \). The quotient group \( I_{\mathcal{O}} / P_{\mathcal{O}} \) is a finite abelian group, which is called the Picard group of \( \mathcal{O} \) and is denoted by \( \text{Pic}(\mathcal{O}) \). We also define \( \text{Pic}^+(\mathcal{O}) \) by \( \text{Pic}^+(\mathcal{O}) = I_{\mathcal{O}} / P_{\mathcal{O}}^+ \), where \( P_{\mathcal{O}}^+ = \{ (\alpha) \in P_{\mathcal{O}} \mid N_{K/\mathbb{Q}} \alpha > 0 \} \). For any \( \mathcal{O} \)-
ideal \(a\), we put
\[
(a_1, a_2) = \left( \frac{O_K : O}{O_K a : a} \right),
\]
where \((A : B)\) is the index of \(B\) in \(A\). Then Fröhlich obtained the following criterion for an ideal to be invertible (cf. [2, Corollary 1 to Theorem 4]).

**Lemma 1.1.** Let \(a\) be an \(O\)-ideal. Then \(a(a, O)\) is a natural number. Further \(a(a, O) = 1\) if and only if \(a\) is an invertible \(O\)-ideal.

He also obtained another criterion (cf. [2, Theorem 5]).

**Lemma 1.2.** Let \(a\) be an \(O\)-ideal. Then \(\left( 1 + O_K a^2 : a^2 \right) / (O_K a : a)\) if and only if \(a\) is an invertible \(O\)-ideal.

For any lattice \(m\) of \(K\), denote by \(\hat{m}\) the dual lattice of \(m\) in \(K\) with respect to the bilinear form induced by the trace \(\text{Tr}_{K/Q}\):
\[
\hat{m} = \{ \lambda \in K \mid \text{Tr}_{K/Q}(\lambda m) \in \mathbb{Z} \}.
\]
Fröhlich defined in [2] an order \(O\) to be weakly self-dual if every proper \(O\)-ideal is an invertible \(O\)-ideal. He obtained the following necessary and sufficient condition for an order to be weakly self-dual (cf. [2, Theorem 10]).

**Lemma 1.3.** Let \(O\) be an order of \(K\). Then \(O\) is weakly self-dual if and only if \(\hat{O}\) is an invertible \(O\)-ideal.

Let \(a\) be an invertible \(O\)-ideal. We take a positive integer \(r \in \mathbb{Z}\) such that \(ra \subset O\). We define the norm of \(a\) by
\[
N_O(a) = r^{-n}(O : ra).
\]
We claim that the norm is multiplicative provided that we restrict ourselves to invertible ideals. Let \(a\) and \(b\) be two invertible \(O\)-ideals. Then Lemma 1.1 and the multiplicativity of the norm of \(O_K\)-ideals imply
\[
N_O(ab) = N_O(a)N_O(b).
\]

Let \(\Phi(u, v)\) be a binary form of degree \(n\) with coefficients in \(\mathbb{Z}\). We assume that \(\Phi(u, v)\) is irreducible over \(\mathbb{Q}\). Hence the discriminant \(D(\Phi)\) of \(\Phi(u, v)\) is not zero. We write
\[
\Phi(u, v) = a_0u^n + a_1u^{n-1}v + \ldots + a_nv^n, \quad a_j \in \mathbb{Z}, \quad a_0 \neq 0.
\]
Let \(\theta\) be a root of the equation \(\Phi(u, 1) = 0\) and put \(K = \mathbb{Q}(\theta)\). Then \(K\) is an algebraic number field of degree \(n\) over \(\mathbb{Q}\). Further we put \(\omega_0 = 1, \omega_1 = a_0\theta,\)
\[
\omega_i = \sum_{k=0}^{i-1} a_k\theta^{i-k} \quad (i = 2, \ldots, n - 1)
\]
and denote by \(O_\Phi\) the lattice of \(K\) generated by \(\{\omega_i \mid 0 \leq i \leq n - 1\}\). It is easy to see that \(D(O_\Phi) = D(\Phi)\). Since
\[
\omega_i = \theta(\omega_{i-1} + a_{i-1}) \quad (2 \leq i \leq n - 1),
\]
\[
\theta \omega_j = \omega_{j+1} - (a_j/a_0) \omega_1 \quad (1 \leq j \leq n-2),
\]
\[
\theta \omega_{n-1} = -a_n - a_{n-1} \theta,
\]
we have
\[
\begin{align*}
\omega_1 \omega_j &= a_0 \theta \omega_j = a_0 \omega_{j+1} - a_j \omega_1, \\
\omega_i \omega_j &= (\omega_{i-1} + a_{i-1}) \theta \omega_j \\
&= \omega_{i-1} \omega_{j+1} + a_{i-1} \omega_{j+1} - a_j \omega_i \\
&= \omega_{i-1} \omega_{j+1} + a_{i-1} \omega_{j+1} - a_j \omega_i \\
&= \omega_{i-1} \omega_{j+1} + a_{i-1} \omega_{j+1} - a_j \omega_i \\
&= (2 \leq i \leq j \leq n-1).
\end{align*}
\]

Here we put \( \omega_n = -a_n \). Hence we see that \( O_\Phi \) is an order of \( K \). This is the order used by Birch and Merriman in \([1]\). By Proposition 1.1 of \([6]\),
\[
\text{Tr}_{K/Q} \omega_j = -ja_j \quad (1 \leq j \leq n-1).
\]
We define an \( O_\Phi \)-ideal \( j \) by
\[
(1.2) \quad j = O_\Phi + \theta O_\Phi.
\]
This is a special case of the ideal \( j \) used in \([5]\). A basis of \( j \) is given by

**Lemma 1.4.** If \( n \geq 3 \), then \( j = [1, \theta, \omega_2, \ldots, \omega_{n-1}] \). If \( n = 2 \), then \( j = [1, \theta] \).

**Proof.** Assume \( n \geq 3 \). It is obvious that \( j \supset [1, \theta, \omega_2, \ldots, \omega_{n-1}] \). Since
\[
(1.3) \quad \theta \omega_j = \omega_{j+1} - a_j \theta, \quad j = 1, \ldots, n-2, \quad \theta \omega_{n-1} = -a_n - a_{n-1} \theta,
\]
we have \( \theta O_\Phi \subset [1, \theta, \omega_2, \ldots, \omega_{n-1}] \). Also, \( O_\Phi = [1, \omega_1, \ldots, \omega_{n-1}] \subset [1, \theta, \omega_2, \ldots, \omega_{n-1}] \). Hence \( j \subset [1, \theta, \omega_2, \ldots, \omega_{n-1}] \). This proves the assertion for \( n \geq 3 \).

The assertion for \( n = 2 \) can be proved similarly.

We next check whether \( j \) is a proper \( O_\Phi \)-ideal.

**Lemma 1.5.** If \( n \geq 3 \), then \( j \) is a proper \( O_\Phi \)-ideal. For \( n = 2 \), \( j \) is a proper \( O_\Phi \)-ideal if and only if \( \Phi(u, v) \) is primitive.

**Proof.** It is obvious that \( O_\Phi \subset O(j) \). Since \( j = O_\Phi + \theta O_\Phi, \lambda \in O(j) \) if and only if \( \lambda \in j \) and \( \lambda \theta \in j \). We first assume \( n \geq 3 \). Take an element \( \lambda \in O(j) \).

Since \( \lambda \in j \), Lemma 1.4 implies
\[
\lambda = c_0 + c_1 \theta + \sum_{j=2}^{n-1} c_j \omega_j
\]
for some \( c_j \in \mathbb{Z} \). Since \( O_\Phi \subset O(j) \), we have \( c_1 \theta \in O(j) \). Hence we have
\[
(c_1 \theta) \theta = a_0^{-1} c_1 (a_0 \theta^2 + a_1 \theta) - a_0^{-1} a_1 c_1 \theta = a_0^{-1} c_1 \omega_2 - a_0^{-1} a_1 c_1 \theta \in j.
\]
This implies \( a_0 \mid c_1 \), hence \( \lambda \in O_\Phi \). Thus \( O(j) = O_\Phi \). We next assume \( n = 2 \).

Take an element \( \lambda \in O(j) \) and write \( \lambda = c_0 + c_1 \theta \) for some \( c_0, c_1 \in \mathbb{Z} \). Then \( c_1 \theta = \lambda - c_0 \in O(j) \). Hence
\[
(c_1 \theta) \theta = a_0^{-1} c_1 (a_1 \theta + a_2) = -a_0^{-1} a_2 c_1 - a_0^{-1} a_1 c_1 \theta \in j.
\]
This implies \( c_1 \equiv 0 \pmod{a_0/d} \), where \( d \) is the greatest common divisor of \( a_0, a_1 \) and \( a_2 \). Hence \( O(j) = O_\Phi \) if and only if \( d = 1 \).
We now verify whether \( j \) is an invertible \( \mathcal{O}_\Phi \)-ideal. We determine
\[
j^{-1} = \{ \lambda \in K \mid \lambda j \subset \mathcal{O}_\Phi \}.
\]

Since \( j = \mathcal{O}_\Phi + \theta \mathcal{O}_\Phi \), we see that \( \lambda \in j^{-1} \) is equivalent to \( \lambda \in \mathcal{O}_\Phi \) and \( \lambda \theta \in \mathcal{O}_\Phi \). Take an element \( \lambda \in \mathcal{O}_\Phi \) and write
\[
\lambda = c_0 + \sum_{j=1}^{n-1} c_j (\omega_j + a_j), \quad c_j \in \mathbb{Z}.
\]

Since \( \theta(\omega_j + a_j) = \omega_{j+1} \) for \( 1 \leq j \leq n-2 \) and \( \theta(\omega_{n-1} + a_{n-1}) = -a_n \), we have
\[
\lambda \theta = c_0 \theta - a_n c_{n-1} + \sum_{j=1}^{n-2} c_j \omega_{j+1}.
\]

This implies that \( \lambda \theta \in \mathcal{O}_\Phi \) if and only if \( a_0 | c_0 \). Hence
\[
(1.4) \quad j^{-1} = [a_0, \omega_1 + a_1, \ldots, \omega_{n-1} + a_{n-1}].
\]

**Lemma 1.6.** Let \( m \) be the greatest common divisor of \( a_0, \ldots, a_n \). Then
\[
jj^{-1} = [m, \omega_1, \ldots, \omega_{n-1}].
\]

In particular, \( j \) is an invertible \( \mathcal{O}_\Phi \)-ideal if and only if \( \Phi \) is primitive.

**Proof.** Since \( j^{-1} \) is an \( \mathcal{O}_\Phi \)-ideal, we have
\[
jj^{-1} = (\mathcal{O}_\Phi + \theta \mathcal{O}_\Phi)j^{-1} = j^{-1} + \theta j^{-1}.
\]

By (1.3) and (1.4),
\[
\begin{align*}
\lambda^{-1} &= [a_0, \omega_1 + a_1, \ldots, \omega_{n-1} + a_{n-1}], \\
\theta j^{-1} &= [\omega_1, \omega_2, \ldots, \omega_{n-1}, -a_n].
\end{align*}
\]

Hence \( jj^{-1} = [m, \omega_1, \ldots, \omega_{n-1}] \).

We next determine the dual ideal \( j \). Since \( \Phi(\theta, 1) = 0 \), (1.3) implies
\[
(1.5) \quad (u - \theta) \left( a_0 u^{n-1} + \sum_{j=1}^{n-1} (\omega_j + a_j) u^{n-1-j} \right) = \Phi(u, 1).
\]

For \( \alpha \in K \), we denote by \( \alpha^{(i)}, i = 1, \ldots, n \), the conjugates of \( \alpha \) over \( \mathbb{Q} \). We put \( \delta = \frac{\partial \Phi}{\partial u}(\theta, 1) \). Then \( \delta \neq 0 \) and
\[
N_{K/Q} \delta = (-1)^n (n-1) a_0^{2^n} D(\Phi).
\]

We put \( \eta_j = \omega_{n-1-j} + a_{n-1-j}, 0 \leq j \leq n-2 \) and \( \eta_{n-1} = a_0 \). By (1.5) and Lagrange’s interpolation formula, we have
\[
\text{Tr}_{K/Q}(\delta^{-1} \theta \eta_j) = \begin{cases} 1, & i = j, \\ 0, & i \neq j. \end{cases}
\]
Since $\mathcal{O}_\Phi = [1, \eta_{n-2}, \ldots, \eta_0]$, we have
\begin{equation}
\hat{\mathcal{O}}_\Phi = \delta^{-1}[1, \theta, \ldots, \theta^{n-2}, a_0\theta^{n-1}].
\end{equation}

A simple calculation yields

**Lemma 1.7.** If $n \geq 3$, then
\[ \hat{j} = \delta^{-1}[1, \theta, \ldots, \theta^{n-3}, a_0\theta^{n-2}, a_0\theta^{n-1} + a_1\theta^{n-2}]. \]

In particular, $\hat{j} = \delta^{-1}\mathcal{O}_\Phi$ if $n = 3$. If $n = 2$, then $\hat{j} = \delta^{-1}[a_0, a_0\theta + a_1]$.

We shall show that the order $\mathcal{O}_\Phi$ is weakly self-dual if $\Phi$ is primitive. To prove it, we need

**Lemma 1.8.** $\hat{\mathcal{O}}_\Phi = \delta^{-1}j^{n-2}$.

**Proof.** For $1 \leq k \leq n - 2$, we show
\begin{equation}
\hat{j}^k = [1, \theta, \ldots, \theta^k, \omega_{k+1}, \ldots, \omega_{n-1}]
\end{equation}
by induction on $k$. It follows from Lemma 1.4 that the equation above is true for $k = 1$. Let $1 \leq k < n - 2$ and assume that (1.7) holds. Since
\[ \hat{j}^{k+1} = \hat{j}^k(\mathcal{O}_\Phi + \theta\mathcal{O}_\Phi) = \hat{j}^k + \hat{j}^k, \]
we have
\[ \hat{j}^{k+1} = [1, \theta, \ldots, \theta^k, \omega_{k+1}, \ldots, \omega_{n-1} + [\theta, \theta^2, \ldots, \theta^{k+1}, \omega_{k+1}, \ldots, \omega_{n-1}]. \]
Then it follows from (1.3) that
\[ \hat{j}^{k+1} = [1, \theta, \ldots, \theta^{k+1}, \omega_{k+2}, \ldots, \omega_{n-1}]. \]
Hence (1.7) holds for $1 \leq k \leq n - 2$. The case $k = n - 2$ of (1.7) and (1.6) imply $\hat{\mathcal{O}}_\Phi = \delta^{-1}j^{n-2}$. ■

By Lemmas 1.3, 1.6 and 1.8, we have

**Proposition 1.9.** If $\Phi$ is primitive, then the order $\mathcal{O}_\Phi$ is weakly self-dual.

**Remark 1.10.** It is known that an order $\mathcal{O}$ of a number field of degree $n$ over $\mathbb{Q}$ is weakly self-dual if one of the following conditions holds (cf. [2]):

(i) $n = 2$.
(ii) $\mathcal{O} = \mathbb{Z}[\theta]$ for some $\theta \in \mathcal{O}_K$.
(iii) $(\mathcal{O}_K : \mathcal{O})$ is a square-free integer.

2. Results of Morales. In this section, we follow the argument of Morales in [5] and study what can be said about pairs of symmetric matrices $x = (x_1, x_2)$ with coefficients in $\mathbb{Z}$ such that $\Phi_x(u, v)$ is not necessarily primitive.
Let \( x = (x_1, x_2) \) be a pair of symmetric matrices of degree \( n \) with coefficients in \( \mathbb{Z} \). We define a binary form \( \Phi_x(u, v) \) by (0.1). We assume that \( \Phi_x(u, v) \) is irreducible over \( \mathbb{Q} \). We write

\[
\Phi_x(u, v) = a_0u^n + a_1u^{n-1}v + \ldots + a_nv^n, \quad a_j \in \mathbb{Z}, \; a_0 \neq 0.
\]

Let \( \theta \) be a root of the equation \( \Phi_x(u, 1) = 0 \) and put \( K = \mathbb{Q}(\theta) \). Let \( m > 0 \) be the greatest common divisor of \( a_j \)'s and write \( \Phi_x(u, v) = m\Phi_1(u, v) \) with \( \Phi_1(u, v) \) primitive. We put \( \Lambda_1 = \mathcal{O}_{\Phi_1} \). Let \( V = \mathbb{Q}^n \) be the vector space of rational column vectors and let \( M = \mathbb{Z}^n \) be the lattice of \( V \) of integral vectors. We define a homomorphism \( \varrho_x : K \to \text{End}_{\mathbb{Q}}(V) \) by

\[
(2.1) \quad \varrho_x(\theta)v = -x_1^{-1}x_2v, \quad v \in V.
\]

Then \( V \) is a free \( K \)-module of rank 1 via \( \varrho_x \). We fix a non-zero vector \( v \in V \) and put

\[
a = a_x = \{ \alpha \in K \mid \varrho_x(\alpha)v \in M \}, \quad \Lambda = \Lambda_x = \{ \lambda \in K \mid \varrho_x(\lambda)M \subset M \}.
\]

Then \( a \) is a lattice of \( K \). Since \( \Lambda = \mathcal{O}(a) \), \( \Lambda \) is an order of \( K \) and \( a \) is a proper \( \Lambda \)-ideal. If we take another non-zero vector \( v' \), then we have \( v' = \varrho_x(c)v \) for some \( c \in K^\times \). Hence the ideal \( a \) is replaced by

\[
a' = \{ \alpha \in K \mid \varrho_x(\alpha)v' \in M \} = c^{-1}a,
\]

while the order \( \Lambda \) is unchanged. We write \( M = M_x \) to indicate that \( M_x \) has the \( \Lambda \)-module structure via \( \varrho_x \). The following lemma is due to Morales.

**Lemma 2.1.** Put \( \varphi(T) = a_0^{-1}\Phi_x(T, 1) \) and \( \mathfrak{g} = \mathcal{O}_K + \theta\mathcal{O}_K \). Then \( N(\mathfrak{g})^{-1}\varphi(T) \) is a primitive polynomial in \( \mathbb{Z}[T] \).

We follow the argument of Morales to describe a relation between the pair \( x = (x_1, x_2) \) and the ideal \( a_x \). The trace form \( \text{Tr}_{K/\mathbb{Q}} \) induces an isomorphism of \( \Lambda \)-modules

\[
\text{Hom}_\Lambda(M_x, \hat{\Lambda}) \cong \text{Hom}_\mathbb{Z}(M_x, \mathbb{Z}).
\]

Hence there exists a unique \( \Lambda \)-bilinear form \( B_x : M_x \times M_x \to \hat{\Lambda} \) such that

\[
(2.2) \quad x_1 = (\text{Tr}_{K/\mathbb{Q}}B_x(e_i, e_j)), \quad x_2 = -(\text{Tr}_{K/\mathbb{Q}}\theta B_x(e_i, e_j)),
\]

where \( \{e_1, \ldots, e_n\} \) is the standard basis of \( M_x = \mathbb{Z}^n \), i.e. the \( j \)th component of \( e_i \) is 1 if \( j = i \), and 0 otherwise. Since \( B_x(e_i, e_j) \in \hat{\Lambda} \) and \( \theta B_x(e_i, e_j) \in \hat{\Lambda} \) for any \( i, j \), we have \( B_x(M_x, M_x) \subset \hat{\Lambda} \cap \theta^{-1}\hat{\Lambda} \). We put \( j = \Lambda + \theta\Lambda \). Then \( \hat{j} = \hat{\Lambda} \cap \theta^{-1}\hat{\Lambda} \). We take \( \alpha_i \in a \) such that \( \varrho_x(\alpha_i)v = e_i \) for \( i = 1, \ldots, n \). Then \( \{\alpha_1, \ldots, \alpha_n\} \) is a basis of \( a \) and \( B_x(e_i, e_j) = \alpha_i\alpha_j\beta \), where we put \( \beta = B_x(v, v) \). Thus we have \( \beta a^2 \subset \hat{j} \).

We now study how \( B_x(M_x, M_x) \) changes if we replace \( x \) by \( y \) which is \( \Gamma \)-equivalent to \( x \). Take an element \( \gamma \in \Gamma \) and put \( y = (y_1, y_2) \), \( y_k = \gamma x_k^t\gamma \), \( k = 1, 2 \). Then we have \( \varrho_y(\theta) = -y_1^{-1}y_2 = y_2^{-1}\gamma^{-1}\varrho_x(\theta)\gamma^t \). Hence \( \varrho_y(\alpha) = \).
Hence \( B \). So we obtain

Thus \( \exists \) an element \( a \in K \times \) such that \( f(v) = \varrho_x(c)v \). Then \( a_y = c^{-1}a_x \).

If we define \( B' : M_y \times M_y \to \hat{A} \) by \( B'(a, b) = B_x(f(a), f(b)) \) for \( a, b \in M_y \), then \( B' \) is a \( \Lambda \)-bilinear form. It is easy to see that

\[
\begin{align*}
(\text{Tr}_{K/Q} B'(e_i, e_j)) &= \gamma(\text{Tr}_{K/Q} B_x(e_i, e_j))^t \gamma = \gamma x_1^t \gamma = y_1, \\
-(\text{Tr}_{K/Q} \theta B'(e_i, e_j)) &= -\gamma(\text{Tr}_{K/Q} \theta B_x(e_i, e_j))^t \gamma = \gamma x_2^t \gamma = y_2.
\end{align*}
\]

Hence \( B' = B_y \). If we put \( e'_i = \varrho_y(\alpha_i c^{-1})v, i = 1, \ldots, n \), then \( f(e'_i) = \varrho_x(\alpha_i)v = e_i \). Hence \( \{e'_1, \ldots, e'_n\} \) is a basis of \( M_y \) and \( \{\alpha_1 c^{-1}, \ldots, \alpha_n c^{-1}\} \) is a basis of \( a_y \). Since \( B_y \) is \( \Lambda \)-bilinear, we have \( B_y(e'_i, e'_j) = \alpha_i \alpha_j c^{-2} B_y(v, v) \). On the other hand, \( B_y = B' \) implies that \( B_y(e'_i, e'_j) = B_x(e_i, e_j) = \alpha_i \alpha_j B_x(v, v) \). Thus \( \beta_y = B_y(v, v) = c^2 \beta_x \) and

\[
B_y(M_y, M_y) = \beta_y a_y^2 = c^2 \beta_x c^{-1} a_x^2 = \beta_x a_x^2.
\]

So we obtain

**Lemma 2.2.** If we replace \( x \) by \( y \) which is \( \Gamma \)-equivalent to \( x \), then there exists an element \( c \in K^\times \) such that \( \Lambda_y = \Lambda_x, a_y = c^{-1}a_x \) and \( \beta_y = c^2 \beta_x \). In particular, the submodule \( \beta_x a_x^2 \) of \( \hat{j} \) is unchanged.

We next determine the index \( \hat{j} : \beta_x a_x^2 \). There exists a matrix \( R(\beta_x) \in \text{GL}(n, \mathbb{Q}) \) such that \( \beta_x(\alpha_1, \ldots, \alpha_n) = (\alpha_1, \ldots, \alpha_n) R(\beta_x) \). We have \( \det R(\beta_x) = N_{K/Q} \beta_x \) and

\[
x_1 = (\text{Tr}_{K/Q}(\beta_x \alpha_i \alpha_j)) = (\text{Tr}_{K/Q}(\alpha_i \alpha_j)) R(\beta_x).
\]

Hence \( a_0 = \det x_1 = D(a_x)N_{K/Q} \beta_x \). This implies

\[
(2.3) \quad \Phi_1(1, 0) D_K N_{K/Q} \beta_x > 0.
\]

Since \( \hat{j} = \mathcal{O}_Kj \), Lemma 2.1 implies that \( (\hat{j} : \mathcal{O}_K)a_0^{-1} m \Phi_1(T, 1) \) is a primitive polynomial in \( \mathbb{Z}[T] \). Hence

\[
(2.4) \quad m(\hat{j} : \mathcal{O}_K) = |N_{K/Q} \beta_x| \cdot |D(a_x)|.
\]

Since \( \hat{j} = \hat{j}^{-1} \hat{\mathcal{O}}_K \), we have

\[
N(\hat{j}) = N(\hat{j})^{-1} N(\hat{\mathcal{O}}_K) = (\hat{j} : \mathcal{O}_K)(\hat{\mathcal{O}}_K : \mathcal{O}_K)^{-1}.
\]

By this equation and \( (\hat{\mathcal{O}}_K : \mathcal{O}_K) = |D_K| \), we have \( N(\hat{j}) = (\hat{j} : \mathcal{O}_K)|D_K|^{-1} \).

The inclusion \( j \subset \hat{j} \) implies \( \hat{j} \supset \hat{j} \), thus \( \mathcal{O}_Kj \supset \hat{j} \). Hence

\[
(2.5) \quad N(\mathcal{O}_Kj) = N(\hat{j})(\mathcal{O}_Kj : \hat{j})^{-1} = (\hat{j} : \mathcal{O}_K)|D_K|^{-1}(\mathcal{O}_Kj : \hat{j})^{-1}.
\]

If we put \( \mathfrak{A} = \mathcal{O}_K a_x \), then \( \beta_x \mathfrak{A}^2 \subset \mathcal{O}_Kj \). This implies
\[(2.6) \quad \beta_x \mathfrak{A}^2 = (\mathcal{O}_K)\mathfrak{F}\]

for some integral $\mathcal{O}_K$-ideal $\mathfrak{F}$. The norm of the right hand side is given by
\[(2.7) \quad N(\beta_x \mathfrak{A}^2) = |N_{K/\mathbb{Q}} \beta_x| N(\mathfrak{A})^2 = |N_{K/\mathbb{Q}} \beta_x| \cdot |D(\mathfrak{A})| \cdot |D_K|^{-1}.

By (2.4)–(2.7), we have

\[
N(\mathfrak{F}) = \frac{(\mathcal{O}_K) (\mathfrak{F}) |N_{K/\mathbb{Q}} \beta_x| \cdot |D(\mathfrak{A})|}{(\mathfrak{A} : \mathcal{O}_K)(\mathfrak{F}) |N_{K/\mathbb{Q}} \beta_x| \cdot |D(\mathfrak{A})|} = \frac{(\mathcal{O}_K) (\mathfrak{F}) |N_{K/\mathbb{Q}} \beta_x| \cdot |D(\mathfrak{A})|}{(\mathfrak{A} : \mathcal{O}_K)^2}(\mathfrak{F}) |N_{K/\mathbb{Q}} \beta_x| \cdot |D(\mathfrak{A})|}
\]

\[
= \frac{(\mathcal{O}_K) (\mathfrak{F}) |N_{K/\mathbb{Q}} \beta_x| \cdot |D(\mathfrak{A})|}{(\mathfrak{A} : \mathcal{O}_K)^2} = \frac{(\mathcal{O}_K) (\mathfrak{F}) |N_{K/\mathbb{Q}} \beta_x| \cdot |D(\mathfrak{A})|}{(\mathfrak{A} : \mathcal{O}_K)^2}
\]

Here $a(a, \Lambda)$ is Fröhlich’s invariant defined in Section 1. We also have
\[
(\mathfrak{F} : \mathfrak{A})^2 = \frac{(\mathcal{O}_K) (\mathfrak{F}) |N_{K/\mathbb{Q}} \beta_x| \cdot |D(\mathfrak{A})|}{(\mathfrak{A} : \mathcal{O}_K)^2} = \frac{(\mathcal{O}_K) (\mathfrak{F}) |N_{K/\mathbb{Q}} \beta_x| \cdot |D(\mathfrak{A})|}{(\mathfrak{A} : \mathcal{O}_K)^2}
\]

This yields

**Proposition 2.3.** There exists an integral $\mathcal{O}_K$-ideal $\mathfrak{F}$ such that $\beta_x \mathfrak{A}^2 = (\mathcal{O}_K)\mathfrak{F}$ with norm

\[
N(\mathfrak{F}) = \frac{a(a, \Lambda)^2 m}{a(j, \Lambda)a(\widehat{j}, \Lambda)}.
\]

The $\Lambda$-ideal $\beta_x \mathfrak{A}_x^2$ is a submodule of $\mathfrak{F}$ with index

\[
N(\mathfrak{F}) = \frac{a(a, \Lambda)^2 m}{a(a_x^2, \Lambda)a(j, \Lambda)}.
\]

If $\Lambda$ is weakly self-dual, then $a_x$ is an invertible $\Lambda$-ideal. Hence $a(a_x, \Lambda) = 1$ and $a(a_x^2, \Lambda) = 1$ by Lemma 1.1. Further if $m = 1$, then it was proved in [5] that $j$ and $\widehat{j}$ are invertible $\Lambda$-ideals and $\beta_x \mathfrak{A}_x^2 = j$.

**Corollary 2.4.** If $\Lambda = \mathcal{O}_{\Phi_1}$, then $N(\mathfrak{F}) = (\mathfrak{F} : \beta_x \mathfrak{A}_x^2) = m$.

**Proof.** Since $\Phi_1$ is primitive, the order $\mathcal{O}_{\Phi_1}$ is weakly self-dual by Proposition 1.9. Then Lemma 1.3 implies that $\mathcal{O}_{\Phi_1}$ is an invertible $\mathcal{O}_{\Phi_1}$-ideal. The ideal $\mathfrak{j}$ is an invertible $\mathcal{O}_{\Phi_1}$-ideal by Lemma 1.6, hence so is $\widehat{j} = j^{-1} \mathcal{O}_{\Phi_1}$. The corollary now follows from Lemma 1.1 and Proposition 2.3.

As for the invariants $a(j, \Lambda)$ and $a(\widehat{j}, \Lambda)$, we have

**Lemma 2.5.** Let $n \geq 3$ and $c \in \mathbb{Z}$ be a positive divisor of $m$. If $\Lambda = \mathcal{O}_{c\Phi_1}$, then $a(j, \Lambda) = c$ and $a(\widehat{j}, \Lambda) = c^{n-3}$. 
Proof. Let \( \Lambda = \mathcal{O}_{c\Phi_1} \) and \( \Lambda_1 = \mathcal{O}_{\Phi_1} \). Let \( a'_j \) \((0 \leq j \leq n)\) be the coefficients of \( \Phi_1(u, v) \) and let \( \{1, \omega'_1, \ldots, \omega'_{n-1}\} \) be the corresponding basis for \( \Lambda_1 \). Then \( \{1, c\omega'_1, \ldots, c\omega'_{n-1}\} \) is a basis for \( \Lambda \). Hence \( (\Lambda_1 : \Lambda) = c^{n-1} \). If we put \( j_1 = \Lambda_1 + \theta_1 \Lambda_1 \), then \( j_1 = \Lambda_1 j_1 \). By Lemma 1.4, we have

\[
j_1 = [1, \theta, \omega'_2, \ldots, \omega'_{n-1}], \quad j = [1, \theta, c\omega'_2, \ldots, c\omega'_{n-1}].
\]

Hence \( (j_1 : j) = c^{n-2} \). Since \( \Phi_1 \) is primitive, \( \Lambda_1 \) is weakly self-dual by Proposition 1.9. This implies

\[
a(j, \Lambda) = \frac{(\mathcal{O}_K : \Lambda_1)(\Lambda_1 : \Lambda)}{(\mathcal{O}_K j_1 : j_1)(\Lambda_1 j_1 : j)} = a(j_1, \Lambda_1)c.
\]

By Lemmas 1.6 and 1.1, we have \( a(j_1, \Lambda_1) = 1 \), hence \( a(j, \Lambda) = c \). Put \( \delta_1 = \frac{\partial \Phi_1}{\partial u}(\theta, 1) \). By Lemma 1.7,

\[
\hat{j}_1 = \delta_1^{-1}[1, \theta, \ldots, \theta^{n-3}, \omega'_{n-2}, \omega'_{n-1}], \\
\hat{j} = (c\delta_1)^{-1}[1, \theta, \ldots, \theta^{n-3}, c\omega'_{n-2}, c\omega'_{n-1}].
\]

Thus \( c\hat{j} \subset \hat{j}_1 \), hence \( c\Lambda_1 \hat{j} \subset \hat{j}_1 \). It is easy to see that \( \omega'_j \in \Lambda_1[1, \theta, \ldots, \theta^{n-3}, \omega'_{n-2}, \omega'_{n-1}] \) for \( j = n - 2, n - 1 \). This implies \( \hat{j}_1 \subset c\Lambda_1 \hat{j} \), hence \( \hat{j}_1 = c\Lambda_1 \hat{j} \). So

\[
a(\hat{j}, \Lambda) = \frac{(\mathcal{O}_K : \Lambda_1)(\Lambda_1 : \Lambda)}{(\mathcal{O}_K \hat{j}_1 : \Lambda_1 \hat{j})(\Lambda_1 \hat{j}_1 : j)} = \frac{(\mathcal{O}_K : \Lambda_1)c^{n-1}}{(\mathcal{O}_K c^{-1}\hat{j}_1 : c^{-1}\hat{j}_1)(c^{-1}\hat{j}_1 : j)} \]

\[
= a(c^{-1}\hat{j}_1, \Lambda_1)c^{n-3}.
\]

Since \( j_1 \) and \( \hat{j}_1 \) are invertible \( \Lambda_1 \)-ideals, so is \( \hat{j}_1 = j_1^{-1}\hat{\Lambda}_1 \). Hence \( a(c^{-1}\hat{j}_1, \Lambda_1) = 1, \ a(\hat{j}, \Lambda) = c^{n-3} \). \( \blacksquare \)

**Lemma 2.6.** Let \( n = 2 \) and \( c \in \mathbb{Z} \) be a positive divisor of \( m \). If \( \Lambda = \mathcal{O}_{c\Phi_1} \), then \( a(j, \Lambda) = a(\hat{j}, \Lambda) = c \).

**Proof.** Let \( \Lambda = \mathcal{O}_{c\Phi_1} \) and \( \Lambda_1 = \mathcal{O}_{\Phi_1} \). Since \( j = [1, \theta] \) and \( \hat{j}_1 \) are invertible \( \Lambda_1 \)-ideals, so is \( \hat{j} = j^{-1} \hat{\Lambda}_1 \). Hence

\[
a(j, \Lambda) = a(j, \Lambda_1)(\Lambda_1 : \Lambda) = c, \quad a(\hat{j}, \Lambda) = a(\hat{j}, \Lambda_1)(\Lambda_1 : \Lambda) = c. \quad \blacksquare
\]

Let \( \Phi_1(u, v) \) be an integral primitive irreducible binary form of degree \( n \) and let \( m \) be a positive integer. Let \( \theta \) be a root of the equation \( \Phi_1(1, 1) = 0 \) and put \( K = \mathbb{Q}(\theta) \). For any order \( \Lambda \) of \( K \), we denote by \( L(m\Phi_1, \Lambda) \) the set of pairs \( x = (x_1, x_2) \) of symmetric matrices of degree \( n \) with coefficients in \( \mathbb{Z} \) such that \( \Phi_x = m\Phi_1 \) and \( \Lambda_x = \Lambda \). We denote by \( h(m\Phi_1, \Lambda) \) the number of equivalence classes of pairs in \( L(m\Phi_1, \Lambda) \). Put \( j = \Lambda + \theta_1 \Lambda_1 \). We now assume that

**H** \( \hat{j} \) is an invertible \( \Lambda \)-ideal.
We do not assume that $j$ is an invertible $A$-ideal. We denote by $L_0(m, \Phi_1, A)$ the subset of $L(m, \Phi_1, A)$ consisting of all pairs $x \in L(m, \Phi_1, A)$ such that $a_x$ is an invertible $A$-ideal. For any $x \in L_0(m, \Phi_1, A)$, it follows from Proposition 2.3 that $f_x = \beta_x a_{xj}^{-1}$ is an invertible $A$-ideal with $N_A(f_x) = m/a(j, A)$. For any invertible $A$-ideal $a$, we denote by $[a] \in \text{Pic}^+(A)$ the ideal class of $a$. By (2.3),

$$[f_x] \in \left[\hat{\xi}\right]\text{Pic}^+(A)^2,$$

where $\xi$ is an arbitrary element of $K^\times$ satisfying $\Phi_1(1, 0)DKN_{K/Q} \xi > 0$. For any positive integer $f$, we denote by $\omega_A(f)$ the set of all integral invertible $A$-ideals $f$ satisfying $N_A(f) = f$ and $[f] \in \left[\hat{\xi}\right]\text{Pic}^+(A)^2$. Further we denote by $S(m, \Phi_1, A)$ the subset of $I_A \times K^\times \times \omega_A(m/a(j, A))$ consisting of all $(a, \beta, f)$ satisfying $\beta a^2 = \hat{f}f$ and $\Phi_1(1, 0)DKN_{K/Q} \beta > 0$. We define a subgroup $G(A)$ of $I_A \times K^\times$ by

$$G(A) = \{(b, c) \in I_A \times K^\times \mid N_{K/Q} c > 0, \ cb^2 = A\}.$$

Then $G(A)$ acts on $S(m, \Phi_1, A)$ by $(b, c)(a, \beta, f) = (ba, c\beta, f)$. We define a subgroup $G_0(A)$ of $G(A)$ by $G_0(A) = \{(c^{-1}A, c^2) \mid c \in K^\times\}$. It is easy to see that

$$|G_0(A) \setminus S(m, \Phi_1, A)| = |G(A) : G_0(A)| \omega_A(m/a(j, A)).$$

The index $|G(A) : G_0(A)|$ is given by (cf. [5])

$$|G(A) : G_0(A)| = 2^{-r_0}(A^{(1)}) : (A^{(1)})^2|2\text{Pic}^+(A)|,$$

where $2\text{Pic}^+(A) = \{a \in \text{Pic}^+(A) \mid a^2 = 1\}$, $A^{(1)}$ is the group of units $\epsilon$ in $A$ with $N_{K/Q} \epsilon = 1$ and $r_0 = 0$ if either $n$ is odd or $K$ is totally imaginary, otherwise $r_0 = 1$.

**Proposition 2.7.** Assume the hypothesis (H). Then the mapping $x \mapsto (a_x, \beta_x, f_x)$ induces a bijection $\Gamma \setminus L_0(m, \Phi_1, A) \rightarrow G_0(A) \setminus S(m, \Phi_1, A)$. In particular, the number of $\Gamma$-equivalence classes of pairs in $L_0(m, \Phi_1, A)$ is equal to $2^{-r_0}(A^{(1)}) : (A^{(1)})^2|2\text{Pic}^+(A)| \cdot |\omega_A(m/a(j, A))|.$

**Proof.** Let $x \in L_0(m, \Phi_1, A)$ and $\gamma \in \Gamma$. By Lemma 2.2,

$$(a_{\gamma x}, \beta_{\gamma x}, f_{\gamma x}) = (c^{-1}a_x, c^2 \beta_x, f_x) = (c^{-1}A, c^2)(a_x, \beta_x, f_x)$$

for some $c \in K^\times$. Hence $x \mapsto (a_{\gamma x}, \beta_{\gamma x}, f_{\gamma x})$ induces a mapping of $\Gamma \setminus L_0(m, \Phi_1, A)$ to $G_0(A) \setminus S(m, \Phi_1, A)$. To prove the injectivity, take $x, y \in L_0(m, \Phi_1, A)$ and assume $(a_y, \beta_y, f_y) = (c^{-1}a_x, c^2 \beta_x, f_x)$ for some $c \in K^\times$. Take a basis $\{a_1, \ldots, a_n\}$ of $a_x$ such that $a_x(a_i)v = e_i$. We also take a basis $\{a_1', \ldots, a_n'\}$ of $a_y$ such that $a_y(a_i')v = e_i$. Then

$$x_1 = (\text{Tr}_{K/Q}(\beta_x a_i a_j)), \quad x_2 = -(\text{Tr}_{K/Q}(\theta \beta_x a_i a_j)),$$

$$y_1 = (\text{Tr}_{K/Q}(\beta_y a_i' a_j')), \quad y_2 = -(\text{Tr}_{K/Q}(\theta \beta_y a_i' a_j')).$$
Since \( \{ c^{-1}\alpha_1, \ldots, c^{-1}\alpha_n \} \) is another basis of \( a_y = c^{-1}a_x \), there exists an element \( \gamma \in \Gamma \) such that \( \gamma (\alpha_1', \ldots, \alpha_n') = \gamma (c^{-1}\alpha_1, \ldots, c^{-1}\alpha_n) \). Since \( \beta_y = c^2\beta_x \), we have
\[
(\beta_y \alpha_i' \alpha_j') = \gamma (\beta_x \alpha_i \alpha_j)^t \gamma, \quad (\theta \beta_y \alpha_i' \alpha_j') = \gamma (\theta \beta_x \alpha_i \alpha_j)^t \gamma.
\]
Hence \( y_k = \gamma x_k^t \gamma \) for \( k = 1, 2 \). This proves the injectivity.

To prove the surjectivity, take any \( (a, \beta, f) \in S(m\Phi_1, \Lambda) \). Take a basis \( \{\alpha_1, \ldots, \alpha_n\} \) of \( a \). Since \( f \) is an integral invertible \( \Lambda \)-ideal satisfying \( \beta a^2 = \hat{f} \), we have \( \beta a^2 \subset \hat{f} \), or \( \beta \alpha_i \alpha_j \in \hat{f} = \Lambda \cap \theta^{-1} \hat{\Lambda} \). Hence
\[
(2.11) \quad x_1 = (\text{Tr}_{K/Q}(\beta \alpha_i \alpha_j)), \quad x_2 = -(\text{Tr}_{K/Q}(\theta \beta \alpha_i \alpha_j))
\]
are symmetric matrices with coefficients in \( \mathbb{Z} \). We put \( x = (x_1, x_2) \). We denote by \( R : K \to \text{GL}(n, \mathbb{Q}) \) the regular representation of \( K \) with respect to the basis \( \{\alpha_1, \ldots, \alpha_n\} \). Then \( \Phi_x(u, v) = (\text{det} x_1) \text{det} (u_1 n - v R(\theta)) \), where \( 1_n \) is the identity matrix of degree \( n \). The multiplicativity of the norm of invertible \( \Lambda \)-ideals implies \( |N_{K/Q} \beta| N_A(a)^2 = N_A(\hat{\Lambda}) N_A(f) \). The definition of \( x_1 \) implies \( \text{det} x_1 = D(a) N_{K/Q}(\beta) \). Since \( N_A(f) = m/a(j, \Lambda) \), we have
\[
|\text{det} x_1| = \frac{m N_A(\hat{\Lambda}) |D(a)|}{a(j, \Lambda) N_A(a)} = \frac{m N_A(\hat{\Lambda}) |D(\Lambda)|}{a(j, \Lambda)} = \frac{m(\hat{\Lambda} : \hat{\Lambda}) |D(\Lambda)|}{a(j, \Lambda)}
\]
It follows from Lemma 2.1 that \( \Phi_x(u, v) = \pm m \Phi_1(u, v) \). So the condition \( \Phi_1(1, 0) D_K N_{K/Q} \beta > 0 \) implies \( \Phi_x(u, v) = m \Phi_1(u, v) \). We have \( \theta (\alpha_1, \ldots, \alpha_n) = (\alpha_1, \ldots, \alpha_n) R(\theta) \), hence \( \theta \beta \alpha_i \alpha_j = \beta \alpha_i \alpha_j R(\theta) \). Taking trace yields \(-x_2 = x_1 R(\theta) \), or \( R(\theta) = -x_1^{-1} x_2 = \varrho_x(\theta) \). Thus \( R(\lambda) = \varrho_x(\lambda) \) for any \( \lambda \in K \). We set \( v = R(\alpha_1)^{-1} e_1 \). Then
\[
(\alpha_1, \ldots, \alpha_n) \varrho_x(\alpha_i) v = (\alpha_1, \ldots, \alpha_n) R(\alpha_i) v = (\alpha_1, \ldots, \alpha_n) R(\alpha_i^{-1}) R(\alpha_1) v
\]
\[
= \alpha_i^{-1} \alpha_1 (\alpha_1, \ldots, \alpha_n) e_1 = \alpha_i.
\]
Since \( \varrho_x(\alpha_i) v \in V = \mathbb{Q}^n \) and \( \{\alpha_1, \ldots, \alpha_n\} \) is a basis of \( V \) over \( \mathbb{Q} \), we must have \( \varrho_x(\alpha_i) v = e_i \) for \( i = 1, \ldots, n \). Hence \( a_x = a, \beta_x = \beta \) and \( f_x = f \). This proves the surjectivity. \( \blacksquare \)

3. The case of \( n = 2 \). In this section, we consider equivalence classes of pairs of symmetric matrices of degree 2 with coefficients in \( \mathbb{Z} \). Let \( \Phi_1(u, v) \) be an integral primitive irreducible binary quadratic form and let \( m \) be a positive integer. Let \( \theta \) be a root of the quadratic equation \( \Phi_1(u, 1) = 0 \) and put \( K = \mathbb{Q}(\theta) \). For any positive integer \( c \), there exists a unique order \( \mathcal{O}_{K,c} \) of \( K \) with \( (\mathcal{O}_K : \mathcal{O}_{K,c}) = c \). We note that every order of \( K \) is weakly self-dual. For any order \( \Lambda \) of \( K \), let \( L(m\Phi_1, \Lambda) \) and \( L_0(m\Phi_1, \Lambda) \) be as in the previous section.
We now assume $L(m\Phi_1, \Lambda) \neq \emptyset$. Take a pair $x \in L(m\Phi_1, \Lambda)$. Since $(\det x_1)x_1^{-1}x_2$ is an integral matrix, we have $\mathcal{O}_{m\Phi_1} \subset \Lambda$. We put $\Lambda_1 = \mathcal{O}_{\Phi_1}$, $j_1 = \Lambda_1 + \theta \Lambda_1$ and $\Lambda = \Lambda_1 \Lambda$. Since $j_1 = [1, \theta] \subset j = \Lambda + \theta \Lambda$, we have $j = \mathcal{O}_{j_1}$. Hence $j$ is an $\mathcal{O}$-ideal. Since $j_1$ is an invertible $\Lambda_1$-ideal by Lemma 1.6, we see that $j = \mathcal{O}_{j_1}$ is an invertible $\mathcal{O}$-ideal. Write $\Lambda_1 = \mathcal{O}_{K,t}$, $\Lambda = \mathcal{O}_{K,c}$. Then $c | mt$. Since $\mathcal{O}$ is weakly self-dual, $\widehat{j}$ is an invertible $\mathcal{O}$-ideal. It is easy to see that $\mathcal{O} = \mathcal{O}_{K,d}$ with $d = \gcd(c, t)$. Put $c_1 = c/d$. By Proposition 2.3,

$$\widehat{(j : \beta_x a_x^2)} = \frac{m}{a(j, \Lambda)} = \frac{m}{a(j, \mathcal{O})(\mathcal{O} : \Lambda)} = \frac{m}{(\mathcal{O} : \Lambda)} = \frac{m}{c_1}.$$ 

If we put $\mathfrak{A}_x = \mathcal{O}a_x$, then $\beta_x a_x^2 \subset \mathfrak{A}_x \subset \widehat{j}$. Since $\mathfrak{A}_x$ is a proper $\Lambda$-ideal, it is an invertible $\Lambda$-ideal. Hence $\mathfrak{A}_x^2$ is an invertible $\Lambda$-ideal and $\mathfrak{A}_x^2$ is an invertible $\mathcal{O}$-ideal. So $(\mathcal{O}_K \mathfrak{A}_x^2 : a_x^2) = (\mathcal{O}_K : \Lambda)$ and $(\mathcal{O}_K \mathfrak{A}_x^2 : \mathfrak{A}_x^2) = (\mathcal{O}_K : \mathcal{O})$. Hence

$$(3.1) \quad \widehat{(j : \beta_x a_x^2)} = \frac{\widehat{(j : \beta_x a_x^2)}}{\beta_x \mathfrak{A}_x^2 : \beta_x a_x^2} = \frac{\widehat{(j : \beta_x a_x^2)}}{\mathcal{O} : \Lambda} = \frac{m}{c_1}.$$ 

We now assume that $m$ is a square-free integer. Then (3.1) implies $c_1 = 1$, $d = c$. Hence $\Lambda = \mathcal{O} \supset \Lambda_1$. Thus $j$ and $\widehat{j}$ are invertible $\Lambda$-ideals, and so is $f_x = \beta_x a_x^{2r-1}$ with $N_{\Lambda}(f_x) = m$. By Proposition 2.7 and Dirichlet unit theorem, we have

**Theorem 3.1.** Let $\Phi_1(u, v)$ be an integral primitive irreducible binary quadratic form and let $m$ be a square-free positive integer. Then

$$h(m\Phi_1) = 2 \sum_{\Lambda \supset \mathcal{O}_{\Phi_1}} |2\text{Pic}^+(\Lambda)| \cdot |\omega_\Lambda(m)|.$$ 

**Remark 3.2.** By the definition, we have $\omega_\Lambda(m) = \emptyset$ if $D_K < 0$ and $\Phi_1(1, 0) > 0$.

**Remark 3.3.** By Corollary III.4 in [4], the order of $2\text{Pic}^+(\Lambda)$ is given by

$$|2\text{Pic}^+(\Lambda)| = 2^{w(D) - 1 + l(D)},$$

where $w(D)$ is the number of distinct prime divisors of $D = D(\Lambda)$, and $l(D)$ is the integer defined by

$$l(D) = \begin{cases} 
0 & \text{if } D \text{ is odd}, \\
\operatorname{ord}_2(H^2(\text{Gal}(K/\mathbb{Q}), A_2^X)) - 1 & \text{if } D \text{ is even}.
\end{cases}$$

Here $A_2 = \Lambda \otimes \mathbb{Z} / 2$. The group $H^2(\text{Gal}(K/\mathbb{Q}), A_2^X)$ is given by

$$H^2(\text{Gal}(K/\mathbb{Q}), A_2^X) \cong \begin{cases} 
\{1\} & \text{if } b = 0 \text{ and } a \leq 1, \\
(\mathbb{Z} / 4\mathbb{Z})^\times & \text{if } (b = 0 \text{ and } a = 2) \\
or (b = 2 \text{ and } a \leq 1) & \text{or } (b = 3 \text{ and } a = 0), \\
(\mathbb{Z} / 8\mathbb{Z})^\times & \text{in all other cases},
\end{cases}$$

where $a = \operatorname{ord}_2(\mathcal{O}_K : \Lambda)$ and $b = \operatorname{ord}_2 D_K$. 
4. The case of $n = 3$. In this section, we consider equivalence classes of pairs of symmetric matrices of degree 3 with coefficients in $\mathbb{Z}$. Let

$$\Phi_1(u, v) = a_0u^3 + a_1u^2v + a_2uv^2 + a_3v^3$$

be an integral primitive irreducible binary cubic form and let $m$ be a positive integer. Let $\theta$ be a root of the cubic equation $\Phi_1(u, 1) = 0$. Put $\omega_1 = a_0\theta$, $\omega_2 = a_0\theta^2 + a_1\theta + a_2 = -a_3\theta^{-1}$ and $K = \mathbb{Q}(\theta)$. Note that this $\omega_2$ is slightly different from the one in Section 1 (the difference is $a_2$). For any positive divisor $c$ of $m$, we put $\Lambda_c = \mathcal{O}_{c\Phi_1}$ and $j_c = \Lambda_c + \theta \Lambda_c$. We assume that $m$ is a square-free positive integer and $\mathcal{O}_{\Phi_1} = \mathcal{O}_K$. For any order $\Lambda$ of $K$, let $L(m\Phi_1, \Lambda)$ and $L_0(m\Phi_1, \Lambda)$ be as in Section 2.

We assume $L(m\Phi_1, \Lambda) \neq \emptyset$. Take a pair $x \in L(m\Phi_1, \Lambda)$. We write $a = a_x$, $\beta = \beta_x$ and $j = \Lambda + \theta \Lambda$. Since $(\det x_1)x_1^{-1}x_2$ and $(\det x_2)x_2^{-1}x_1$ are integral matrices, we have $\Lambda_m \subset \Lambda \subset \Lambda_1 = \mathcal{O}_K$. Hence $(\mathcal{O}_K : \Lambda)(\Lambda_1 : \Lambda_m) = m^2$.

Suppose that there exists a prime divisor $p$ of $m$ which exactly divides the index $(\mathcal{O}_K : \Lambda)$. Then $(\mathcal{O}_{K,p}a_p : a_p)|\mathcal{O}_{K,p} : \Lambda_p| = p$. Here the subscript $p$ means tensor product with the $p$-adic integers $\mathbb{Z}_p$. Since $a$ is a proper $\Lambda$-ideal, we have $\mathcal{O}_{K,p}a_p \supseteq a_p$. Hence $(\mathcal{O}_{K,p}a_p : a_p) = p$. It follows from the local version of Lemma 1.1 that $a_p$ is an invertible $\Lambda_p$-ideal. For a $\mathbb{Z}_p$-basis of $\Lambda_p$, we can take $\{1, p\omega_1, b\omega_1 + \omega_2\}$ if $p \nmid a_0$, $\Phi_1(b, 1) \equiv 0 \mod p$, or $\{1, \omega_1, p\omega_2\}$ if $p | a_0$. It is easy to see that $j_p = j_{1_p}$ in both cases. So we have $(\mathcal{O}_{K,p})_p : j_p) = 1$, hence $(\mathcal{O}_{K,p})_p : j_p) = 1$. By Proposition 2.3, the integral $\mathcal{O}_K$-ideal $\mathcal{F}$ has norm $\frac{a(a, \Lambda)m}{a(i, \Lambda)}$, which is not a $p$-adic integer. This is a contradiction.

Thus $p \nmid (\mathcal{O}_K : \Lambda)$ or $p^2 \nmid (\mathcal{O}_K : \Lambda)$ for any prime divisor $p$ of $m$. If $p \nmid (\mathcal{O}_K : \Lambda)$, then $\Lambda_p = \mathcal{O}_{K,p}$, hence $a_p$, $j_p$ and $j_p$ are invertible $\Lambda_p$-ideals. By Proposition 2.3, $p$ exactly divides the index $(j : \beta a^2)$. We now assume $p^2 | (\mathcal{O}_K : \Lambda)$. Then $\Lambda_p = \Lambda_{m,p}$ and $j_p = j_{m,p}$. It follows from Lemma 1.7 that $j_{m,p}$ is a principal $\Lambda_p$-ideal, hence it is an invertible $\Lambda_p$-ideal. Since $\mathcal{O}_{K,p}a_p : a_p)|\mathcal{O}_{K,p} : \Lambda_p| = p^2$ and $a$ is a proper $\Lambda$-ideal, $(\mathcal{O}_{K,p}a_p : a_p) = p$ or $p^2$.

Suppose $(\mathcal{O}_{K,p}a_p : a_p) = p$. Then $a_p$ is not an invertible $\Lambda_p$-ideal. By the local version of Lemma 1.2, we have $(\mathcal{O}_{K,p}a_p : a^2_p) = 1$. Hence $\beta a^2_p$ is an $\mathcal{O}_{K,p}$-ideal. By Proposition 2.3 and Lemma 2.5, we have $\beta a^2_p = j_p$. We have seen that $\beta a^2_p$ is an $\mathcal{O}_{K,p}$-ideal, while $j_p$ is a principal $\Lambda_p$-ideal. This is a contradiction.

Thus we must have $\mathcal{O}_{K,p}a_p : a_p) = p^2$, hence $a_p$ is an invertible $\Lambda_p$-ideal. We also have $\beta a^2_p = j_p$. Let $f$ be the product of the prime divisors $p$ of $m$ with $p \nmid (\mathcal{O}_K : \Lambda)$ and let $c$ be that of $p$ with $p^2 | (\mathcal{O}_K : \Lambda)$. Then $m = cf$,
\( \hat{j} : \beta \mathfrak{a}^2 = f \) and \((O_K : A) = c^2\). Since \(mw_i \in A\), \(c^2 \omega_i \in A\) and \(c\) is prime to \(f\), we have \(c\omega_i \in A\) for \(i = 1, 2\). Hence \(A = [1, c\omega_1, c\omega_2] = \Lambda_c\).

It is obvious that \(\mathfrak{a}_p\) is an invertible \(\Lambda_p\)-ideal for any prime number \(p\) with \(p \nmid m\). So \(\mathfrak{a}_p\) is an invertible \(\Lambda_p\)-ideal for all prime numbers \(p\), hence \(\mathfrak{a}\) is an invertible \(\Lambda\)-ideal. Thus \(L_0(m\Phi_1, A) = L(m\Phi_1, A)\). By Proposition 2.7 and the Dirichlet unit theorem, we have

**Theorem 4.1.** Let \(\Phi_1(u, v)\) be an integral primitive irreducible binary cubic form and let \(m\) be a square-free positive integer. Assume that \(O_{\Phi_1}\) is equal to the maximal order \(O_K\) of a cubic field \(K\). Then

\[
h(m\Phi_1) = 2^r \sum_{cf = m} |2 \text{Pic}^+(\Lambda_c)| \cdot |\omega_{\Lambda_c}(f)|,
\]

where \(\Lambda_c = O_{\mathfrak{c} \Phi_1}\), \(r = 1\) if \(D_K < 0\) and \(r = 2\) if \(D_K > 0\).

**Remark 4.2.** The theorem above is analogous to Theorem 2.6 of Nakagawa [7] which played a crucial role in the proof of the Ohno conjecture on the zeta functions associated with the prehomogeneous vector space of binary cubic forms.

5. **Numerical examples.** We first give an example pertaining to Theorem 3.1.

**Example 5.1.** Let \(\Phi_1(u, v) = -11u^2 + 2uv - 14v^2\) and \(m = 62\). Put \(\omega = \sqrt{-17}\). Then \(\theta = (1 + 3\omega)/11\), \(K = \mathbb{Q}(\omega)\) and \(O_K = \mathbb{Z}[\omega]\). Let \(A\) be an order of \(K\) with \(O_{\Phi_1} \subset A \subset O_K\). Since \(O_{\Phi_1} = \mathbb{Z}[\omega], A\) is either \(O_{\Phi_1}\) or \(O_K\).

We first assume \(A = O_{\Phi_1}\). Let \(A\) and \(B\) be the ideal classes represented by the \(\Lambda\)-ideals \(p_7 = [7, -1 + 3\omega]\) and \(p_2 = [2, -1 + 3\omega]\), respectively. Then \(A^4 = 1\) and \(B^2 = 1\). The Picard group \(\text{Pic}^+(A)\) is generated by \(A\) and \(B\) and is isomorphic to \(\mathbb{Z}/4\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}\). We put \(p_{11} = [11, 1 + 3\omega], p_{13} = [13, -4 + 3\omega]\) and \(t = [9, 3\omega]\). Then a complete set of representatives for \(\text{Pic}^+(A)\) is given by the following table:

<table>
<thead>
<tr>
<th>()</th>
<th>(A)</th>
<th>(A^2)</th>
<th>(A^3)</th>
<th>(B)</th>
<th>(AB)</th>
<th>(A^2B)</th>
<th>(A^3B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>(p_7)</td>
<td>(p_{13})</td>
<td>(p'_7)</td>
<td>(p_2)</td>
<td>(p_{11})</td>
<td>(t)</td>
<td>(p'_{11})</td>
</tr>
</tbody>
</table>

Here \(p'\) is the conjugate of \(p\). We have \(j = A + \theta A = 11^{-1}p_{11}\) and \(\hat{j} = (6\omega)^{-1}p'_{11}\). Hence \(\hat{j} = A^3B\). Put \(p_{31} = [31, 8 + 3\omega]\). Since \(p'_7p_{31} = (8 + 3\omega)A\), we have \(p_{31} = A\). By definition, \(\omega_A(62)\) is the set of all integral invertible \(\Lambda\)-ideals \(f\) such that \(N_A(f) = 62\) and \([f] \in \hat{j}\text{Pic}^+(A)^2\). Since \(\hat{j}\text{Pic}^+(A)^2 = \{AB, A^3B\}\), we have \(\omega_A(62) = \{p_2p_{31}, p_2p'_{31}\}\). By definition, \(S(62\Phi_1, A)\) is the subset of \(I_A \times K^\times \times \omega_A(62)\) consisting of all \((a, \beta, f)\) satisfying \(\beta a^2 = \hat{j}\).

Hence the following 16 triplets form a complete set of representatives for \(G_0(\Lambda) \setminus S(62\Phi_1, A)\):
By (2.11), these triplets correspond to the following pairs of symmetric matrices \(((x_{1,ij}), (x_{2,ij}))\) which form a complete set of representatives for \(\Gamma \setminus L(62\Phi_1, \Lambda)\):

\[
(x_{1,11}, x_{1,12}, x_{1,22}, x_{2,11}, x_{2,12}, x_{2,22}) = \pm(1, -23, -153, 2, 16, -306), \pm(19, 13, -27, -24, 26, 8),
\]
\[
\pm(2, -24, -53, 4, 14, -168), \pm(9, -23, -17, 18, 16, -34),
\]
\[
\pm(3, -26, -2, 16, 6, -52), \pm(9, 22, -22, -14, 14, 48),
\]
\[
\pm(1, -26, -6, 26, 6, -32), \pm(11, 22, -18, -24, 14, 28).
\]

We next assume \(\Lambda = \mathcal{O}_K\). For any \(\mathcal{O}_K\)-ideal \(a\), we write \(\tilde{a} = \mathcal{O}_K a\). Let \(\tilde{A}\) be the ideal class represented by the \(\mathcal{O}_K\)-ideal \(\tilde{p}_7 = [7, 2 + \omega]\). Then the Picard group \(\text{Pic}^+(\mathcal{O}_K)\) is a cyclic group of order 4 generated by \(\tilde{A}\). We put \(\tilde{p}_{11} = [11, 4 + \omega], \tilde{p}_2 = [2, -1 + \omega]\) and \(\tilde{p}_{31} = [31, 13 + \omega]\). Then a complete set of representatives for \(\text{Pic}^+(\mathcal{O}_K)\) is given by the following table:

<table>
<thead>
<tr>
<th>(\alpha)</th>
<th>(\beta)</th>
<th>(f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>((1))</td>
<td>(\pm(-23 + 3\omega)/(6\omega))</td>
<td>(\tilde{p}<em>2\tilde{p}</em>{31})</td>
</tr>
<tr>
<td>(p_{13})</td>
<td>(\pm(245 + 57\omega)/(1014\omega))</td>
<td>(\tilde{p}<em>2\tilde{p}</em>{31})</td>
</tr>
<tr>
<td>(p_2)</td>
<td>(\pm(-23 + 3\omega)/(12\omega))</td>
<td>(\tilde{p}<em>2\tilde{p}</em>{31})</td>
</tr>
<tr>
<td>(t)</td>
<td>(\pm(-23 + 3\omega)/(54\omega))</td>
<td>(\tilde{p}<em>2\tilde{p}</em>{31})</td>
</tr>
<tr>
<td>(p_7)</td>
<td>(\pm(-179 + 9\omega)/(294\omega))</td>
<td>(\tilde{p}<em>2\tilde{p}</em>{31})</td>
</tr>
<tr>
<td>(p_7')</td>
<td>(\pm(145 + 27\omega)/(294\omega))</td>
<td>(\tilde{p}<em>2\tilde{p}</em>{31}')</td>
</tr>
<tr>
<td>(p_{11})</td>
<td>(\pm(-287 + 3\omega)/(726\omega))</td>
<td>(\tilde{p}<em>2\tilde{p}</em>{31}')</td>
</tr>
<tr>
<td>(p_{11}')</td>
<td>(\pm(23 + 3\omega)/(66\omega))</td>
<td>(\tilde{p}<em>2\tilde{p}</em>{31}')</td>
</tr>
</tbody>
</table>

Further, we have \(j = \mathcal{O}_K + 10\mathcal{O}_K = 11^{-1}\tilde{p}_{11}\) and \(\tilde{j} = (2\omega)^{-1}\tilde{p}_{11}'\). It is easy to see that \([\tilde{p}_{31}] = \tilde{A}\) and \([\tilde{j}] = \tilde{A}\). Hence \([\tilde{j}]\text{Pic}^+(\mathcal{O}_K)^2 = \{\tilde{A}, \tilde{A}^3\}\). This implies \(\mathcal{O}_K(62) = \{\tilde{p}_2\tilde{p}_{31}, \tilde{p}_2\tilde{p}_{31}'\}\). Hence the following eight triplets form a complete set of representatives for \(G_0(\mathcal{O}_K) \setminus S(62\Phi_1, \mathcal{O}_K)\):

<table>
<thead>
<tr>
<th>(\alpha)</th>
<th>(\beta)</th>
<th>(f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>((1))</td>
<td>(\pm(-23 + 3\omega)/(2\omega))</td>
<td>(\tilde{p}<em>2\tilde{p}</em>{31})</td>
</tr>
<tr>
<td>(\tilde{p}_2)</td>
<td>(\pm(-23 + 3\omega)/(4\omega))</td>
<td>(\tilde{p}<em>2\tilde{p}</em>{31})</td>
</tr>
<tr>
<td>(\tilde{p}_7)</td>
<td>(\pm(-179 + 9\omega)/(98\omega))</td>
<td>(\tilde{p}<em>2\tilde{p}</em>{31})</td>
</tr>
<tr>
<td>(\tilde{p}_7')</td>
<td>(\pm(145 + 27\omega)/(98\omega))</td>
<td>(\tilde{p}<em>2\tilde{p}</em>{31})</td>
</tr>
</tbody>
</table>

By (2.11), these triplets correspond to the following pairs of symmetric matrices \(((x_{1,ij}), (x_{2,ij}))\) which form a complete set of representatives for
Let $\Phi_1(u, v) = 2u^3 + 5uv^2 - 4v^3$ and $m = 2$. Let $\theta$ be a root of the cubic equation $\Phi_1(u, 1) = 0$ and put $\omega_1 = 2\theta$, $\omega_2 = 2\theta^2 + 5\theta + 3$. Then $K = \mathbb{Q}(\theta)$ is a cubic field with $D_K = -1879$ and $\mathcal{O}_K = \mathcal{O}_{\Phi_1} = [1, \omega_1, \omega_2]$. We put $A_1 = \mathcal{O}_K$ and $A_2 = [1, 2\omega_1, 2\omega_2]$. Then $A_1^{(1)}$ is a free $\mathbb{Z}$-module of rank one generated by $\varepsilon = -11 - 2\omega_1 + 2\omega_2$.

We first assume $A = A_1$. Let $A$ be the ideal class represented by the $A_1$-ideal $p_3 = [3, \omega_1 + 1, \omega_2 + 2]$. Then the Picard group $\text{Pic}^+(A_1)$ is a cyclic group of order 4 generated by $A$. We put $p_{2,1} = [2, \omega_1, \omega_2]$, $p_{2,2} = [2, \omega_1 + 1, \omega_2]$ and $p_{2,3} = [2, \omega_1, \omega_2 + 1]$. Since $(\omega_1 - 1) = p_{2,2}^2$, $(\omega_2 + 2) = p_{2,1}p_{2,2}p_3$ and $(\omega_2 - 2\omega_1 - 4) = p_{2,1}^2p_{2,2}$, we have $[p_{2,1}] = [p_{2,3}] = A$ and $[p_{2,2}] = A^2$. So a complete set of representatives for $\text{Pic}^+(A_1)$ is given by the following table:

| \(\begin{array}{c|c|c|c} \hline 1 & A & A^2 & A^3 \\ \hline (1) & p_{2,1} & p_{2,2} & p_{2,1}p_{2,2} \\ \hline \end{array} \) |

Put $j = A_1 + \theta A_1$ and $\delta = 6\theta^2 + 10\theta + 3$. By Lemma 1.7, we have $\hat{j} = \delta^{-1}A_1$, hence $[j] = 1$. Since $[j]\text{Pic}^+(A_1)^2 = \{1, A^2\}$, we have $\omega_{A_1}(2) = \{p_{2,2}\}$. Hence the following four triplets form a complete set of representatives for $G_0(A_1)\backslash S(2\Phi_1, A_1)$:

| \(\begin{array}{c|c|c} \hline \alpha & \beta & j \\ \hline p_{2,1} & (3 + \omega_1 - \omega_2)/(4\delta) & p_{2,2} \\ p_{2,1} & \varepsilon(3 + \omega_1 - \omega_2)/(4\delta) & p_{2,2} \\ p_{2,1}p_{2,2} & -(5 + \omega_1 + \omega_2)/(4\delta) & p_{2,2} \\ p_{2,1}p_{2,2} & -\varepsilon(5 + \omega_1 + \omega_2)/(4\delta) & p_{2,2} \\ \hline \end{array} \) |

By (2.11), these triplets correspond to the following pairs of symmetric matrices $((x_{1,ij}), (x_{2,ij}))$ which form a complete set of representatives for $\Gamma\backslash L(2\Phi_1, A_1)$:

\[
(x_{1,11}, x_{1,12}, x_{1,13}, x_{1,12}, x_{1,23}, x_{1,33}, x_{2,11}, x_{2,12}, x_{2,13}, x_{2,22}, x_{2,23}, x_{2,33}) = (-1, 1, 0, -1, -2, 1, -2, 0, 0),
(7, -15, -4, 23, 14, -1, 15, -23, -14, 21, 30, 8),
(-1, -2, 4, 0, -4, -13, 1, 0, 2, 2, 4, 8),
(-1, 6, 0, -24, -4, 1, -3, 12, 2, -34, -12, 0).
\]
We next assume \( A = A_2 \). Since \( \varepsilon \in A_2 \), \( A^{(1)}_2 \) is also generated by \( \varepsilon \). The conductor of the order \( A_2 \) is \( (2) = 2\mathcal{O}_K \). It is easy to see that \( \text{Pic}^+(A_2) \) is a cyclic group of order 4 generated by \( a = [p_3 \cap A_2] \) (cf. (12.12) Theorem of [8]). Put \( j = A_2 + \theta A_2 \). By Lemma 1.7, we have \( \hat{j} = (2\delta)^{-1}A_2 \), hence \( [\hat{j}] = 1 \). Since \( \hat{j}[\text{Pic}^+(A_2)]^2 = \{1, a^2\} \), we have \( \omega_{A_2}(1) = \{A_2\} \). Hence the following four triplets form a complete set of representatives for \( G_0(A_2) \setminus S(2\Phi_1, A_2) \):

<table>
<thead>
<tr>
<th>( a )</th>
<th>( \beta )</th>
<th>( j )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_2 )</td>
<td>(-1/(2\delta))</td>
<td>( A_2 )</td>
</tr>
<tr>
<td>( A_2 )</td>
<td>(-\varepsilon/(2\delta))</td>
<td>( A_2 )</td>
</tr>
<tr>
<td>((p_3 \cap A_2)^2)</td>
<td>(- (125 + 20\omega_1 + 32\omega_2)/(162\delta))</td>
<td>( A_2 )</td>
</tr>
<tr>
<td>((p_3 \cap A_2)^2)</td>
<td>(-\varepsilon(125 + 20\omega_1 + 32\omega_2)/(162\delta))</td>
<td>( A_2 )</td>
</tr>
</tbody>
</table>

By (2.11), these triplets correspond to the following pairs of symmetric matrices \( (\{x_{1,ij}\}, \{x_{2,ij}\}) \) which form a complete set of representatives for \( \Gamma \setminus L(2\Phi_1, A_2) \):

\[
(x_{1,11}, x_{1,12}, x_{1,13}, x_{1,22}, x_{1,23}, x_{1,33}, x_{2,11}, x_{2,12}, x_{2,13}, x_{2,22}, x_{2,23}, x_{2,33})
= (0, 0, -1, -4, 0, -6, 0, 1, 0, -10, 0, 8),
\]

\[
(-1, 4, 5, 4, -1, -18, -1, -1, 8, 66, -32, -40),
\]

\[
(-16, -8, -21, -4, -10, -26, 10, 5, 12, 2, 6, 16),
\]

\[
(-5, 2, 3, 0, -2, -2, -7, 1, 6, 2, -2, -4).
\]

By Theorem 4.1, we have \( h(2\Phi_1) = 4 + 4 = 8.\)
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