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OBSERVABILITY OF CONTROL SYSTEMS
FOR POLYNOMIAL INPUTS AND GENERICITY

Abstract. We consider smooth single-input, two-output systems on a
compact manifold X. We show that the set of systems that are observ-
able for any polynomial input whose degree is less than or equal to a given
bound contains an open and dense subset of the set of smooth systems.

1. Introduction. This paper deals with genericity of observability of
control systems. Its purpose is to improve some well known results of
J. P. Gauthier and I. Kupka. In [4], they have shown that, on a compact
manifold X, smooth control systems Σ = (h, f):

{
dx/dt = f(x, u),
y = h(x, u),

u ∈ Rdu , y ∈ Rdy ,

are generically observable if the number of outputs is strictly larger than
the number of inputs.

Here observability has the following meaning: a k-times differentiable
input being given, the system is observable for this input if the mapping
that associates to the initial state the outputs and their 2d first derivatives
at t = 0 is an embedding: for this input the trajectories are instantaneously
distinguished by the outputs.

This definition of observability is very strong but, in order to apply
transversality theory to the genericity proofs, it is necessary to deal with a
“differential” notion of observability. Moreover the above definition implies
the weaker and more usual definitions of observability for one given input
(see for example Definition 1), which turn out to require the universality of
this input ([11]).
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To be more specific the results of [4] are the following: in the set of
Cr-systems, and for r sufficiently large:

1. For a given bound, the set of systems that are observable for every
bounded and sufficiently differentiable input is dense.

2. For a given bound, the set of systems that are observable for every
bounded and sufficiently differentiable input whose 2d first derivatives are
bounded contains an open and dense subset.

In the second statement, the derivatives of the input are assumed to be
bounded. If this assumption is relaxed, the openness of the set of observable
systems cannot be asserted and this is the point we want to improve in the
present paper.

For the sake of clarity, we deal with the one-input, two-outputs case. But
our results are genericity ones and therefore they are true in the one-input,
p-outputs case for p ≥ 2.

Moreover we deal with output mappings h which depend on the input.
This choice is of no importance and the results are the same in the case
where the output is only a function of the state.

Our main result is Theorem 1:

Let
∑r be the set of Cr-systems on a compact d-dimensional manifold

X and let s be an integer , s ≥ 2d. We consider bounded inputs with arbitrary
s first derivatives, but whose next derivatives up to order ds are not too large
with respect to the s first ones. The set of systems that are observable for
every such input contains an open and dense subset of

∑r.

To our knowledge this statement is at the moment the best genericity
result in this topic; in particular we do not yet know if the set of systems
observable for every bounded and sufficiently differentiable input contains
an open and dense subset of

∑r or is only residual. The answer to this last
question is of interest first for theoretical reasons, and second because some
links between observability for C∞ (or Cω) inputs and continuous (or even
L∞) inputs are known (see [9], [10], and [4] for the analytic case).

However Theorem 1 has the following corollary (Theorem 2):

Under the same assumptions the set of systems that are observable for
every polynomial input whose value at t = 0 is bounded by a fixed constant
and whose degree is less than or equal to a given bound contains an open
and dense subset of

∑r.

The proof of Theorem 1 is based on a method of compactification of the
inputs used for the first time in [8]. It was then applied to a particular case
in [2].
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1.1. Notations. X is a smooth, compact, d-dimensional manifold;
∑r

stands for the set of systems Σ = (h, f) on X where:

• f is a Cr vector field on X, parametrized by u0 ∈ T, T being a
1-dimensional torus:

f : (x, u0) ∈ X × T 7→ f(x, u0) ∈ TxX.
• h is a Cr mapping from X × T into R2.

Throughout the paper we will assume r ∈ N∪{∞, ω} to be large enough
to give sense to the statements and computations considered. If r ∈ N∪{∞}
the set

∑r is endowed with the Cr-topology (without ambiguity since the
set X × T is compact (cf. [7])). In the real-analytic case the topology is
induced on

∑ω by the C∞-topology.
fk stands for the k-times extended vector field, that is, the vector field

on X × T × Rk−1 controlled by uk and defined by

fk(x, u0, u1, . . . , uk) = f(x, u0) +
k−1∑

i=0

ui+1
∂

∂ui
.

We will denote by u the k-uple (u1, . . . , uk) without any reference to the
integer k when this is not confusing.

A system Σ = (h, f) with h = (h1, h2) being given, we consider the
following mapping:

Rk,Σ : X × T × Rk−1 → R2k,

(x, u0, u) 7→




h1(x, u0), h2(x, u0),

Lfkh1(x, u0, u), Lfkh2(x, u0, u),

. . .

Lk−1
fk

h1(x, u0, u), Lk−1
fk

h2(x, u0, u)



.

Clearly if an input u(t) such that di

dti (u(0)) = ui for i = 0, . . . , k − 1
is applied to Σ, then Rk,Σ(·, u0, u) is the mapping that, to an initial state
x0 ∈ X, associates the output and its first k− 1 derivatives at t = 0. If U is
a subset of Rk−1, the injectivity of Rk,Σ(·, u0, u) for every (u0, u) ∈ T × U
implies the observability of Σ for every Ck−1-input t 7→ u(t) such that(
d
dt (u(t)), d

2

dt2 (u(t)), . . . , d
k−1

dtk−1 (u(t))
)
∈ U .

Finally let us define the “suspension map” SRk,Σ by

SRk,Σ : X × T × Rk−1 → R2k × T × Rk−1,

SRk,Σ(x, u0, u) = (Rk,Σ(x, u0, u), u0, u).
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1.2. Summary of the previous results

1. Let B > 0 and IB = [−B,B]. The set of systems Σ such that the
restriction of SR2d+1,Σ to X × T × (IB)2d is an embedding is open and
dense in

∑r (Theorem II.3 of [4]).
2. The set of systems Σ such that SR2d+1,Σ is an embedding is residual,

hence dense in
∑r (Theorem II.2 of [4]).

3. The set of systems Σ such that SR2d+1,Σ is an immersion (not nec-
essarily injective) contains an open and dense subset of

∑r (Theorem II.1
of [4]).

4. The set of systems Σ such that SR2d+1,Σ(·, ·, u) is one-to-one “far
from the diagonal” for any u ∈ Rk−1 is open and dense in

∑r; here “far
from the diagonal” has the following meaning: for every compact subset K
of X×X \∆X, where ∆X is the diagonal of X×X, the set of systems such
that

(x1, x2, u0, u) ∈ K × T × R2d 7→ Rk,Σ(x1, u0, u)−Rk,Σ(x2, u0, u)

does not vanish is open and dense in
∑r. This last result is not explicitly

stated in [4]. It is however stated and proved at the end of Section III.1
of [3].

2. Input compactification and statement of the results. Let Σ =
(h, f) ∈ ∑r and λ ∈ R∗+. Then Σλ stands for the system (h, λf), and for
the same positive number λ (and for any k ≥ 1):

• ∆λ is the mapping from Rk into Rk defined by

∆λu = (λu1, λ
2u2, . . . , λ

kuk).

• Aλ is the mapping from R2k into R2k defined by

Aλ(y1, z1; y2, z2; . . . ; yk, zk) = (y1, z1;λy2, λz2; . . . ;λk−1yk, λ
k−1zk).

Lemma 1. For every system Σ ∈∑r, λ ∈ R∗+ and k ≥ 1, we have

Rk,Σλ(·, ·,∆λu) = AλRk,Σ(·, ·, u).

Proof. Let u = (u1, . . . , uk−1) ∈ Rk−1 and let t 7→ u(t) be a (k−1)-times
differentiable input such that

diu
dti

(0) = ui for i = 1, . . . , k − 1.

Denote by t 7→ φ(t) the solution of ẋ = f(x, u0) for the initial condition
φ(0) = x for the input u(t). The integral curve φ satisfies

d

dt
(φ(λt)) = λf(φ(λt),u(λt))
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and therefore t 7→ φ(λt) is the solution of ẋ = λf(x, u0) for the initial
condition x and the input t 7→ u(λt). Now Lemma 1 is a consequence of

di

dti
(h ◦ φ(λt))

∣∣∣∣
t=0

= λi
di

dti
(h ◦ φ)(0) for i = 1, . . . , k − 1

and

Rk,Σ(x,u(0), u) =
(
h(φ(t)),

d

dt
(h(φ(t))), . . . ,

dk−1

dtk−1 (h(φ(t)))
)

t=0
.

The above lemma allows us to replace the study of the injectivity of
Rk,Σ(·, u0, u) for every (u0, u) ∈ T ×Rk−1 by the study of the injectivity of
Rk,Σλ(·, u0, u) for every (u0, u) ∈ T × [−1, 1]k−1 and every λ > 0.

Let s ≥ 2d be an integer. For u = (u1, . . . , us) ∈ Rs, let

λ(u) = max
1≤i≤s

|ui|1/i.

If u 6= 0 we can define vi = ui/(λ(u))i for i = 1, . . . , s. Obviously |vi|1/i =
|ui|1/i/λ(u) ≤ 1 and, if i0 yields the maximum, then |vi0 |1/i0 = 1.

Let v = (v1, . . . , vs) ∈ Rs . We have

v = ∆λ(u)−1(u) and ‖v‖∞ = 1.
Finally, set

Cs = {w ∈ Rs; max
1≤i≤s

|wi| = 1}.

Then Cs is compact and u 6= 0⇒ v ∈ Cs.
We denote by Gs the set of elements (u, u) = (u1, . . . , us;us+1, . . . , uds)

in Rds (recall that d = dimX) that satisfy at least one of the conditions:

(i) max1≤i≤s |ui| ≤ 1,
(ii) |uk|1/k ≤ λ(u) for s+ 1 ≤ k ≤ ds,
We can now state the main result of this paper:

Theorem 1. The set of systems Σ ∈ ∑r such that the restriction of
SRds+1,Σ to X×T ×Gs is an embedding contains an open and dense subset
of
∑r (for r ∈ N ∪ {∞, ω} large enough).

Before giving the proof, we apply Theorem 1 to observability for poly-
nomial inputs. We first recall the usual definition of observability: an input
being given, we require that any two different initial states are instanta-
neously distinguished by the outputs. More specifically:

Definition 1. The system Σ ∈∑r is said to be observable for an input
u ∈ L∞[0, Tu) if

∀(x1, x2) ∈ X ×X, x1 6= x2, ∀T > 0

∃τ ∈ [0, T ) such that h(x1(τ)) 6= h(x2(τ))

where xi(τ) is the trajectory of Σ starting from xi.
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We can now state:

Theorem 2. Let s be a positive integer and let B > 0. The set of systems
Σ ∈ ∑r that are observable for every polynomial input u with |u(0)| ≤ B
and whose degree is less than or equal to s contains an open and dense subset
of
∑r (for r ∈ N ∪ {∞, ω} large enough).

3. Proof of Theorem 1. The proof makes use of the following lemma:

Lemma 2. For h ∈ Cr(X × T ;R2), r large enough, define the mapping

Φ(h) =
(
h,

∂h

∂u0
, . . . ,

∂dh

∂ud0

)
.

The set O of functions h ∈ Cr(X × T ;R2) such that the rank of dxΦ(h) is
d = dimX for every (x, u0) ∈ X × T is open and dense in Cr(X × T ;R2).

Proof. Let

Y =
⋃

(x,u0)∈X×T
(T ∗xX)(2d+2).

Then Y is a vector bundle over X × T . Let W be the set of elements
(v1, . . . , v2d+2) of Y whose extracted d-uples (vi1 , . . . , vid) are all linearly
dependent. Then W is closed in Y and is a finite union of submanifolds
of Y . Its codimension (i.e. the codimension of its biggest stratum) is equal,
by the product of coranks theorem, to (d− (d− 1))(2d+ 2− (d− 1)) = d+ 3
(cf. [5]).

Let % be the mapping from Cr(X×T ;R2) into Cr−d−1(X×T ;Y ) defined
by

%(h) = dxΦ(h).

The following equivalences hold, where t means “is transversal to”:

h ∈ O ⇔ %(h)(X × T ) ∩W = ∅ ⇔ %(h) tW
because codimW > dimX × T .

Let ev% : Cr(X×T ;R2)×X ×T → Y be the evaluation map defined by

ev%(h, x, u0) = %(h)(x, u0).

Then ev% is of class C1 if r is large enough. Let us prove that

∀(h0, x0, u0
0) ∈ Cr(X × T ;R2)×X × T ev% t(h0,x0,u0

0)W.

As the mapping ev% is linear and continuous with respect to its first variable,
it is sufficient to show that the mapping

h 7→ Th0 ev%(·, x0, u0
0) · h = %(h)(x0, u0

0)
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is surjective for every (x0, u0
0) ∈ X × T . Let (x1, . . . , xd;w) be local coordi-

nates at (x0, u0
0) and let v ∈ (T ∗x0X)(2d+2). In these coordinates,

v = (v1
0 , v

2
0 , v

1
1 , v

2
1 , . . . , v

1
d, v

2
d)

where

vij =
d∑

k=1

vij,kdxk, i = 1, 2, j = 0, . . . , d.

Let h = (h1, h2) be such that locally

hi =
d∑

j=0

( d∑

k=1

vij,kxk

)wj
j!
.

Obviously %(h)(x0, u0) = v and the required surjectivity is proved.
Thus the mapping ev% is transversal to W and, by Theorems 18.2 and

19.1 of Abraham–Robbin [1], the set of functions h ∈ Cr(X × T ;R2) such
that %(h) is transversal to W , that is, the set O, is open and dense in
Cr(X × T ;R2).

Remark. The transversality theorems of Abraham–Robbin are stated
for r <∞. However Lemma 2 remains true in the C∞ case because the C∞-
topology is the inductive limit of the Cr-topologies. Following the method
proposed in [4] it can be shown that Lemma 2 is also true in the Cω case.

Proof of Theorem 1. Denote by < the set of systems Σ = (h, f) such
that:

1. h belongs to the set O defined in Lemma 2.
2. SR2d+1,Σ is an embedding.
3. Σ belongs to the interior of the set of systems Σ ′ for which SR2d+1,Σ′

is an immersion.

The set < is residual in
∑r. Fix Σ = (h, f) ∈ <. There exists a neigh-

bourhood V of Σ in
∑r all of whose elements Σ′ are such that SR2d+1,Σ′

is an immersion. As X is compact, SR2d+1,Σ′ is in fact a proper immersion.
Hence, in order to prove Theorem 1, it is sufficient to show that for every
sequence (Σn)n≥1 of systems that tends to Σ in

∑r, the restrictions of the
mappings SRds+1,Σn to X × T × Gs are one-to-one for n large enough. So
let (Σn)n≥1 be such a sequence and assume that for each n, one can find
xn1 6= xn2 ∈ X, un0 ∈ T , (un, un) ∈ Gs such that

Rds+1,Σn(xn1 , u
n
0 , (u

n, un)) = Rds+1,Σn(xn2 , u
n
0 , (u

n, un)).

X being compact, we can extract a subsequence such that

xn1 → x1, xn2 → x2

as n → ∞. Then x1 = x2. Indeed, (xn1 , x
n
2 ) tends to (x1, x2) in X × X.
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If (Kp)p≥1 is an increasing sequence of compact subsets of X×X \∆X such
that

⋃
p≥1 Kp = X ×X \∆X, then result 4 recalled in Section 1.2 implies

that (x1, x2) belongs to none of the sets Kp. Hence (x1, x2) ∈ ∆X.
Let x = x1 = x2 and choose a coordinate neighbourhood of x. We can

assume that xn1 and xn2 belong to this neighbourhood for every n. Thus we
can define

bn =
1

‖xn2 − xn1‖
(xn2 − xn1 ), n ≥ 1,

where ‖ · ‖ stands for the Euclidean norm in Rd; notice that bn belongs to
the sphere Sd−1.

Furthermore, result 1 of Section 1.2 implies

‖un‖∞ →∞
Set λn = λ(un) as in Section 2. We have λn → ∞ and we can assume
λn 6= 0 for every n. Thus it is possible to define (vn, vn) = ∆λ−1

n
(un, un).

Then vn ∈ Cs and ‖vn‖∞ ≤ 1 for every n.
Finally, extracting a subsequence again if necessary, we have the following

convergences as n→∞:

(xn1 , x
n
2 )→ (x, x) ∈ ∆X, bn → b ∈ Sd−1, un0 → u0 ∈ T,

vn → v ∈ Cs, vn → v, ‖v‖∞ ≤ 1.

In order to simplify the forthcoming computations we let

δn = Rds+1,Σn
λ
−1
n

(xn2 , u
n
0 , (v

n, vn))−Rds+1,Σn
λ
−1
n

(xn1 , u
n
0 , (v

n, vn)).

According to Lemma 1,

δn = Aλ−1
n

(Rds+1,Σn(xn2 , u
n
0 , (u

n, un))−Rds+1,Σn(xn1 , u
n
0 , (u

n, un)))

= 0 by assumption.

Again to simplify the forthcoming computations we let

h(l) = dx
∂lh

∂ul0
(x, u0) · b.

From now on vji will stand for (vi)j , and not for the ith coordinate of (vj , vj).
We have

lim
n→∞

1
‖xn2 − xn1‖

δn = (L0, L1, . . . , Lds)

where

L0 = h(0),

L1 = v1h
(1),

L2 = v2
1h

(2) + v2h
(1), . . . ,

Lk = Pk,kh
(k) + . . .+ Pk,1h

(1), . . . ,
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where Pk,l is a polynomial in v1, . . . , vk, and Lk ∈ R2 for 0 ≤ k ≤ ds. Indeed,
denote by δnk , 0 ≤ k ≤ ds, the kth double-coordinate of δn. Then δnk is a
polynomial in the k first coordinates of (vn, vn) whose coefficients are the
derivatives of h with respect to the vector field λ−1

n f and with respect to
∂/∂u0 of total order less than or equal to k. Since λ−1

n → 0, and since all the
other variables belong to compact sets, all the monomials where a derivation
with respect to λ−1

n f occurs vanish as n tends to infinity.
Moreover, for 1 ≤ k ≤ ds, Pk,l is a sum of monomials of the kind

ζvp1
1 vp2

2 . . . vpkk

where ζ ∈ N∗ and

(∗)
{
p1 + p2 + . . .+ pk = l,
p1 + 2p2 + . . .+ kpk = k.

We prove (∗) by induction. Clearly L1 = v1h
(1) and (∗) is true for k = 1.

Assume it is true for Lk. Now, Lk+1 is obtained by differentiation of Lk with
respect to ∂u0 = v1∂/∂u0 and ∂vi = vi+1∂/∂vi for 1 ≤ i ≤ k. Let

Lk = Pk,kh
(k) + . . .+ Pk,1h

(1)

and let m = ζvp1
1 vp2

2 . . . vpkk be a monomial of Pk,l where 1 ≤ l ≤ k. By
hypothesis we have {

p1 + p2 + . . .+ pk = l,
p1 + 2p2 + . . .+ kpk = k.

• If mh(l) is differentiated with respect to ∂u0, then

∂u0(mh(l)) = v1mh
(l+1)

and v1m = ζvp1+1
1 vp2

2 . . . vpkk is a monomial of Pk+1,l+1 which satisfies
{

(p1 + 1) + p2 + . . .+ pk = l + 1,
(p1 + 1) + 2p2 + . . .+ kpk = k + 1.

• If mh(l) is differentiated with respect to ∂vi, 1 ≤ i ≤ k, then, assuming
pi ≥ 1, we have

∂vi(mh(l)) = piζv
p1
1 vp2

2 . . . vpi−1
i v

pi+1+1
i+1 . . . vpkk h

(l)

and piζv
p1
1 vp2

2 . . . vpi−1
i v

pi+1+1
i+1 . . . vpkk h

(l) is a monomial of Pk+1,l which sat-
isfies 



p1 + p2 + . . .+ (pi − 1) + (pi+1 + 1) + . . .+ pk = l,
p1 + 2p2 + . . .+ i(pi − 1) + (i+ 1)(pi+1 + 1) + . . .+ kpk,

= k − i+ (i+ 1) = k + 1.

Therefore property (∗) is true for Lk+1.
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A consequence is the existence of an integer j, with 1 ≤ j ≤ k/l, for
which pj 6= 0. Otherwise we would have

∑

1≤i≤k
ipi >

k

l
l = k.

Since δn vanishes for every n, the equalities L0 = L1 = . . . = Lds = 0
must hold. Let us show that this is impossible:

Let r, 0 ≤ r ≤ d, be the smallest integer for which

h(r) = dx
∂rh

∂ur0
(x, u0) · b 6= 0.

The integer r exists by Lemma 2. If r = 0, then L0 = h(0) 6= 0. Otherwise
let q, 1 ≤ q ≤ s, be the smallest integer for which vq 6= 0. Such a q exists
because v ∈ Cs. Moreover we have

rq ≤ ds.
It remains to show that Lrq 6= 0. We have

Lrq =
rq∑

l=1

Prq,lh
(l).

• If l < r, then h(l) = 0 by assumption and Prq,lh
(l) = 0.

• If l > r, consider a monomial m of Prq,l:

m = ζvp1
1 vp2

2 . . . vprqrq .

There exists an integer i ≤ k/l = rq/l < q for which pi 6= 0. But i < q
implies vi = 0 and the monomial m vanishes. Hence Prq,l = 0.
• There remains the case l = r. A monomial of Prq,r is ζvrq , ζ 6= 0.

It is straightforward to verify that ζvrqh
(r) can be obtained by a suitable

differentiation of L0 = h(0).
Let ζvp1

1 vp2
2 . . . v

prq
rq be another monomial of Prq,r. There exists at least

one integer j 6= r for which pj 6= 0, and

p1 + p2 + . . .+ pq + . . .+ ppq = r,

p1 + 2p2 + . . .+ qpq + . . .+ rqprq = rq.

Hence
1
q
p1 +

2
q
p2 + . . .+ pq + . . .+ rppq = p1 + p2 + . . .+ pq + . . .+ prq.

If p1 = p2 = . . . = pq−1 = 0, then

q + 1
q

pq+1 +
q + 2
q

pq+2 + . . .+ rprq = pq+1 + pq+2 + . . .+ prq.
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But this is impossible because pj 6= 0 for at least one integer j > q. Therefore
at least one of the integers pj , 1 ≤ j ≤ q − 1, does not vanish and, since
vj = 0, the monomial vanishes.

Finally the only monomial of Lrq that does not vanish is ζvrqh
(r):

Lrq = ζvrqh
(r) 6= 0.

This is a contradiction and Theorem 1 is proved.
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