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RECURRENCES FOR THE COEFFICIENTS OF SERIES
EXPANSIONS WITH RESPECT TO CLASSICAL

ORTHOGONAL POLYNOMIALS

Abstract. Let {Pk} be any sequence of classical orthogonal polynomials.
Further, let f be a function satisfying a linear differential equation with
polynomial coefficients. We give an algorithm to construct, in a compact
form, a recurrence relation satisfied by the coefficients ak in f =

∑
k akPk.

A systematic use of the basic properties (including some nonstandard ones)
of the polynomials {Pk} results in obtaining a low order of the recurrence.

1. Introduction. Let {Pk(x)} be any system of classical orthogonal
polynomials, i.e. associated with the names of Jacobi, Laguerre, Hermite or
Bessel. Given a function f , a series expansion

(1.1) f =
∑

k

ak[f ]Pk

is a matter of interest in numerical analysis, applied mathematics and math-
ematical physics. Important special cases are connection and linearization
problems, where f = Pn and f = PmPn (m,n nonnegative integers), re-
spectively, and {P k} is a family of polynomials (orthogonal or not). In par-
ticular, positivity of the connection coefficients ck = ak[Pn], or the lineariza-
tion coefficients lk = ak[PmPn] is of great importance. See [1, 2, 4, 5, 9, 12,
13, 19–28, 33].

Usually, determination of the expansion coefficients ak[f ] requires a deep
knowledge of special (hypergeometric) functions. See, e.g., [1, 2, 4, 9, 15, 18,
19, 25, 26]. It is important to note that, even in the case when it is possible
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to compute these coefficients explicitly, it is often useful to have a recurrence
relation of the type

(1.2) Lak[f ] ≡
r∑

i=0

Ai(k)ak+i[f ] = B(k),

where r ∈ N, and Ai and B are known functions of k. See, e.g., [10, 29].
Equation (1.2) may serve as a tool for detecting certain properties of ak[f ],
or for numerical evaluation of these quantities, using a judiciously chosen
algorithm (cf. [30]).

In the present paper, we give an algorithmic description of the method
generalizing ideas of the papers [11]–[13], to construct the recurrence (1.2)
provided f is a solution of the differential equation

(1.3) Pnf(x) ≡
n∑

i=0

wni(x)Dif(x) = g(x),

where D := d/dx, wni are polynomials in x, and the coefficients ak[g] are
known. The difference operator L in (1.2) is given in terms of the polynomial
coefficients σ and τ of the Pearson differential equation for the orthogonality
weight % associated with {Pk(x)} (see Section 3).

Notice that an alternative approach is proposed in [5, 6]; it should be
stressed that there exists a class of important problems for which our method
gives more refined results, i.e. lower-order recurrences of the type (1.2).

As examples we give recurrence relations for (i) the linearization coef-
ficients of the cube f = P 3

n (Section 4.1); (ii) the coefficients in the pa-
rameter derivative representation for classical orthogonal polynomials (Sec-
tion 4.2); (iii) the connection coefficients between Laguerre–Sobolev and
Laguerre polynomials (Section 4.3). For further examples see [12] and [13].

A Maple implementation of the proposed algorithm is given in [14].

2. Classical orthogonal polynomials

2.1. Basic properties of classical orthogonal polynomials. Let {Pk(x)}
be any system of classical orthogonal polynomials (i.e. associated with the
names of Jacobi, Laguerre, Hermite or Bessel):

�

I

%(x)Pk(x)Pl(x) dx = δklhk (k, l = 0, 1, . . .),

where hk 6= 0 (k = 0, 1, . . .); the support I of the weight function % is [−1, 1],
[0,∞), (−∞,∞) and {z ∈ C : |z| = 1}, respectively. See Appendix, Table 1.

Besides the three-term recurrence relation

(2.1) xPk(x) = ξ0(k)Pk−1(x) + ξ1(k)Pk(x) + ξ2(k)Pk+1(x)

(k = 0, 1, . . . ; P−1(x) ≡ 0, P0(x) ≡ 1),
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these polynomials enjoy a number of similar properties which in turn provide
their characterizations ([3], pp. 150–152; or [8]; or [17], Chapter II). We shall
need three of those properties.

First, the weight function % satisfies a differential equation of Pearson
type

(2.2) D(σ%) = τ%,

where D := d/dx, σ is a polynomial of degree at most 2, and τ is a first-
degree polynomial.

Second, for every k ∈ N, the polynomial Pk satisfies the second-order
differential equation

(2.3) LPk(x) ≡ {σD2 + τD}Pk(x) = −λkPk(x),

where

(2.4) λk := −1
2
k[(k − 1)σ′′ + 2τ ′].

Third, we have the so-called structure relation

(2.5) σ(x)λ−1
k DPk(x) = δ0(k)Pk−1(x) + δ1(k)Pk(x) + δ2(k)Pk+1(x).

Recently, Yáñez et al. [31] (see also [32], or [8], or [21]) have shown that
the coefficients ξi(k) and δi(k) of the relations (2.1) and (2.5), respectively,
can be expressed in terms of the coefficients σ and τ of the equation (2.2).

Notice that if ζ is any zero of σ, we have the following differential-
recurrence identity:

(2.6)
σ(x)
x− ζD[ϑ(k)λ−1

k Pk(x) + ω(ζ; k)λ−1
k+1Pk+1(x)]

= Pk(x) + π(ζ; k)Pk+1(x),

where

(2.7)





ϑ(k) := ξ0(k)/δ0(k),

ω(ζ; k) := λk+1
δ1(k)ϑ(k) + ζ − ξ1(k)

ξ0(k + 1)η(k)− δ0(k + 1)
,

π(ζ; k) := η(k)ω2(k).

Here

η(k) :=
δ2(k + 1)
ξ2(k + 1)

.

2.2. Fourier coefficients

2.2.1. General case. Let {Pk(x)} be any system of classical orthogonal
polynomials. Given a function f define
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(2.8)
ak[f ] :=

1
hk
bk[f ],

bk[f ] :=
�

I

%(x)Pk(x)f(x) dx
(k = 0, 1, . . .).

We have a formal Fourier expansion f ∼∑∞k=0 ak[f ]Pk.
Let X, D, Pζ and Qζ be the difference operators defined by

X := ξ0(k)E−1 + ξ1(k)I + ξ2(k)E,(2.9)

D := δ0(k)E−1 + δ1(k)I + δ2(k)E,(2.10)

Pζ := I + π(ζ; k)E,(2.11)

Qζ := ω1(ζ; k)I + ω2(ζ; k)E(2.12)

(cf. (2.1), (2.4), (2.5), and (2.6), respectively), where I is the identity op-
erator , Ibk[f ] = bk[f ], and Em the mth shift operator , Embk[f ] = bk+m[f ]
(m ∈ Z). For simplicity, we write E in place of E1.

Further, let us introduce the differential operators U and Zζ , ζ being
any root of σ, by the following formulae:

U := σD + τI,(2.13)

Zζ := (x− ζ)D.(2.14)

Here I is the identity operator.
Using (2.1)–(2.5), and the notation of (2.9)–(2.14), the following can be

proved.

Lemma 2.1 ([13]). Let {Pk} be any sequence of classical orthogonal poly-
nomials. The coefficients bk[f ] satisfy the identities:

bk[qf ] = q(X)bk[f ] (q an arbitrary polynomial ),(2.15)

Dbk[Df ] = bk[f ],(2.16)

bk[Uf ] = −λkDbk[f ],(2.17)

bk[Lf ] = −λkbk[f ],(2.18)

Pζbk[Zζf ] = Qζbk[f ].(2.19)

Later we shall need the following result.

Lemma 2.2. Given a zero ζ of σ, let Pζ be the operator defined by (2.11).
Then

(2.20) D = RζPζ ,

where D is defined in (2.10), and the operator Rζ is given by

(2.21) Rζ := δ0(k)E−1 + %(ζ; k)I

with

(2.22) %(ζ; k) := δ2(k)/π(ζ; k).
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2.2.2. The Jacobi and Bessel cases. Let {Pk} be the Jacobi polynomials
P

(α,β)
k , or Bessel polynomials Y αn (x). Given a zero ζ of the polynomial σ

associated to {Pk}, we define the following sequences of operators:

P
(m)
ζ := I + π(m)(ζ; k)E,

Q
(m)
ζ := ϑ(k)I +

π(m)(ζ; k)
η(k +m)

E, (m = 0, 1, . . .)(2.23)

R
(m)
ζ := δ0(k)E−1 + %(m)(ζ; k)I,

where the notation used is that of (2.7), and

(2.24)
π(m)(ζ; k) := ζ

(k + 1)(2k + γ + 1)2

(k + ν−ζ)(2k + γ +m+ 1)2
,

%(m)(ζ; k) := − 2ζ
k + ν−ζ +m

(2k + γ +m)2
,

(ζ ∈ {−1, +1})

with γ := α+ β + 1 and

(2.25) νζ :=
ζ · τ(ζ)
σ′′

=
{
β + 1 (ζ = −1),
α+ 1 (ζ = +1),

in the Jacobi case, and

π(m)(ζ; k) := − (2k + α+ 1)2(2k + α+ 2)2

2(k + α+ 1)(2k + α+m+ 2)2
,(2.26)

%(m)(ζ; k) :=
2

(2k + α+m+ 1)2
,(2.27)

with ζ = 0 in the Bessel case (notice that ζ = 0 is the double root of σ in
this case). The Pochhammer symbol (a)m is defined by

(a)0 := 1, (a)m := a(a+ 1) . . . (a+m− 1) (m = 1, 2, . . .).

It can be checked that

P
(0)
ζ = Pζ , Q

(0)
ζ = Qζ , R

(0)
ζ = Rζ ,(2.28)

P
(m)
ζ Q

(m−1)
ζ = Q

(m)
ζ P

(m−1)
ζ (m ≥ 1),(2.29)

R
(m)
ζ P

(m)
ζ = P

(m−1)
ζ R

(m−1)
ζ (m ≥ 1).(2.30)

Further, for i, j ≥ 0, define
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(2.31)

S
(i,j)
ζ :=

{
I (i < j),
P

(i)
ζ P

(i−1)
ζ . . .P

(j)
ζ (i ≥ j),

Z
(i)
ζ := S

(i−1,0)
ζ (i ≥ 0),

U
(i)
ζ :=

{
I (i = 0),
Q

(i−1)
ζ . . .Q

(1)
ζ Q

(0)
ζ (i ≥ 1),

M
(i,j)
ζ :=

{
I (i > j),
R

(i)
ζ R

(i+1)
ζ . . .R

(j)
ζ (0 ≤ i ≤ j),

N
(i)
ζ := M

(0,i−1)
ζ .

Lemma 2.3. We have

Z
(v)
ζ Dr = M

(v,v+r−1)
ζ Z

(v+r)
ζ (v, r = 0, 1, . . .).

Proof. The main tools used in the proof are Lemma 2.2 and (2.30).

Lemma 2.4. Let Ti := Z
(vi)
ζ Dri (i = 1, . . . ,m), where vi, ri are non-

negative integers. Define T := Z
(v)
ζ Dr, where v := max1≤i≤m(ri + vi) − r,

r := max1≤i≤m ri. Then T = CiTi (i = 1, . . . ,m), where

Ci := M
(v,vi+γi−1)
ζ S

(vi+γi−1,vi)
ζ

and γi := v + r − (vi + ri).

Proof. Making use of (2.31) and Lemma 2.3, we obtain

CiTi = M
(v,vi+γi−1)
ζ S

(vi+γi−1,vi)
ζ Z

(vi)
ζ Dri

= M
(v,vi+γi−1)
ζ Z

(vi+γi)
ζ Dri = U

(v)
ζ Dr−riDri = T

for any i = 1, . . . ,m.

Lemma 2.5. We have

(2.32) Z
(i)
ζ bk[Ziζf ] = U

(i)
ζ bk[f ] (i = 0, 1, . . .).

Proof. We use induction on i. For i = 0, (2.32) is obviously true, and
for i = 1 it takes the form P

(0)
ζ bk[Zζf ] = Q

(0)
ζ bk[f ], which is equivalent to

(2.19). Now, assume that (2.32) holds for some i (i ≥ 1). We have

Z
(i+1)
ζ bk[Zi+1

ζ f ] = P
(i)
ζ Z

(i)
ζ bk[ZiζZζf ] = P

(i)
ζ U

(i)
ζ bk[Zζf ].

It can be checked that

P
(i)
ζ U

(i)
ζ = Q

(i)
ζ . . .Q

(2)
ζ Q

(1)
ζ P

(0)
ζ .

Hence, by the first part of the proof,

Z
(i+1)
ζ bk[Zi+1

ζ f ] = U
(i+1)
ζ bk[f ].
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The Jacobi case. The case where Pk = P
(α,β)
k are Jacobi polynomials

differs significantly from the others. To begin with, it is the only case where
the associated polynomial σ(x) has two different real zeros, namely−1 and 1.
An important role is played by the following special second-order differential
operators:

(2.33) Kζ := (Zζ + νζI)D (ζ ∈ {−1,+1}),
where νζ is given by (2.25). The following two lemmata contain reformulated
and slightly improved results of [11].

Lemma 2.6. Let

(2.34) Q := Kq
ζZ

r
ζ ,

where q ∈ Z+, r ∈ {0, 1}, and ζ ∈ {−1,+1}. Then

(2.35) Z
(2q+r)
ζ bk[Qf ] = µq(ζ; k)EqU(r)

ζ bk[f ],

where

(2.36) µ0(ζ; k) := 1, µq(ζ; k) :=
(k + νζ)q∏q
i=1 δ0(k + i)

(q ≥ 1).

Proof. First we prove the identity

(2.37) Kζbk[Kζf ] = bk[f ],

where

Kζ := R−ζ
1

k + νζ
Pζ .

To this end, notice that

Pζbk[Zζf + νζf ] = (Qζ + νζPζ)bk[f ] = (k + νζ)P−ζbk[f ]

(cf. (2.19), (2.11), (2.12), and (2.25)). Using (2.20), (2.16), and the above
equality, we obtain

Kζbk[Kζf ] = R−ζ
1

k + νζ
Pζbk[(Zζ + νζI)Df ]

= R−ζP−ζbk[Df ] = Dbk[Df ] = bk[f ].

Now, it can be checked that

(2.38) Z
(2m)
ζ = µm(ζ; k)EmKm

ζ , Z
(2m+1)
ζ = µm(ζ; k)EmZ

(1)
ζ Km

ζ ,

for m = 1, 2, . . . The result follows from Lemma 2.5 and (2.37).

Lemma 2.7. Let T1 := Z
(v)
ζ Dr, T2 := Z

(u)
ζ∗

Ds, where ζ 6= ζ∗, and v, r, u,

s are nonnegative integers such that v+ r ≥ u+ s. Define T := Z
(w)
ζ Dt with

t := max(u+ s, r), w := v + r − t. Then T = CiTi (i = 1, 2), where

C1 := M
(w,v−1)
ζ , C2 := Z

(w)
ζ Dt−u−sN(u)

ζ∗
.
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Note that the assumption of the above lemma that the polynomial σ has
two different zeros is satisfied in the Jacobi case only.

2.2.3. Back to the general case. Let us return to the general setting. We
have the following

Lemma 2.8. Let {Pk(x)} be any system of classical orthogonal polyno-
mials, and let ζ be a root of the associated polynomial σ (in the Laguerre or
Hermite case, the value of this parameter is inessential). Further , let

(2.39) Q := DpKq
ζZ

r
ζ L

sU t,

where p, s ∈ Z+, t ∈ {0, 1} and

q ∈
{
Z+ (Jacobi case),
{0} (other cases),

(2.40)

r ∈




{0, 1} (Jacobi case),
Z+ (Bessel case),
{0} (Laguerre and Hermite cases).

(2.41)

Then

(2.42) Tbk[Qf ] = Abk[f ],

where

T :=
{

Z
(2q+r)
ζ Dp (Jacobi , Bessel),

Dp (Laguerre, Hermite),
(2.43)

A :=
{
µq(ζ; k)EqU(r)

ζ (−λk)s+tDt (Jacobi , Bessel),
(− λk)s+tDt (Laguerre, Hermite),

(2.44)

and µq is defined by (2.36 ).

Proof. This readily follows from Lemmata 2.1, 2.5 and 2.6.

3. Main results. The first step of the algorithm is to convert the LHS
of the equation

(3.1) Pnf(x) ≡
n∑

i=0

wni(x)Dif(x) = g(x)

to the form

(3.2) Pnf =
n∑

i=0

Qi(zif),

where the zi are polynomials, and the differential operators Qi have the
form

(3.3) Qi := DpiKqi
ζi
ZriζiL

siU ti ,



Recurrences for coefficients of series expansions 105

where ζi is a root of the associated polynomial σ (this refers to the Jacobi
and Bessel cases only), pi, si ∈ Z+, ti ∈ {0, 1} and

qi ∈
{
Z+ (Jacobi case),
{0} (Bessel, Laguerre and Hermite cases),

(3.4)

ri ∈




{0, 1} (Jacobi),
Z+ (Bessel),
{0} (Laguerre, Hermite).

(3.5)

To this end, define the differential operators Pi (i = 0, 1, . . . , n− 1) and Qj

(j = 1, . . . , n), and the polynomials z0, z1, . . . , zn in the following recursive
way.

For i = n, n− 1, . . . , 1, given the operator Pi =
∑i
j=0 wijD

j ,

• represent the leading coefficient wii in the form

wii(x) = [σ(x)]αi(x− ζi)βiui(x)

where the polynomial ui has no roots in common with σ, and

αi

{
∈ Z+ (Jacobi, Bessel, Laguerre),
= i (Hermite),

βi

{
∈ Z+ (Jacobi, Bessel),
= 0 (Laguerre, Hermite),

ζi being a root of σ (if βi = 0, the value of ζi is inessential), then find out
which of the following cases holds:

— case A: αi ≥ m,
— case B: αi + βi ≥ m > α,
— case C: m > αi + βi,

where m := b(i+ 1)/2c;
• define

zi(x) := ui(x)





[σ(x)]αi−m(x− ζ)βi (case A),
(x− ζ)αi+βi−m (case B),
1 (case C);

• define

ri :=
{
i mod 2 (case B),
0 (case A or C),

ti :=
{
i mod 2 (case A),
0 (case B or C),

si := min{αi, bi/2c}, qi := min{βi, bi/2c − ti},
pi := i− 2qi − 2si − ri − ti;

• define the operator Qi by

Qi := DpiKqi
ζi
Z ri
ζi
LsiU ti ;
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• define the operator Pi−1 of degree i− 1 as

Pi−1f(x) := Pif(x)−Qi(zif)(x).

For convenience, set

(3.6) Q0 := I, z0 := w0,0,

where w0,0 is the only coefficient of the operator P0.
Now, we prove

Theorem 3.1. Let {Pk} be any sequence of classical orthogonal polyno-
mials, and let the function f satisfy the differential equation

(3.7) Pnf(x) ≡
n∑

i=0

Qi(zif)(x) = g(x),

where the zi are polynomials, and the ith-order differential operator Qi (i =
0, 1, . . . , n) is of the form

(3.8) Qi := DpiKqi
ζ Z

ri
ζ L

siU ti ,

where ζ is a fixed root of the associated polynomial σ (this refers to the
Jacobi and Bessel cases only), pi, si ∈ Z+, ti ∈ {0, 1} and

qi ∈
{
Z+ (Jacobi),
{0} (other families),

ri ∈




{0, 1} (Jacobi),
Z+ (Bessel),
{0} (Laguerre, Hermite).

The Fourier coefficients ak[f ] satisfy the recurrence relation

(3.9) L(hkak[f ]) = B(k),

where

L :=
n∑

i=0

CiAizi(X),(3.10)

B(k) := T(hkak[g]),(3.11)

and

T := Z
(d)
ζ De,(3.12)

Ai :=
{
µqi(ζ; k)EqiU(ri)

ζ (−λk)si+tiDti (Jacobi , Bessel),
(− λk)si+tiDti (Laguerre, Hermite),

(3.13)

Ci :=
{

M
(d,d+e−pi−1)
ζ S

(d+e−pi−1,2qi+ri)
ζ (Jacobi , Bessel),

De−pi (Laguerre, Hermite),
(3.14)

with
e := max

0≤i≤n
pi, d := max

0≤i≤n
(pi + 2qi + ri)− e.
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The order of the recurrence (3.9) equals

(3.15) d+ δ · e+ max
0≤i≤n, zi 6≡0

(2 deg zi − δ · [pi + qi − ti]),

where δ := deg σ.

Proof. Observe that by Lemma 2.4, the operators (3.12) and (3.14) sat-
isfy

T+ = CiTi (i = 0, 1, . . . , n), where Ti := Z
(2qi+ri)
ζ Dpi .

Obviously, in view of (3.7), we have bk[Pnf ] = bk[g]. Apply the operator
T to both sides of the above equation, then use Lemmata 2.8 and 2.1, and
(2.8) to transform the left-hand side of the resulting equation:

Tbk[Pnf ] =
n∑

i=0

CiTibk[Qi(zif)] =
n∑

i=0

CiAizi(X)bk[f ]

= Lbk[f ] = L(hkak[f ]).

This implies the identity (3.9) with the operator L and the function B(k)
given by (3.10) and (3.11), respectively.

The formula (3.15) follows easily from (3.10), in view of (3.12)–(3.14).
(Notice that the orders of the operators D and X are deg σ and 2, respec-
tively; see Tables 3 and 2 in the Appendix).

Let us return to the differential operator (3.2). In the Jacobi case, it
is possible that not all ζi’s in (3.3) are equal, so that Theorem 3.1 is not
applicable. The next theorem is a reformulated and corrected version of a
result in [11].

Theorem 3.2. Let {Pk} be the sequence of Jacobi polynomials, and let
f satisfy the equation

(3.16) Pnf(x) ≡
n∑

i=0

Qi(zif)(x) = g(x),

where the zi are polynomials, and the differential operators Qi have the form

(3.17) Qi := DpiKqi
ζi
ZriζiL

siU ti ,

where ζi ∈ {−1,+1}, pi, qi, si ∈ Z+, ri, ti ∈ {0, 1}, pi+2qi+ri+2si+ ti = i,
and the expansion of the function g in Pk is known. Set

Ω := {1, . . . , n}, Ωη := {i ∈ Ω : ζi = η} (η ∈ {−1,+1}),(3.18)

vi := 2qi + ri (i ∈ Ω),(3.19)

eη := max
i∈Ωη

pi, dη := max
i∈Ωη

(pi + vi)− eη (η ∈ {−1, +1}),(3.20)

ω :=
{
−1 if d−1 + e−1 ≥ d1 + e1,
+1 if d−1 + e−1 < d1 + e1,(3.21)
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e := max(eω, d−ω + e−ω), d := dω + eω − e.(3.22)

Further , define difference operators T, Ai, Bi, Ci, Jη by

T := Z(d)
ω De,(3.23)

Ai := µqi(ω; k)EqiU(ri)
ω (−λk)si+tiDti (i = 0, 1, . . . , n),(3.24)

Bi := M(dη,eη+dη−pi−1)
η S(eη+dη−pi−1,vi)

η (i ∈ Ωη; η = −1,+1),(3.25)

Jω := M(d,dω−1)
ω , J−ω := Z(d)

ω N
(e−e−ω)
−ω S

(e−e−ω−1,d−ω)
−ω ,(3.26)

C0 := T, Ci :=
{

JωBi (i ∈ Ωω),
J−ωBi (i ∈ Ω−ω).

(3.27)

The Fourier coefficients ak[f ] satisfy the recurrence relation

(3.28) L(hkak[f ]) = B(k),

where

L :=
n∑

i=0

CiAizi(X),(3.29)

B(k) := T(hkak[g]).(3.30)

The order of the recurrence (3.28) equals

(3.31) d+ 2e+ 2 max
0≤i≤n, zi 6≡0

(deg zi − pi − qi + ti).

Proof. Let the operator Wη be given by

Wη := Z(dη)
η Deη (η = ±1),

where dη, eη are the numbers defined in (3.20). By Lemma 2.4,

(3.32) Wη = BiTi (i ∈ Ωη; η = ±1),

where Bi is given by (3.25), and

(3.33) Ti := Z
(vi)
ζi

Dpi (i = 0, 1, . . . , n).

Obviously, Tibk[Qif ] = Aibk[f ], where Ai is the operator (3.24). Now, using
Lemma 2.7, we see that the operator (3.23) satisfies T = JηWη (η = ±1),
Jη being given by (3.26). Hence, in view of (3.32) and (3.27), T = CiTi
(i = 0, 1, . . . , n), and

Tbk[Pnf ] =
n∑

i=0

CiTibk[Qi(zif)] =
n∑

i=0

CiAibk[zif ]

=
{ n∑

i=0

CiAizi(X)
}
bk[f ] = Lbk[f ],

where L is given by (3.29). The formula (3.31) follows readily from (3.29),
in view of (3.23)–(3.27).



Recurrences for coefficients of series expansions 109

4. Examples

4.1. Linearization of cubes of classical orthogonal polynomials. Given a
system {Pk} of classical orthogonal polynomials, let us construct a recur-
rence relation satisfied by the coefficients cn,k in

(4.1) P 3
n =

3n∑

k=0

cn,kPk (n ∈ N).

Let us recall the following recent result of Hounkonnou et al. [7] (see
also [21]).

Lemma 4.1 ([7]). Let {Pk(x)} be any system of classical orthogonal poly-
nomials. For any n ∈ N, the cube w := P 3

n satisfies the fourth-order differ-
ential equation

(4.2) P4w ≡

∣∣∣∣∣∣

R2w σ 0
R3w η 1
R4w σ(η′ − 3λn)− 2τη 2η − τ

∣∣∣∣∣∣
= 0,

where η := σ′ − 2τ , and

R2 := σD2 + τD + 3λnI, R3 := D(R2 + 4λnI),

R4 := σDR3 + 4λnηD.

Now, the LHS of (4.2) can be written in the form

(4.3) P4f ≡ L2(z4f) +LU(z3f) +L(z2f) +U(z1f) + z0f,

where

z4 := σ, z3 := 4τ − 6σ′,

z2 := (11σ′′ − 10τ ′ + 10λn)σ + (2τ − 3σ′)(τ − 2σ′),

z1 := (4τ − 6σ′)(4σ′′ − 4τ ′ + 5λn),

z0 := [(6σ′′ − 10τ ′ + 17λn)σ′′ + (2τ ′ − 3λn)2 − 2λnτ ′]σ

− (σ′′ − τ ′)(4τ − 6σ′)τ + λn(3σ′ − 2τ)(2σ′ + τ).

On applying Theorem 3.1, we obtain the following.

Theorem 4.2. Let {Pk(x)} be any system of classical orthogonal poly-
nomials. For any n ∈ N, the linearization coefficients cn,k in (4.1) satisfy
the fourth-order recurrence relation

(4.4) {λ2
kz4(X) + λ2

kDz3(X)− λkz2(X)− λkDz1(X) + z0(X)}(hkcn,k) = 0.

Let Cνk be the ultraspherical (Gegenbauer) polynomials,

Cνk (x) :=
(2ν)k

(ν + 1/2)k
P

(ν−1/2,ν−1/2)
k (x) (ν > −1/2, ν 6= 0).
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Theorem 4.2 implies that the linearization coefficients cn,k in

(Cνn)3 =
3n∑

k=0

cn,kC
ν
k

satisfy the three-term recurrence relation

A0(k)cn,k−2 + A1(k)cn,k +A2(k)cn,k+2 = 0 (2 ≤ k ≤ 3n+ 1)

where cn,3n = 1, cn,m = 0 for m > 3n, and

A0(k) := 16(k + ν + 1)(k + ν − 1)4(k − 3n− 2)

× (k + n+ 4ν − 2)(k − n+ 2ν − 2)(k + 3n+ 6ν − 2),

A1(k) := 8(k + ν)3{4KN [K + (2ν − 1)(3ν + 1)]

+ (3N −K)(8ν2[K + (ν − 1)(6ν − 1)]

+ [8ν(1− 3ν)− 3N +K][K + (ν − 1)(2ν + 1)])},
A2(k) := (k + 1)2(k + ν − 1)(k + 2ν)2(k + n+ 2)

× (k − n− 2ν + 2)(k + 3n+ 2ν + 2)(k − 3n− 4ν + 2).

Here K := k(k + 2ν), N := n(n+ 2ν).
The linearization coefficients cn,k in

H3
n =

3n∑

k=0

cn,kHk,

Hk being the Hermite polynomials, satisfy the recurrence relation

D0(k)cn,k−2 +D1(k)cn,k +D2(k)cn,k+2 = 0 (2 ≤ k ≤ 3n+ 1),

where cn,3n = 1, cn,m = 0 for m > 3n, and

D0(k) := 12(3n− k + 2), D1(k) := 3n(3n+ 2k + 4)− k(7k + 4),

D2(k) := −(k + 1)2(n+ k + 2).

4.2. Parameter derivative representation for classical orthogonal polyno-
mials. Let Pk(x) = Pk(x; c) (k ≥ 0), be any sequence of classical orthogonal
polynomials, depending on parameters, i.e., Jacobi, Laguerre or Bessel poly-
nomials. Here c = [c1, . . . , cp] is a parameter vector. In what follows, c is a
generic symbol for any member of c. Given a function f(x) = f(x; c), we
use the notation

f [r](x; c) :=
∂r

∂cr
f(x; c) (r ≥ 0).
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Let us look for recurrences for the coefficients C [r]
k in the expansion

(4.5) P [r]
n (x; c) =

n∑

k=0

C
[r]
k Pk(x; c) (r ≥ 1).

A partial solution to the problem might be a recurrence linking C
[r]
k and

C
[r−1]
k (r ≥ 1).

We start from the equality [23]

(4.6) LnP
[r]
n = −rM (c)

n P [r−1]
n ,

where Ln = L+ λnI, and

M (c)
n :=

∂σ

∂c
D2 +

∂τ

∂c
D +

∂λn
∂c

I.

Let us apply the theory of §3 to

f(x) := P [r−1]
n (x), P2 := −rM (c)

n , g(x) := LnP
[r]
n (x).

Using Lemma 2.1 and (2.8), we obtain

bk[g] = (λn − λk)bk[P [r]
n ] = (λn − λk)hkC

[r]
k .

Now, observe that for the Jacobi and Bessel polynomials we have

M (c)
n = AcZζ +

∂λn
∂c

I,

where ζ is a root of σ, and Ac = const. Thus, by Theorem 3.1,

Pζ(hkak[g]) = −r{AcQζ − nPζ}(hkak[P [r−1]
n ]),

hence

(4.7) Pζ{(λn − λk)hkC
[r]
k } = −r(AcQζ − nPζ){hkC [r−1]

k }.
For instance, in the monic Jacobi case,

∂r

∂αr
P (α,β)
n (x) =

n−1∑

k=0

C
[r]
k P

(α,β)
k (x),

formula (4.7) takes the form

(4.8) C
[r]
k − (n− k − 1)A(k)C [r]

k+1 = − r

n+ k + ω
C

[r−1]
k + rA(k)C [r−1]

k+1 ,

where r ≥ 1, ω := α+ β + 1, and

A(k) := 2
(k + 1)(k + β + 1)(n+ k + ω + 1)
(n− k)(n+ k + ω)(2k + ω + 1)2

.

Observing that C [0]
k = δnk, we deduce the formula

C
[1]
k =

2n−k

n− k ·
(k + 1)n−k(k + β + 1)n−k

(n+ k + ω)(2k + ω + 1)2n−2k−1
,
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equivalent to the one given in [4] (see also [9]). For general r, the formula

C
[r]
k = u

[r]
k C

[1]
k

can be obtained, where the auxiliary sequence u[r]
k satisfies the recurrence

u
[r]
k+1 − u

[r]
k =

r

n− k − 1
u

[r−1]
k+1 −

r

n+ k + ω
u

[r−1]
k

with the initial condition u[r]
n−1 = r

2n+ω−1 u
[r−1]
n−1 . For instance,

u
[2]
k = 2{ψ(2n+ ω)− ψ(n+ k + ω)− ψ(n− k)− γ},

where γ is Euler’s constant, and ψ(z) = Γ ′(z)/Γ (z). Notice that in [23, §3.2],
a nonhomogeneous second-order recurrence relation for C [2]

k is obtained.

4.3. Connection between Laguerre–Sobolev and Laguerre polynomials.
The monic Laguerre–Sobolev polynomials {Q(α)

m } are orthogonal with re-
spect to the inner product

(f, g)S :=
∞�

0

%(α)(x)f(x)g(x) dx+ λ

∞�

0

%(α)(x)f ′(x)g′(x) dx,

where α > −1, λ ≥ 0, and %(α)(x) := xαe−x is the classical Laguerre
weight, associated with the monic Laguerre polynomials {L(α)

k }. See [16].
For convenience, let us add the superscript α on the related symbols, thus,
σ(α)(x) ≡ σ(x), τ (α)(x) ≡ τ(x), h(α)

k ≡ hk, D(α) ≡ D, X(α) ≡ X, L(α) ≡ L
etc.

We show that the method of Section 3 provides a third-order recurrence
relation for the connection coefficients Sn,k in

Q(α)
n =

n∑

k=0

Sn,kL
(α)
k (α > −1),

as well as a second-order recurrence for the coefficients S∗n,k in

Q(α)
n =

n∑

k=0

S∗n,kL
(α−1)
k (α > 0).

In view of the well-known identity

(4.9) L
(α−1)
k = L

(α)
k + kL

(α)
k−1,

we have

Sn,k = S∗n,k + (k + 1)S∗n,k+1 (k = 0, 1, . . . , n; S∗n,n+1 := 0),

provided all the quantities are well-defined.
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In [16], the following differential equation satisfied by Q(α)
n was given:

FQ(α)
n (x) ≡ {σ(α)I − λ(τ (α) − σ(α)′)D − λσ(α)D2}Q(α)

n (x)

=
1∑

i=−1

bn+i(n)L(α)
n+i(x),

where bn−1(n) := ncn, bn(n) := n+1+cn, bn+1(n) := 1, cn being a constant.
Writing the differential operator F in the form

F = σ(α)I + λσ(α)′D − λL(α),

applying the method of Section 3 to f := Q
(α)
n and Pk := L

(α)
k , and using the

data of Table 2, we conclude that the Sn,k’s satisfy the recurrence relation

{D(α)(X(α) + λλ
(α)
k I) + λI}(h(α)

k Sn,k) = D(α)(h(α)
k bk(n)),

where bk(n) := 0 for k < n− 1. The scalar form of the recurrence is

Sn,k−2 + [(λ+ 3)k + α− λ− 1]Sn,k−1 + k[(λ+ 3)k + 2α+ λ+ 1]Sn,k
+ (k)2(k + α+ 1)Sn,k+1 = bk−1(n) + kbk(n)

(2 ≤ k ≤ n+ 1; bm(n) := 0 for m < n− 1).

The starting values are Sn,n := 1, Sn,n+1 := Sn,n+2 := 0.
If α > 0, we can write the right-hand side of (4.10) as (cf. (4.9))

cnL
(α−1)
n (x) + L

(α−1)
n+1 (x).

Now, writing the operator F in the form

F = σ(α−1)I − λL(α−1),

and applying Theorem 3.1 to f := Q
(α)
n and Pk := L

(α−1)
k , we obtain the

following recurrence relation for the S∗n,k’s:

{X(α−1) + λλ
(α−1)
k I}(h(α−1)

k S∗n,k) = h
(α−1)
k δkncn,

or, in scalar form,

S∗n,k−1 + [(λ+ 2)k + α]S∗n,k + (k + 1)(k + α)S∗n,k+1 = 0 (1 ≤ k ≤ n− 1).

The starting values are S∗n,n = 1, S∗n,n−1 = cn − (λ+ 2)n− α.

Appendix. In the tables below, we collect some relevant data for the
classical orthogonal polynomials.
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Table 1. Hypergeometric series representations of the classical monic
orthogonal polynomials

Family Hypergeometric series

Jacobi P
(α,β)
k (x) = (−1)k

( k + β
k

)
2F1

(−k, k + α+ β + 1
β + 1

∣∣∣ 1 + x

2

)

Laguerre Lαk (x) = (α+ 1)k(−1)k 1F1

( −k
α+ 1

∣∣∣x
)

Bessel Y αk (x) =
2k

(k + α+ 1)k
2F0

(−k, k + α+ 1
—

∣∣∣ − x

2

)

Hermite Hk(x) = xk 2F0

(−k/2, −k/2 + 1/2
—

∣∣∣ − 1
x2

)

Table 2. Data for the monic Laguerre and Hermite polynomials

Laguerre Hermite

σ(x) x 1
τ(x) 1 + α− x −2x
λk k 2k
hk k!Γ (k + α+ 1)

√
π 2−kk!

ξ0(k) k(k + α) k/2
ξ1(k) 2k + α+ 1 0
ξ2(k) 1 1
δ0(k) k + α 1/2
δ1(k) 1 0
δ2(k) 0 0

Table 3. Data for the monic Jacobi and Bessel polynomials

Jacobi Bessel

σ(x) x2 − 1 x2

τ(x) (γ + 1)x+ δ (α+ 2)x+ 2
λk −k(k + γ) −k(k + α+ 1)

hk 22k+γ k!Γ (k + α+ 1)Γ (k + β + 1)
Γ (2k + γ + 1)(k + γ)k

(−1)k+122kk!
(α+ 1)2k+1(k + α+ 1)k

ξ0(k)
4k(k + α)(k + β)(k + γ − 1)
(2k + γ − 2)3(2k + γ − 1)

−4k(k + α)
(2k + α)(2k + α− 1)3

ξ1(k) − (α− β)(γ − 1)
(2k + γ − 1)(2k + γ + 1)

− 2α
(2k + α)(2k + α+ 2)

ξ2(k) 1 1

δ0(k)
4(k + α)(k + β)(k + γ − 1)
(2k + γ − 2)3(2k + γ − 1)

− 4(k + α)
(2k + α)(2k + α− 1)3

δ1(k)
2(α− β)

(2k + γ − 1)(2k + γ + 1)
4

(2k + α)(2k + α+ 2)

δ2(k) − 1
k + γ

− 1
k + α+ 1

Note: γ := α+ β + 1.
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als, J. Comput. Appl. Math. 71 (1996), 245–265.

[17] A. F. Nikiforov and V. B. Uvarov, Special Functions of Mathematical Physics, Birk-
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