HEDGING OF THE EUROPEAN OPTION
IN DISCRETE TIME
UNDER TRANSACTION COSTS DEPENDING ON TIME

Abstract. Hedging of the European option in a discrete time financial market with proportional transaction costs is considered. It is shown that for a certain class of options the set of portfolios which allow the seller to pay the claim of the buyer in quite a general discrete time market model is the same as the set of such portfolios under the assumption that the stock price movement is given by a suitable CRR model.

1. Introduction. In the paper we consider the problem of hedging the European option in a discrete time market model under proportional transaction costs. Typically in papers on hedging under proportional transaction costs the coefficients of the costs are constant over time. In this paper we allow these coefficients to vary.

The problem of hedging contingent claims in discrete time under proportional transaction costs was studied in many papers (see [1]–[13]). However, it appears to be nontrivial to apply to the real market the results which were obtained for a general model (see [3], [4], [12]). From the computational point of view the so called Cox–Ross–Rubinstein model (CRR model) is very convenient since it easily yields the price of an option as well as the set of portfolios which allow hedging the option (see for instance [1], [2], [10], [11]). On the other hand the Cox–Ross–Rubinstein model seems to be too simple to be a proper description of the real stock price movement. However, if there are no transaction costs and the payoff function of the option is convex then the solution of the hedging problem in quite a general model of the stock price process is the same as in a proper binomial model. This fact
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was proved for the market with one risky asset in [13] (see also [5] where the case of the European call option is considered) and in [9] for the case of an arbitrary number of assets. In [8] the model with proportional transaction costs is considered and a certain class of options is defined such that the set of portfolios which allow one to hedge an option in a model where changes of the stock price are bounded and i.i.d. random variables is the same as the set of such portfolios in a proper CRR model.

This paper contains the definition of another class of options such that the problem of finding the set of portfolios which enable hedging an option in quite a general model of stock price evolution simplifies to this problem in the CRR model. The convexity of suitable functions is an important part of this definition, and it is quite easy to verify if an option is an element of the class in question. The result therefore seems to be interesting for practitioners since it justifies the use of the CRR model to price derivatives for a certain class of options.

2. The model. Let \((\Omega, \mathcal{F}, P)\) be a probability space, \(T\) a positive natural number and \(\{\mathcal{F}_t, t = 0, \ldots, T\}\) a family of \(\sigma\)-algebras such that \(\mathcal{F}_0 = \{\emptyset, \Omega\}\), \(\mathcal{F}_t \subseteq \mathcal{F}_{t+1}\) for \(t = 0, \ldots, T - 1\) and \(\mathcal{F}_T = \mathcal{F}\). We assume that \(\Omega\) is finite (except Subsection 4.2).

Throughout this paper equalities and inequalities depending on \(\omega \in \Omega\) hold for all \(\omega \in \Omega\) if not stated otherwise.

We consider a market with two primary securities, a risky stock and a riskless bond, and assume that all assets are infinitely divisible.

The stock price movement is modeled by the process \(\{S_t, t = 0, \ldots, T\}\) where \(S_t\) denotes the price of the stock at time \(t\), for \(t = 0, \ldots, T\). We assume that \(S_t\) is \(\mathcal{F}_t\) measurable for \(t = 0, \ldots, T\).

In our model the stock price process satisfies the recursive formula
\[
S_{t+1} = \eta_{t+1} S_t \quad \text{for } t = 0, \ldots, T - 1
\]
where \(S_0 > 0\) and \(\{\eta_t\}_{t=1}^{T}\) is a sequence of i.i.d. random variables such that \(\eta_t \in [d, u]\) and \(0 < d < u\).

We assume that
\[
(2.1) \quad P(\eta_t = e) > 0 \quad \text{for } t = 1, \ldots, T \text{ and } e \in \{d, u\}.
\]
It is easily seen that the price of the stock is positive at all times.

We assume that \(\mathcal{F}_t = \sigma(\eta_u, 1 \leq u \leq t)\) for \(u = 1, \ldots, T\).

In our model the bond earns interest with a nonnegative, constant rate \(r\) satisfying the inequalities \(d < 1 + r < u\).

In this model proportional transaction costs are paid when shares of the stock are traded. The cost of buying one share at time \(t\) is \((1 + \lambda_t)S_t\) where \(\lambda_t \in [0, \infty)\) for \(t = 0, \ldots, T\), and the amount received for selling one share at time \(t\) is \((1 - \mu_t)S_t\) with \(\mu_t \in [0, 1)\) for \(t = 0, \ldots, T\).
We assume that for every $t = 0, \ldots, T - 1$ the following inequalities hold:

\begin{align*}
(2.2) & \quad (1 + \lambda_t)(1 + r) - (1 + \lambda_{t+1})d \geq 0, \\
(2.3) & \quad (1 + \lambda_{t+1})u - (1 + \lambda_t)(1 + r) \geq 0, \\
(2.4) & \quad (1 - \mu_{t+1})u - (1 - \mu_t)(1 + r) \geq 0, \\
(2.5) & \quad (1 - \mu_t)(1 + r) - (1 - \mu_{t+1})d \geq 0.
\end{align*}

For every $t = 0, \ldots, T$ we define

$$\rho_t(z) = \begin{cases} 
(1 + \lambda_t)z & \text{if } z \geq 0, \\
(1 - \mu_t)z & \text{if } z < 0.
\end{cases}$$

For all $(q_1, q_2) \in \mathbb{R}^2$ and $t = 0, \ldots, T$ we define

$$C_{(q_1, q_2)}^t = \{(v_1, v_2) \in \mathbb{R}^2 : q_1 - v_1 + \rho_t(q_2 - v_2) \leq 0\}.$$

A trading strategy $(x, y)$ is a pair of processes $\{(x_t, y_t), t = 0, \ldots, T - 1\}$ where $x_t, y_t$ are $\mathcal{F}_t$ measurable for every $t = 0, \ldots, T - 1$. Here $x_t, y_t$ denote (cash) holdings of bonds and shares respectively by the seller at time $t$ (after transaction at that time). Moreover, for a strategy $(x, y)$ let $x_{-1}, y_{-1} \in \mathbb{R}$ denote the seller’s initial holdings of bonds and shares respectively.

By convention we set $S_{-1} = S_0$.

A trading strategy $(x, y)$ is called self-financing if $x_0 - x_{-1} + \rho_0(y_0 - y_{-1}) \leq 0$ and $x_t - (1 + r)x_{t-1} + \rho_t(y_t - \eta_t y_{t-1}) \leq 0$ for $t = 1, \ldots, T - 1$. This means that at every trading time, the sales must finance possible purchases.

Denote by $\mathcal{A}$ the set of all self-financing trading strategies.

If $P(\eta_t = d) + P(\eta_t = u) = 1$ for every $t = 1, \ldots, T$ and $0 < P(\eta_t = u) < 1$ for every $t = 1, \ldots, T$ then we have the so called Cox–Ross–Rubinstein model, denoted by CRR($u, d$).

3. Some auxiliary results. Throughout this paper, if not stated otherwise, functions are defined on $(0, \infty)$, measurable, and take values in $\mathbb{R}$.

Let $p = (p_1, p_2)$ be a given pair of functions.

For every $t = 0, \ldots, T$ we define

$$c_{p, 1}^t(s) = \frac{p_1(s)}{1 + \lambda_t} + p_2(s) \quad \text{and} \quad c_{p, 2}^t(s) = \frac{p_1(s)}{1 - \mu_t} + p_2(s)$$

for $s \in (0, \infty)$.

Throughout this paper, if not stated otherwise, equalities and inequalities depending on $s \in (0, \infty)$ hold for all $s \in (0, \infty)$.

For simplicity of notation set $\gamma_t = (1 + \lambda_t)u - (1 - \mu_t)d$ for $t = 0, \ldots, T$. It is easily seen that $\gamma_t > 0$ for $t = 0, \ldots, T$. 
For given \( p = (p_1, p_2) \) and \( t = 0, \ldots, T-1 \) we define functions
\[
I_p^{1,t}(s) = \left( \frac{p_2(us)}{u} - \frac{p_2(ds)}{d} \right) - \frac{1}{(1 + \lambda_{t+1})u} (p_1(ds) - p_1(us)),
\]
\[
I_p^{2,t}(s) = \frac{1}{(1 - \mu_{t+1})d} (p_1(ds) - p_1(us)) - \left( \frac{p_2(us)}{u} - \frac{p_2(ds)}{d} \right).
\]
Let \( \Psi \) denote the set of all pairs of functions \( p \) such that
1. \( c_{p,1}^{T}, c_{p,2}^{T} \) are convex,
2. \( I_p^{1,T-1}(s) \geq 0 \) and \( I_p^{2,T-1}(s) \geq 0 \) for all \( s \in (0, \infty) \).

**Definition 3.1.** Let \( (p_1, p_2) \) be a given pair of functions. By backward induction we define pairs of functions \( p^{(t)} = (p_1^{(t)}, p_2^{(t)}) \) for \( t = 0, \ldots, T \) as follows:
\[
p_1^{(T)}(s) = p_1(s), \quad p_2^{(T)} = p_2(s),
\]
\[
p_1^{(t)}(s) = \frac{(1 - \mu_{t+1})(1 + \lambda_{t+1})}{(1 + r)\gamma_{t+1}} (uc_{p,1}^{t+1}(us) - dc_{p,2}^{t+1}(us)),
\]
\[
p_2^{(t)}(s) = \frac{-(1 + r)}{(1 + \lambda_{t+1})u} p_1^{(t)}(s) + \frac{1}{u} c_{p,1}^{t+1}(us).
\]

**Lemma 3.2.** Let \( (p_1, p_2) \) be a pair of functions. For all \( s \in (0, \infty) \) and \( t = 0, \ldots, T-1 \) the following identities hold:
\[
p_1^{t+1}(ds) - (1 + r)p_1^{(t)}(s) + \rho_{t+1}(p_2^{t+1}(ds) - dp_2^{(t)}(s)) = 0,
\]
\[
p_1^{t+1}(us) - (1 + r)p_1^{(t)}(s) + \rho_{t+1}(p_2^{t+1}(us) - up_2^{(t)}(s)) = 0.
\]
For all \( \theta \in [d, u], t = 0, \ldots, T-1 \) and a given pair of functions \( p \) we define functions
\[
L_p^{1,t,\theta}(s) = \frac{(u - \theta)(1 - \mu_{t+1})}{\gamma_{t+1}} c_{p,1}^{t+1}(ds)
\]
\[
+ \frac{(1 + \lambda_{t+1})\theta - (1 - \mu_{t+1})d}{\gamma_{t+1}} c_{p,1}^{t+1}(us) - c_{p,1}^{t+1}(\theta s)
\]
and
\[
L_p^{2,t,\theta}(s) = \frac{(1 + \lambda_{t+1})u - (1 - \mu_{t+1})\theta}{\gamma_{t+1}} c_{p,2}^{t+1}(ds)
\]
\[
+ \frac{(\theta - d)(1 + \lambda_{t+1})}{\gamma_{t+1}} c_{p,1}^{t+1}(us) - c_{p,1}^{t+1}(\theta s).
\]
For all \( \omega \in \Omega, \theta \in [d, u], t = 0, \ldots, T-1 \) and a given pair of functions \( p \) let
\[
C_p^{\theta}(t) = \left\{ (x, y) \in \mathbb{R}^2 : y \geq \max \left\{ \frac{-(1 + r)}{(1 + \lambda_{t+1})\theta} x + \frac{1}{\theta} c_{p,1}^{t+1}(\theta S_t), \frac{-(1 + r)}{(1 - \mu_{t+1})\theta} x + \frac{1}{\theta} c_{p,2}^{t+1}(\theta S_t) \right\} \right\}.
\]
Moreover, let $\hat{G}_p(t) = G^d_p(t) \cap G^u_p(t)$ for $t = 0, \ldots, T - 1$. It is clear that the set $G^\theta_p(t)$ depends on $\omega \in \Omega$ and consequently so does $\hat{G}_p(t)$.

**Lemma 3.3.** For all $\omega \in \Omega$, $\theta \in [d, u]$ and $t = 0, \ldots, T - 1$ we have the following equivalence: $\hat{G}_p(t)(\omega) \subseteq G^\theta_p(t)(\omega)$ if and only if $L^{1,t,\theta}_p(S_t(\omega)) \geq 0$ and $L^{2,t,\theta}_p(S_t(\omega)) \geq 0$.

**Proof.** We fix $\omega \in \Omega$, $\theta \in [d, u]$ and $t \in \{0, \ldots, T - 1\}$, and omit $\omega$ in the notation. Let

$$E^\theta_1 = \left\{ (v_1, v_2) \in \mathbb{R}^2 : v_2 \geq \frac{-(1 + r)}{(1 + \lambda_t)} v_1 + \frac{1}{\theta} c_{p,1}^{t+1}(\theta S_t) \right\},$$

$$E^\theta_2 = \left\{ (v_1, v_2) \in \mathbb{R}^2 : v_2 \geq \frac{-(1 + r)}{(1 - \lambda_t)} v_1 + \frac{1}{\theta} c_{p,2}^{t+1}(\theta S_t) \right\}.$$ 

It is easily seen that $\hat{G}_p(t) \subseteq G^\theta_p(t)$ if and only if $p^{(t)}_p(S_t) \in E^\theta_1 \cap E^\theta_2$.

By direct calculation we find that $p^{(t)}_p(S_t) \in E^\theta_1$ if and only if $L^{1,t,\theta}_p(S_t) \geq 0$, and $p^{(t)}_p(S_t) \in E^\theta_2$ if and only if $L^{2,t,\theta}_p(S_t) \geq 0$.

By a standard calculation we obtain:

**Lemma 3.4.** For every $t = 0, \ldots, T - 1$ the following identities hold:

$$c_{p^{(t)},1}^t(s) = \frac{(1 + \lambda_t)(1 + \lambda_t)(1 + r) - (1 - \mu_t)\gamma_{t+1}^u c_{p^{(t+1)},1}(us)}{(1 + \lambda_t)(1 + r)\gamma_{t+1}^u} + \frac{(1 - \mu_t)(1 + \lambda_t)u - (1 + \lambda_t)(1 + r)}{(1 + \lambda_t)(1 + r)\gamma_{t+1}^u} c_{p^{(t+1)},2}(ds),$$

and

$$c_{p^{(t)},2}^t(s) = \frac{(1 + \lambda_t)(1 + \mu_t)(1 + r) - (1 - \mu_t)\gamma_{t+1}^u c_{p^{(t+1)},1}(us)}{(1 - \mu_t)(1 + r)\gamma_{t+1}^u} + \frac{(1 - \mu_t)(1 + \lambda_t)u - (1 - \mu_t)(1 + r)}{(1 - \mu_t)(1 + r)\gamma_{t+1}^u} c_{p^{(t+1)},2}(ds).$$

**Lemma 3.5.** Let $p \in \Psi$. Then $I^{1,t}_{p^{(t+1)}}(s) \geq 0$ and $I^{2,t}_{p^{(t+1)}}(s) \geq 0$ for every $t = 0, \ldots, T - 1$.

**Proof.** By a straightforward calculation we get

$$p^{(t)}_1(s) = \frac{(1 - \mu_t)(1 + \lambda_t)du}{\gamma_{t+1}(1 + r)} I^{2,t}_{p^{(t+1)}}(s) + \frac{p^{(t+1)}_1(us)}{1 + r},$$

$$p^{(t)}_2(s) = \frac{(1 + \lambda_t)u}{\gamma_{t+1}} I^{1,t}_{p^{(t+1)}}(s) + \frac{1}{d} p^{(t+1)}_2(ds).$$
From (3.2) and (3.4) we have
\[ t \text{ and } I_p(t) \text{ for every } t \in \{0, \ldots, T-1\}. \]

We now use backward induction. Since \( p \in \Psi \) we have \( I^{1,T-1}_p(s) \geq 0 \) and \( I^{2,T-1}_p(s) \geq 0 \). Assume that \( I^{1,t}_p(t+1)(s) \geq 0 \) and \( I^{2,t}_p(t+1)(s) \geq 0 \) for some \( t \in \{1, \ldots, T-1\} \). From (3.1) and (3.3) we have
\[ p^{(t)}(ds) - p^{(t)}(us) = \frac{(1 - \mu t + 1)(1 + \lambda t + 1)}{(1 + r) \gamma t + 1} (I^{1,t}_p(t+1)(us) + I^{2,t}_p(t+1)(ds)). \]

By (3.2) and (3.4) we have
\[ \frac{p^{(t)}(us)}{u} - \frac{p^{(t)}(ds)}{d} = \frac{1}{\gamma t + 1} I^{1,t}_p(t+1)(us) + \frac{1 - \mu t + 1}{\gamma t + 1} I^{2,t}_p(t+1)(ds). \]

By (3.5) and (3.6) we obtain
\[ I^{1,t-1}_p(t+1)(s) = \frac{(1 + \lambda t + 1)((1 + \lambda t)(1 + r) - (1 - \mu t + 1)d)}{(1 + \lambda t)(1 + r) \gamma t + 1} I^{1,t}_p(t+1)(us) \]
\[ + \frac{(1 - \mu t + 1)((1 + \lambda t)(1 + r) - (1 + \lambda t + 1)d)}{(1 + \lambda t)(1 + r) \gamma t + 1} I^{2,t}_p(t+1)(ds), \]
\[ I^{2,t-1}_p(t+1)(s) = \frac{(1 + \lambda t + 1)((1 - \mu t + 1)u - (1 - \mu t)(1 + r))}{(1 - \mu t)(1 + r) \gamma t + 1} I^{1,t}_p(t+1)(us) \]
\[ + \frac{(1 - \mu t + 1)((1 + \lambda t + 1)u - (1 + \lambda t + 1)(1 + r))}{(1 - \mu t)(1 + r) \gamma t + 1} I^{2,t}_p(t+1)(ds), \]

and therefore by (2.2) and (2.4) we get \( I^{1,t-1}_p(t+1)(s) \geq 0 \) and \( I^{2,t-1}_p(t+1)(s) \geq 0. \]

As a consequence of (3.2), (3.4) and Lemma 3.5 we have:

**Lemma 3.6.** Let \( p = (p_1, p_2) \in \Psi \). Then \( p^{(t+1)}(ds) \leq dp^{(t)}_2(s) \) and \( p^{(t+1)}(us) \geq up^{(t)}_2(s) \) for all \( s \in (0, \infty) \) and \( t = 0, \ldots, T-1 \).

By a straightforward calculation we get

**Lemma 3.7.** For any pair of functions \( p = (p_1, p_2) \), all \( s \in (0, \infty) \) and \( t = 0, \ldots, T-1 \) the following identities hold:
\[ L^{1,t,d}_p(s) = \frac{(\lambda t + 1 + \mu t + 1)du}{\gamma t + 1} I^{1,t}_p(s), \quad L^{1,t,u}_p(s) = 0, \]
\[ L^{2,t,u}_p(s) = \frac{(\lambda t + 1 + \mu t + 1)du}{\gamma t + 1} I^{2,t}_p(s), \quad L^{2,t,d}_p(s) = 0. \]

Concluding our technical results we obtain:
Theorem 3.8. Let \( p \in \Psi \). Then \( L^{1,t,\theta}_{p(t+1)}(s) \geq 0 \) and \( L^{2,t,\theta}_{p(t+1)}(s) \geq 0 \) for all \( \theta \in [d,u] \), \( s \in (0,\infty) \) and \( t = 0,\ldots,T-1 \).

Proof. For all \( s \in (0,\infty) \) and \( t = 0,\ldots,T-1 \) let \( h^{1,s}_t \) and \( h^{2,s}_t \) be measurable functions defined on \([d,u]\) as follows:

\[
h^{1,s}_t(\theta) = L^{1,t,\theta}_{p(t+1)}(s) \quad \text{and} \quad h^{2,s}_t(\theta) = L^{2,t,\theta}_{p(t+1)}(s) \quad \text{for all} \quad \theta \in [d,u].
\]

By (2.3), (2.5) and Lemma 3.4 it is easily seen that \( h^{1,s}_t \) and \( h^{2,s}_t \) are concave for all \( s \in (0,\infty) \) and \( t = 0,\ldots,T-1 \). Therefore, we only need to show that \( h^{1,s}_t(e) \geq 0 \) and \( h^{2,s}_t(e) \geq 0 \) for all \( s \in (0,\infty) \), \( e \in \{d,u\} \) and \( t = 0,\ldots,T-1 \).

Indeed, from Lemma 3.7 we have \( h^{1,s}_t(u) = 0 \) and \( h^{2,s}_t(d) = 0 \) for all \( s \in (0,\infty) \) and \( t = 0,\ldots,T-1 \), while from Lemmas 3.5 and 3.7 we get \( h^{1,s}_t(d) \geq 0 \) and \( h^{2,s}_t(u) \geq 0 \) for all \( s \in (0,\infty) \) and \( t = 0,\ldots,T-1 \).

4. Hedging of the option. Let \( \varphi = (\varphi_1,\varphi_2) \) be a given pair of functions. Define an option by a pair \((\varphi_1(S_T),\varphi_2(S_T))\) of random variables where \( \varphi_1(S_T),\varphi_2(S_T) \) denote the amounts (in cash) of bonds and shares respectively that are paid at time \( T \) to the option’s holder assuming that he exercises his claim. Throughout the paper we identify an option with the pay-off pair of functions \( \varphi \).

An option will also be called a contingent claim or a European option since the option’s holder can get his payment only at time \( T \).

It can be easily seen that for each option \( \varphi \) there exists a unique pair of functions \( f_\varphi = (f_{\varphi,1},f_{\varphi,1}) \) such that

\[
C^T_{(f_{\varphi,1}(s),f_{\varphi,2}(s))} = C^T_{(0,0)} \cap C^T_{(\varphi_1(s),\varphi_2(s))} \quad \text{for all} \quad s \in (0,\infty).
\]

We say that a trading strategy \((x,y) \in A\) hedges the option \( \varphi = (\varphi_1,\varphi_2) \) if

\[
\varphi_1(S_T) - (1+r)x_{T-1} + \rho_T(\varphi_2(S_T) - \eta_{T}y_{T-1}) \leq 0
\]

and

\[
\rho(\eta_{T}y_{T-1}) \leq (1+r)x_{T-1}.
\]

The condition (4.2) implies that the seller can pay the claim of the buyer, and from (4.3) it follows that the seller can reach simultaneously 0 in the number of bonds and shares. In other words (4.3) means that at time \( T \) the seller can pay all his debts.

By (4.1) it is easily seen that (4.2) and (4.3) together are equivalent to the following inequality:

\[
f_{\varphi,1}(S_T) - (1+r)x_{T-1} + \rho_T(f_{\varphi,2}(S_T) - \eta_{T}y_{T-1}) \leq 0.
\]

In other words a trading strategy \((x,y) \in A\) hedges \( \varphi \) if and only if it satisfies (4.4).
The inequality (4.4) implies that the strategy \((x, y) \in \mathcal{A}\) hedges \(\varphi\) if and only if it ensures the payments \(f_{\varphi,1}(S_T), f_{\varphi,2}(S_T)\) in bonds and shares respectively at time \(T\).

Let \(\tilde{x}_t = (1 + r)x_{t-1}\) and \(\tilde{y}_t = \eta_t y_{t-1}\) for \(t = 0, \ldots, T - 1\). For all \(\omega \in \Omega\) and \(t = 0, \ldots, T - 1\) define

\[
H_\varphi(t)(\omega) = \{v \in \mathbb{R}^2 : \exists (x, y) \in \mathcal{A} \text{ such that } (\tilde{x}_t, \tilde{y}_t)(\omega) = v \text{ and } P(f_{\varphi,1}(S_T) - \tilde{x}_t + \rho_T f_{\varphi,1}(S_T) - \tilde{y}_t) \leq \tilde{x}_T | \mathcal{F}_t(\omega) = 1\};
\]

\[
\hat{H}_\varphi(t)(\omega) = \{v \in \mathbb{R}^2 : \exists (x, y) \in \mathcal{A} \text{ such that } (x_t, y_t)(\omega) = v \text{ and } P(f_{\varphi,1}(S_T) - \tilde{x}_t + \rho_T f_{\varphi,1}(S_T) - \tilde{y}_t) \leq \tilde{x}_T | \mathcal{F}_t(\omega) = 1\}.
\]

\(H_\varphi(t)\) is the set of all pre-transaction portfolios which at time \(t\) guarantee hedging of \(\varphi\) at time \(T\), and \(\hat{H}_\varphi(t)\) is the analogous set of all post-transaction portfolios.

Moreover, let \(H_\varphi(T) = C_{(f_{\varphi,1}(S_T), f_{\varphi,2}(S_T))}^T\). It is clear that \(H_\varphi(T)\) is the set of all pre-transaction portfolios which at time \(T\) guarantee the payments \(f_{\varphi,1}(S_T), f_{\varphi,2}(S_T)\) in bonds and shares respectively.

For every \(t = 0, \ldots, T - 1\) let \(H_\varphi^{\text{CRR}}(t)\) and \(\hat{H}_\varphi^{\text{CRR}}(t)\) be defined in the same way as \(H_\varphi(t)\) and \(\hat{H}_\varphi(t)\) respectively, assuming additionally that

\[
P(\eta_u = d) + P(\eta_u = u) \text{ and } 0 < P(\eta_u = u) < 1 \text{ for } u = t + 1, \ldots, T.
\]

\(H_\varphi^{\text{CRR}}(t)\) and \(\hat{H}_\varphi^{\text{CRR}}(t)\) are the sets of pre-transaction and post-transaction portfolios respectively, which at time \(t\) guarantee hedging of \(\varphi\) at time \(T\) if the stock price dynamics from time \(t\) on is the same as in the CRR(\(d, u\)) model.

The seller’s price of a contingent claim \(\varphi\) is defined by

\[
\pi(\varphi) = \inf \{x_0 + \rho_0(y_0) : (x, y) \in \mathcal{A} \text{ and } (x, y) \text{ hedges } \varphi\}.
\]

It is easily seen that \(H_\varphi(0)\) does not depend on \(\omega \in \Omega\) and that \(\pi(\varphi) = \inf\{x \in \mathbb{R} : (x, 0) \in H_\varphi(0)\}\).

For every \(t = 0, \ldots, T - 1\) we have the following fact:

**Lemma 4.1.** Let \(v_1, v_2 \in \mathbb{R}\) and \(\omega \in \Omega\). If \((v_1, v_2) \in H_\varphi(t)(\omega)\) and \(\hat{H}_\varphi(t)(\omega) \subseteq C_{(v_1, v_2)}^t\) then \(H_\varphi(t)(\omega) = C_{(v_1, v_2)}^t\).

**Proof.** We fix \(\omega \in \Omega\) and omit it in the notation.

Suppose \((v_1, v_2) \in H_\varphi(t)\) and \(\hat{H}_\varphi(t) \subseteq C_{(v_1, v_2)}^t\). It is easily seen that \(C_{(v_1, v_2)}^t \subseteq H_\varphi(t)\). We only have to prove that \(H_\varphi(t) \subseteq C_{(v_1, v_2)}^t\). Let \((v_3, v_4) \in H_\varphi(t)\). Then there exists \((v_5, v_6) \in \hat{H}_\varphi(t)\) such that

\[
v_5 - v_3 + \rho_t(v_6 - v_4) \leq 0.
\]

Since \(\hat{H}_\varphi(t) \subseteq C_{(v_1, v_2)}^t\) we have

\[
v_1 - v_5 + \rho_t(v_2 - v_6) \leq 0.
\]
The last two inequalities imply
\[ v_1 - v_3 + \rho_t(v_2 - v_6) + \rho_t(v_6 - v_4) \leq 0. \]
It is easily seen that
\[ \rho_t(v_2 - v_6) + \rho_t(v_6 - v_4) \geq \rho_t(v_2 - v_4). \]
By the last two inequalities we get
\[ v_1 - v_3 + \rho_t(v_2 - v_4) \leq 0. \]
Therefore \((v_3, v_4) \in C_{(v_1, v_2)}^t\) and so \(H_\varphi(t) \subseteq C_{(v_1, v_2)}^t\).  

For every \(i = 0, \ldots, T\) let \(f_\varphi^{(i)} = (f_{\varphi, 1}^{(i)}, f_{\varphi, 2}^{(i)})\) denote the pair of functions obtained from \(f_\varphi\) according to Definition 3.1. We have the following fact (compare also Theorem 1 in [11] where the model with constant coefficients of the transaction costs is considered):

**Theorem 4.2.** Let \(\varphi\) be an option such that \(f_\varphi \in \Psi\). Then \(H_\varphi^{\text{CRR}}(t) = C_{(f_{\varphi, 1}^{(i)}(S_{t+1}), f_{\varphi, 2}^{(i)}(S_{t+1}))}^t\) for every \(t = 0, \ldots, T - 1\).

**Proof.** We use backward induction. Clearly \(H_\varphi^{\text{CRR}}(T) = C_{(f_{\varphi, 1}^{(T)}(S_T), f_{\varphi, 2}^{(T)}(S_T))}^T\). Assume that for some \(t = 0, \ldots, T - 1\) we have
\[ H_\varphi^{\text{CRR}}(t + 1) = C_{(f_{\varphi, 1}^{(t+1)}(S_{t+1}), f_{\varphi, 2}^{(t+1)}(S_{t+1}))}^{t+1}. \]

From Lemma 3.2 we have
\[
\begin{align*}
(4.5) & \quad f_{\varphi, 1}^{(t+1)}(dS_t) - (1 + r)f_{\varphi, 1}^{(t)}(S_t) + \rho_{t+1}(f_{\varphi, 2}^{(t+1)}(dS_t) - df_{\varphi, 2}^{(t)}(S_t)) = 0, \\
(4.6) & \quad f_{\varphi, 2}^{(t+1)}(uS_t) - (1 + r)f_{\varphi, 1}^{(t)}(S_t) + \rho_{t+1}(f_{\varphi, 2}^{(t+1)}(uS_t) - uf_{\varphi, 2}^{(t)}(S_t)) = 0.
\end{align*}
\]

From now on, if not stated otherwise, we fix \(\omega \in \Omega\) and omit it in the notation.

Let \((w_1, w_2) \in \hat{H}_\varphi^{\text{CRR}}(t)\). By definition we have
\[
\begin{align*}
(4.7) & \quad f_{\varphi, 1}^{(t+1)}(dS_t) - (1 + r)w_1 + \rho_{t+1}(f_{\varphi, 2}^{(t+1)}(dS_t) - dw_2) \leq 0, \\
(4.8) & \quad f_{\varphi, 1}^{(t+1)}(uS_t) - (1 + r)w_1 + \rho_{t+1}(f_{\varphi, 2}^{(t+1)}(uS_t) - uw_2) \leq 0.
\end{align*}
\]

From (4.6) and (4.8) we obtain
\[
(4.9) \quad \rho_{t+1}(f_{\varphi, 2}^{(t+1)}(uS_t) - uw_2) - \rho_{t+1}(f_{\varphi, 2}^{(t+1)}(uS_t) - uf_{\varphi, 2}^{(t)}(S_t)) + (1 + r)f_{\varphi, 1}^{(t)}(S_t) \leq (1 + r)w_1.
\]

From (4.5) and (4.7) we have
\[
(4.10) \quad \rho_{t+1}(f_{\varphi, 2}^{(t+1)}(dS_t) - dw_2) - \rho_{t+1}(f_{\varphi, 2}^{(t+1)}(dS_t) - df_{\varphi, 2}^{(t)}(S_t)) + (1 + r)f_{\varphi, 1}^{(t)}(S_t) \leq (1 + r)w_1.
\]
We will prove now that
\begin{equation}
(4.11) \quad f_{\varphi,1}^{(t+1)}(S_t) - w_1 + \rho_t (f_{\varphi,2}^{(t)}(S_t) - w_2) \leq 0.
\end{equation}

There are two cases:

First, suppose \( w_2 \leq f_{\varphi,2}^{(t)}(S_t) \). Then by Lemma 3.6 we get
\[
\rho_{t+1}(f_{\varphi,2}^{(t+1)}(uS_t) - uw_2) - \rho_{t+1}(f_{\varphi,2}^{(t+1)}(uS_t) - uf_{\varphi,2}^{(t)}(uS_t)) = (1 + \lambda_{t+1})u(f_{\varphi,2}^{(t)}(S_t) - w_2).
\]

Moreover, from the inequality \( w_2 \leq f_{\varphi,2}^{(t)}(S_t) \) we have
\[
\rho_t(f_{\varphi,2}^{(t)}(S_t) - w_2) = (1 + \lambda_t)(f_{\varphi,2}^{(t)}(S_t) - w_2).
\]

Consequently, by (2.3), (4.9) we obtain (4.11).

Now suppose \( w_2 \geq f_{\varphi,2}^{(t)}(S_t) \). Then by Lemma 3.6 we get
\[
\rho_{t+1}(f_{\varphi,2}^{(t+1)}(dS_t) - dw_2) - \rho_{t+1}(f_{\varphi,2}^{(t+1)}(dS_t) - df_{\varphi,2}^{(t)}(uS_t)) = (1 - \mu_{t+1})d(f_{\varphi,2}^{(t)}(S_t) - w_2).
\]

From the inequality \( w_2 \geq f_{\varphi,2}^{(t)}(S_t) \) we have
\[
\rho_t(f_{\varphi,2}^{(t)}(S_t) - w_2) = (1 - \mu_t)(f_{\varphi,2}^{(t)}(S_t) - w_2).
\]

Consequently, by (2.5), (4.10) we obtain (4.11)

From (4.11) we have \( \hat{H}^{\text{CRR}}(t) \subseteq C^t_{(f_{\varphi,1}^{(t)}(S_t), f_{\varphi,2}^{(t)}(S_t))} \). By (4.5) and (4.6) we obtain \( (f_{\varphi,1}^{(t)}(S_t), f_{\varphi,2}^{(t)}(S_t)) \in H_{\varphi}^{\text{CRR}}(t) \). Consequently, Lemma 4.1 implies that \( H_{\varphi}(t) = C^t_{(f_{\varphi,1}^{(t)}(S_t), f_{\varphi,2}^{(t)}(S_t))} \).

The main result is:

**Theorem 4.3.** Let \( \varphi \) be an option such that \( f_{\varphi} \in \Psi \). Then \( H_{\varphi}(t) = H_{\varphi}^{\text{CRR}}(t) \) for every \( t = 0, \ldots, T - 1 \).

**Proof.** By Theorem 3.8 we have \( L_{f_{\varphi}^{(t+1)}}^{1,t,\theta}(S_t) \geq 0 \) and \( L_{f_{\varphi}^{(t+1)}}^{2,t,\theta}(S_t) \geq 0 \) for all \( \omega \in \Omega, \theta \in [d,u] \) and \( t = 0, \ldots, T - 1 \). Thus from Lemma 3.3 we have \( \hat{G}_{f_{\varphi}^{(t+1)}}(t) \subseteq \bigcap_{\theta \in [d,u]} \hat{G}_{f_{\varphi}^{(t+1)}}^\theta(t) \) for all \( \omega \in \Omega \) and \( t = 0, \ldots, T - 1 \). Moreover, it is easy to verify that \( f_{\varphi}^{(t)}(S_t) \in \hat{G}_{f_{\varphi}^{(t+1)}}(t) \). Consequently,
\begin{equation}
(4.12) \quad f_{\varphi}^{(t)}(S_t) \in \bigcap_{\theta \in [d,u]} \hat{G}_{f_{\varphi}^{(t+1)}}^\theta(t) \quad \text{for all } \omega \in \Omega \text{ and } t = 0, \ldots, T - 1.
\end{equation}

We now use backward induction.
It is clear that $H_\varphi(T) = C^T_{(f_{\varphi,1}(S_T),f_{\varphi,2}(S_T))}$. Assume that for some $t = 0, \ldots, T - 1$ we have

$$H_\varphi(t + 1) = C^{t+1}_{(f_{\varphi,1}^{(t+1)}(S_{t+1}),f_{\varphi,2}^{(t+1)}(S_{t+1}))}. $$

Then it is not difficult to check that $\cap_{\theta \in [d,u]} G^\theta_{f_{\varphi}^{(t+1)}}(t) \subseteq H_\varphi(t)$ for all $\omega \in \Omega$. Consequently, by (4.12) we get $f_{\varphi}^{(t)}(S_t) \in H_\varphi(t)$. Hence $C^t_{(f_{\varphi,1}^{(t)}(S_t),f_{\varphi,2}^{(t)}(S_t))} \subseteq H_\varphi(t)$ for all $\omega \in \Omega$. Thus by Theorem 4.2 we get $H_\varphi^{\text{CRR}}(t) \subseteq H_\varphi(t)$ for all $\omega \in \Omega$. The reverse inclusion follows from (2.1).

**Remark 4.4.** If we additionally assume that $r = 0$ and $P(\eta_t = 0) > 0$ for every $t = 0, \ldots, T$, then the set of pre-transaction portfolios that at a given time guarantee hedging of $\varphi$ such that $f_{\varphi} \in \Psi$, is the same as the analogous set for the American version of this option (pricing of the American option is considered e.g. in [7]).

### 4.1. Examples

#### 4.1.1. The European call option with delivery

Throughout this example we assume that $\mu_T + \lambda_T > 0$. The holder of the option has the right to buy one unit of the stock at the price $K$ at time $T$. We have $\varphi_1(s) = K$ and $\varphi_2(s) = s$. The pair $f_{\varphi}$ is given as follows:

$$f_{\varphi,1}(s) = \begin{cases}  
-K & \text{if } s \geq \frac{K}{1 - \mu_T}, \\
\frac{1 - \mu_T}{\lambda_T + \mu_T} (K - (1 + \lambda_T)) & \text{if } \frac{K}{1 + \lambda_T} \leq s < \frac{K}{1 - \mu_T}, \\
0 & \text{otherwise,}
\end{cases}$$

$$f_{\varphi,2}(s) = \begin{cases}  
s & \text{if } s \geq \frac{K}{1 - \mu_T}, \\
\frac{1 + \lambda_T}{\lambda_T + \mu_T} s - \frac{K}{\lambda_T + \mu_T} & \text{if } \frac{K}{1 + \lambda_T} \leq s < \frac{K}{1 - \mu_T}, \\
0 & \text{otherwise.}
\end{cases}$$

We have

$$c^T_{f_{\varphi,1}}(s) = \left(s - \frac{K}{1 + \lambda_T}\right)^+ \quad \text{and} \quad c^T_{f_{\varphi,2}}(s) = \left(s - \frac{K}{1 - \mu_T}\right)^+.$$

It is easily seen that the functions $c^T_{f_{\varphi,1}}$ and $c^T_{f_{\varphi,2}}$ are convex, and that $I_{f_{\varphi}}^{1,T-1}(s) \geq 0$ and $I_{f_{\varphi}}^{2,T-1}(s) \geq 0$. Thus $f_{\varphi} \in \Psi$. Consequently, $H_\varphi(t) = H_\varphi^{\text{CRR}}(t)$ for every $t = 0, \ldots, T - 1$ by Theorem 4.3.

#### 4.1.2. The European call option with cash settlement

Throughout this example we make the following assumption:

$$ (4.13) \quad (1 - \mu_T)u \geq (1 + \lambda_{T-1})(1 + r). $$
We have \( \varphi_1(s) = (s - K)^+ \) and \( \varphi_2(s) = 0 \). It is easily seen that \( \varphi = f_\varphi \). By (4.13) we have \( H_\varphi^{\text{CRR}}(T - 1) = C_{(g_1(S_{T-1}),g_2(S_{T-1}))}^{T-1} \) where

\[
g_1(s) = \begin{cases} 
-K & \text{if } s \geq K/d, \\
1 + r & \\
\frac{(us - K)}{(d - u)(1 + r)} d & \text{if } K/u \leq s < K/d, \\
0 & \text{otherwise}, 
\end{cases}
\]

\[
g_2(s) = \begin{cases} 
\frac{s}{1 - \mu_T} & \text{if } s \geq K/d, \\
\frac{(us - K)}{(1 - \mu_T)(u - d)} & \text{if } K/u \leq s < K/d, \\
0 & \text{otherwise}. 
\end{cases}
\]

It is easy to verify that \( H_\varphi(T - 1) = H_\varphi^{\text{CRR}}(T - 1) \) and so \( H_\varphi(T - 1) = C_{(g_1(S_{T-1}),g_2(S_{T-1}))}^{T-1} \).

Let \( g = (g_1, g_2) \). By (2.4), (2.5) and (4.13) it is easy to check that the functions \( c_{g,1}^{T-1} \) and \( c_{g,2}^{T-1} \) are convex. By (2.4) we get \( I_{g,1}^{1,T-2}(s) \geq 0 \) and \( I_{g,2}^{2,T-2}(s) \geq 0 \). Therefore for the time horizon \( T - 1 \) instead of \( T \) we will have \( g \in \Psi \).

Consequently, by Theorem 4.3 with the new terminal date \( T - 1 \) we obtain \( H_\varphi(t) = H_\varphi^{\text{CRR}}(t) \) for every \( t = 0, \ldots, T - 2 \).

**4.2. Hedging in a generalized model.** In this subsection we assume a general \( \Omega \) which does not have to be finite. Moreover, from now we assume that the stock price dynamics satisfies the following assumption weaker than (2.1).

**Assumption 4.5.** \( P(\eta_{t+1} < d + \varepsilon) > 0 \) and \( P(\eta_{t+1} > u - \varepsilon) > 0 \) for all \( \varepsilon > 0 \) and \( t = 0, \ldots, T - 1 \).

For all \( \varepsilon > 0 \) and \( t = 0, \ldots, T - 1 \) let \( \Delta_\varepsilon^t \) denote the set of all sequences \( (\delta_n)_{n=1}^{T-t} \) such that \( 0 < \delta_n < \varepsilon \) for \( n = 1, \ldots, T - t \).

For all \( \varepsilon > 0, t = 0, \ldots, T - 1 \) and \( \delta \in \Delta_\varepsilon^t \) let \( H_\varphi^{\varepsilon,\delta}(t) \) be defined in the same way as \( H_\varphi(t) \) assuming in addition that \( P(\eta_{t+1} = d + \delta_{v-t+1}) + P(\eta_{t+1} = u - \delta_{v-t+1}) = 1 \) and \( 0 < P(\eta_{t+1} = d - \delta_{v-t+1}) < 1 \) for \( v = t, \ldots, T - 1 \).

For every \( t = t, \ldots, T - 1 \) we have:

**Lemma 4.6.** If \( f_{\varphi,1} \) and \( f_{\varphi,2} \) are continuous functions then \( H_\varphi(t) \subseteq H_\varphi^{\text{CRR}}(t) \) for all \( \omega \in \Omega \).

**Proof.** We fix \( \omega \in \Omega \) and omit it in the notation.
Assume that \((v_1, v_2) \in H_\varphi(t)\). By Assumption 4.5, for every \(\varepsilon > 0\) there exists a sequence \(\delta \in \Delta^t_\varepsilon\) such that \((v_1, v_2) \in H_\varphi^\delta(t)\). Since we can take \(\varepsilon\) arbitrarily close to 0 and the functions \(f_{\varphi,1}\) and \(f_{\varphi,2}\) are continuous we get \((v_1, v_2) \in H_\varphi^{CRR}(t)\). 

In our generalized model, we have the following theorem which is similar to Theorem 4.2:

**Theorem 4.7.** Let \(\varphi\) be an option such that \(f_\varphi \in \Psi\) and \(f_{\varphi,1}, f_{\varphi,2}\) are continuous functions. Then \(H_\varphi(t) = H_\varphi^{CRR}(t)\) for all \(\omega \in \Omega\) and \(t = 0, \ldots, T - 1\).

**Proof.** It is clear that \(H_\varphi(T) = C^T_{(f_\varphi(T), f_{\varphi,1}(S_T))}\). Assume that for some \(t = 1, \ldots, T - 1\) we have

\[
H_\varphi(t + 1) = C^{t+1}_{(f_{\varphi,1}(S_{T+1}), f_{\varphi,1}(S_{T+1}))}.
\]

Following the lines of the proof of Theorem 4.3 we get \(H_\varphi^{CRR}(t) \subseteq H_\varphi(t)\) for all \(\omega \in \Omega\), and Lemma 4.6 yields the reverse inclusion.
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