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Uniqueness theorems for entire functions whose
difference polynomials share a meromorphic function
of a smaller order
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Abstract. We deal with uniqueness of entire functions whose difference polynomials
share a nonzero polynomial CM, which corresponds to Theorem 2 of I. Laine and C. C.
Yang [Proc. Japan Acad. Ser. A 83 (2007), 148-151] and Theorem 1.2 of K. Liu and L. Z.
Yang [Arch. Math. 92 (2009), 270-278]. We also deal with uniqueness of entire functions
whose difference polynomials share a meromorphic function of a smaller order, improving
Theorem 5 of J. L. Zhang [J. Math. Anal. Appl. 367 (2010), 401-408], where the entire
functions are of finite orders.

1. Introduction and main results. In this paper, by meromorphic
functions we will always mean meromorphic functions in the complex plane.
We adopt the standard notation of the Nevanlinna theory of meromorphic
functions as explained in [6], [12] and [19]. It will be convenient to let E de-
note any set of positive real numbers of finite linear measure, not necessarily
the same at each occurrence. For a nonconstant meromorphic function h,
we denote by T'(r, h) the Nevanlinna characteristic of h and by S(r, h) any
quantity satisfying S(r,h) = o{T(r,h)} as r — oo and r ¢ E.

Let f and g be two nonconstant meromorphic functions, and let a be
a value in the extended plane. We say that f and g share the value a CM
provided that f and g have the same a-points with the same multiplicities.
We say that f and g share the value a IM provided that f and g have the
same a-points ignoring multiplicities (see [19]). We say that a is a small
function of f if a is a meromorphic function satisfying 7'(r,a) = S(r, f) (see
[19]). Throughout this paper, we denote by p(f) the order of f (see [0], [12]
and [19]). We also need the following two definitions.
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DEFINITION 1.1 (see [I1, Definition 1]). Let p be a positive integer and
a € CU{oc}. Then we denote by N, (r,1/(f — a)) the counting function
of those a-points of f (counted with proper multiplicities) whose multi-
plicities are not greater than p, and by Np) (r,1/(f — a)) the correspond-
ing reduced counting function (ignoring multiplicities). Moreover we denote
by N,(r,1/(f — a)) the counting function of those a-points of f (counted
with proper multlplicities) whose multiplicities are not less than p, and by
N, (r,1/(f—a)) the corresponding reduced counting function (ignoring mul-

tiplicities). Finally Ny (r,1/(f—a)), Wp) (r,1/(f—a)), N(p(r, 1/(f—a)) and

N(p(rv 1/(f - a)) mean Np) (T7 f)’ Np) (Ta f)a N(p(ra f) and N(p(h f) respec-
tively if a = oo

DEFINITION 1.2. Let a be any value in the extended complex plane, and
let k be an arbitrary nonnegative integer. We define

1 — 1 1 — 1
Nk<r’f—a>:N< "f-a >+N ( "f-a >+W+N(k<r’f—a>'

Much research has been devoted to uniqueness of meromorphic functions
whose differential polynomials share one nonzero value (for example, see [3],
[13], [17] and [18]). Recently the difference variant of Nevanlinna theory has
been established in [I], [5] and [4], by Halburd-Korhonen and Chiang-Feng,
independently. Using these theories, some Finnish and Chinese mathemati-
cians began to consider uniqueness questions for meromorphic functions
sharing values with their shifts (for example, see [9], [8] and [20]). In this
paper, we will consider uniqueness of entire functions whose difference poly-
nomials share one nonzero value or a small function of a smaller order.

We recall the following result, proved by Clunie and Hayman.

THEOREM A (see [2] and [7]). Let f(z) be a transcendental entire func-
tion, and let n > 1 be a positive integer. Then f(2)"f'(z) — 1 has infinitely
many zeros.

Regarding Theorem A, it is natural to ask the following question.

QUESTION 1.1. What can be said if f™(z)f’(2) in Theorem A is replaced
with f™(z)f(z +n) for a transcendental entire function f(z) and a nonzero
complex number n?

In 2007, Laine and Yang proved the following result.

THEOREM B (see [14, Theorem 2]). Let f(z) be a transcendental entire
function of a finite order, and let n be a nonzero complex number. Then
f(2)"f(z+n) assumes every finite nonzero value a infinitely often for each
n > 2.

We recall the following two examples.
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EXAMPLE A (see [13]). Let f(2) = 14+¢*. Then f(2)f(z+mi)—1 = —e*
has no zeros. This shows that Theorem B does not remain valid if n = 1.

EXAMPLE B (see [15]). Let f(z) = e=¢". Then f(2)?f(z+n)—2 = —1 and
p(f) = oo, where 7 is the nonzero constant satisfying e” = —2. Evidently,

f(2)2f(2+n) — 2 has no zeros. This shows that Theorem B does not remain
valid if f is of infinite order.

Recently K. Liu and L. Z. Yang proved the following result.

THEOREM C (see [15]). Let f(z) be a transcendental entire function of
finite order, let n be a nonzero complex number, and let n > 2 be an integer.
Then f(z)"f(z+n)— P(z) has infinitely many zeros, where P(z) # 0 is any
polynomial.

We recall the following example.

ExampLE C (see [T5]). Let f(z) = e~¢". Then f(2)"f(z +n) — P(z) =
1 — P(z) and p(f) = oo, where 7 is a nonzero constant satisfying e’ = —n,
P(z) is a nonconstant polynomial, and n is a positive integer. Evidently,

f()"f(z+n) — P(z) has finitely many zeros. This example shows that the
condition “p(f) < 00” in Theorem C is necessary.

Regarding Theorem C, it is natural to ask the following question.

QUESTION 1.2. What can be said if f(z)" f(z4n)—P(z) and g(z)"g(z+n)
— P(z) share 0 CM for two transcendental entire functions f, g and a poly-
nomial P # 07

We will prove the following uniqueness theorem which deals with Ques-
tion 1.2.

THEOREM 1.1. Let f and g be distinct transcendental entire functions
of finite orders, and let P Z 0 be a polynomial. Suppose that n is a nonzero
complex number and n > 4 is an integer such that 2 deg(P) < n+1. Suppose
that f(2)"f(z+n) — P(z) and g(2)"g(z +n) — P(2) share 0 CM.

() If n > 4 and f(2)"f(z + n)/P(2) is a Mobius transformation of
9(2)"g(z +n)/P(2), then either
(i) f =tg, wheret # 1 is a constant satisfying t"** =1, or
(ii) f =e® and g = te=Q, where P reduces to a nonzero constant c,

t is a constant such that t"71 = ¢, and Q is a nonconstant
polynomial.

(IT) If n > 6, then (I)(i) or (I)(ii) holds.
From Theorem 1.1 we get the following corollary.

COROLLARY 1.1. Let f and g be distinct nonconstant entire functions
of finite orders. Suppose that 1 is a nonzero complex number and n > 6 is
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an integer. If f(2)"f(z+n) — z and g(2)"g(z + n) — z share 0 CM, then
f = tg, where t is a constant satisfying t"T' =1 and t # 1.

Recently J. L. Zhang proved the following result.

THEOREM D (see [20]). Let f and g be transcendental entire func-
tions of finite orders, and let o be a small function relative to f and g.
Suppose that n is a nonzero compler number and n > 7 is an integer. If

f)"(f(z) = D) f(z +n) — a(z) and g(2)"(9(2) — 1)g(z + 1) — a(2) share
0 CM, then f = g.

We will prove the following result, which improves Theorem D.

THEOREM 1.2. Let f and g be transcendental entire functions of finite
orders, and let o be a meromorphic function such that p(a) < p(f) and
a Z 0,00. Suppose that 1 is a nonzero complex number, and n and m are
positive integers, where n > m + 6. If f(2)"(f(z)™ —1)f(z +n) — a(z) and
9(2)"(g(z)™ — 1)g(z + n) — a(z) share 0 CM, then f = tg, where t is a
constant satisfying t™ = 1.

2. Some lemmas

LEMMA 2.1 (see [19 proof of Theorem 1.12]). Let f be a nonconstant
meromorphic function in the complex plane, and let

(2.1) P(f) = anf(2)" + an1f(2)" "+ + a1 f(2) + ao,
where ag, ai,...,ay are constants and a, # 0. Then
m(r, P(f)) = nm(r, f) + O(1).

LEMMA 2.2 (see [1, Corollary 2.5]). Let f(z) be a meromorphic function
of order p(f) < oo, and let n be a nonzero complex number. Then

m(r, W) + m(r, fé(i)n)) = O(Tp(f)flJrs);

here and in what follows, € is an arbitrary positive number.

LEMMA 2.3. Let f(z) be a nonconstant meromorphic function of order
p(f) < oo, let n be a nonzero complex number, and let P(f) be as in (2.1).
Suppose that F(z) = P(f(2))f(z +n). Then

m(r, F(z)) = (n+ D)m(r, f(2)) + O(r"’(f)_HE) + O(logr).

Proof. First of all, by Lemmas 2.1 and 2.2, the assumptions of Lemma 2.3
and the standard Valiron-Mokhon’ko lemma (see [16]) we get
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(2.2) m(r,F(z)) > (n+ L)ym(r, f(2)) + O(TP_H'E) + O(1).

Next from Lemmas 2.1 and 2.2 and the standard Valiron—-Mokhon’ko lemma
we get

ﬂ2+m>

f(z)
< nm(T, f(Z)) + m(r’ f(Z)) + m<r’ f(;(l‘)ﬂ)

= (n+ Lm(r, f(2)) + O@"~*%) + O(log ).

From (2.2) and (2.3) we get the conclusion of Lemma 2.3.

(23)  m(r.F(2) < mlr, P(f(2))) + m( £(2)

) +0(1)

LEMMA 2.4 (see [I, Theorem 2.1]). Let f(z) be a meromorphic function
of order p(f) < oo, and let n be a nonzero complex number. Then

T(r, f(z +n)) = T(r, f(2)) + O(r"D™1*%) + O(log ).

LEMMA 2.5. Let f and g be transcendental entire functions of finite
orders, and let P # 0 be a polynomial. Suppose that n is a nonzero complex
number and n > 2 is an integer. If f(2)" f(z +n) — P(z) and g(z)"g(z +n)
— P(z) share 0 CM, then p(f) = p(g).

Proof. Set

f(2)"f(z+n) 9(2)"g(z + 1)
P(z) P(2)

for all z € C. First of all, from (2.4), Lemma 2.3 and the condition that f
and ¢ are entire functions we get

(2.5) T(r,F(2)=(n+1)T(r, f(2))+ O(r/’(f)_Ha) + O(logr),
(2.6) T(r,G(2))=(n+1)T(r,g(z)) + O(rp(g)_l"’s) + O(logr).

(2.4) F(z) = G(z) =

Since f, g are of finite orders, it follows from (2.5) and (2.6) that the same is
true for F' and G as well. Hence it follows from Lemma 2.4, the assumptions
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of Lemma 2.5 and the second fundamental theorem that

T(r, F(2) < N(r, F(2)) +N<r, Fzz)) +N<r, F(Z;_J + O(log 1)
<¥(r73) + 7 (i) P (=)

+ O(log )
< 2T(r, f(2)) + T(r,G(2)) + O(r"V71%%) + O(log r),
which together with (2.5) and (2.6) gives
(n+DT(r, f(2)) < 2T(r, f(2)) + (n + )T (r, g(2)) + O(r" V) 71F%)
+ O(rP9)=1%) L O(logr),
(2.7) (n = DT(r, f(2)) < (n+ )T (r, 9(2)) + OV 71F2)
+ O(rP9=1%) L O(logr).
From (2.7) and n > 2 we get

(2.8) p(f) < p(g)-
Similarly
(2.9) p(g) < p(f).

Thus p(f) = p(g), proving Lemma 2.5.

LEMMA 2.6 (see [10, Lemma 2.2]). Let ¢(r) be a nondecreasing, contin-
uous function on RT. Suppose that

log o(r)

0 < p < limsup

)
r—00 log T

and set
G:={r e R | o(r) >r}.
Then J
Tog e — limsup ST L g
r—oo IOgT

LEMMA 2.7 (see [19, Lemma 7.1]). Let F' and G be nonconstant mero-
morphic functions such that G is a Médbius transformation of F. Suppose
that there exists a subset I C R™ with linear measure mes I = +o0o such that

N(r,1/F)+ N(r,F)+ N(r,1/G) + N(r,G) < (A + o(1))T(r, F)

as r € I and r — oo, where A < 1. If there exists a point zg € C such that
F(z0) = G(z0) =1, then F =G or FG = 1.



Uniqueness theorems for entire functions 117

Let F' and G be nonconstant meromorphic functions, let a € CU {oo},
and let Ng(r,a) “count” those points in N(r,1/(F — a)), where a is taken
by F and G with the same multiplicity, and each point is counted only once;
N(r,1/(F — o)) means N(r, f). We say that F and G share the value a
CM* if

¥ (r gy ) - Nea) = S0 )

N(r, = L a> _Np(ra) = S(r.G).

LEMMA 2.8 (see [19, proof of Theorems 1.48 and 7.10]). Let F' and G
be nonconstant meromorphic functions that share 1, co CM*. Suppose that
there exists a subset I C R with mes I = 400 such that

No(r,1/F) + No(r,1/G) + 2N (r, F) < XT'(r) + S(r)

as v — oo and r € I, where A\ < 1, T(r) = max{T(r, F),T(r,G)} and
S(r)=0o{T(r)}. Then F =G or FG = 1.

3. Proofs of theorems

Proof of Theorem 1.1. First of all, we define F' and G by (2.4). From
(2.4), Lemma 2.3 and the assumptions of Theorem 1.1 we get (2.5) and
(2.6). Suppose that zg € C is a zero of F' — 1 of multiplicity p. Then, since
P # 0 is a polynomial, we can see that zg is a zero of f(2)"f(z+n) — P(z)
of multiplicity p 4+ v, where v > 0 is the multiplicity of zg as a zero of
P(z). Hence zp is a zero of g(z)"g(z + n) — P(z) of multiplicity x + v by
the value sharing assumption. Now (2.4) shows that zj is a zero of G — 1 of
multiplicity p. This also works in the other direction. Therefore, F' and G
indeed share 1 CM. Since f, g are of finite orders, it follows from (2.5) and
(2.6) that so are F' and G. We discuss the following two cases.

CASE 1. Suppose that F'is a Mobius transformation of G. Then it fol-
lows from (2.4) and the standard Valiron-Mokhon’ko lemma that

(3.1) T(r, f(2)"f(z+n) =T(r,g(2)"g(z + 1)) + O(log 7).

From (2.5), (2.6), Lemmas 2.5, 2.6 and the condition that f, g are tran-
scendental entire functions we deduce that there exists a subset I C RT
with mes I = +oo such that T'(r, f) > rP)=142¢ and T(r, g) > rP9)~142¢ a5
r — oo and r € I, and moreover

- T(r, f) . T(r, F)
3.2 lim =1, lim =n-+1.
32 T Tirg) T T f)

From Lemma 2.4, the left equality of (2.4) and the condition that f, g are
transcendental entire functions we get
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(3.3) N(r,F(z)) +N<?“7FEZ)> §N<7"’ f(lz)> +N<T’ f(zlJrn))
+ O(logr)

<T(r, f(2)) +T(r, f(z+n)) + O(log )
< 27(r, f(2)) + O(r"D~1+%) + O(log )

as r — oo. Similarly

(3.4) N(r,G(2)) + N(r, G@) < 2T(r, g(2)) + O(P9~145) 1 O(log r)

as r — oo. By the property of I introduced in (3.2) we know that
rPO=IHE Logr = pPO) 714 L logr = of T(r, f)}
as r — oo and r € I. This together with (3.2)—(3.4) gives

(3.5) N(r, ;) +N(r, F) —I—N(r, é) +N(r,G) < nilT(r, F)(1+0(1))

as r — oo and r € I. From (2.4) and the second fundamental theorem,

n N<T, Fé)) +N(r, 1?(5-1) + O(logr)
(o) o) i)

< 2T(r, f(2)) —i—N(r,

1
p(f)—1+e
F(z)—1> + O(r )+ O(logr),

which together with (2.5) and Lemma 2.6 implies that there exists a subset
I ¢ R* with mes I = +oo such that

(3.6) (n— TG, f) < N<r, - 1) +o{T(r, 1))

as 7 — oo and r € I. From (3.6) and the fact that F, G share 1 CM* we
know that there exists zp € C such that F(z9) = G(z9) = 1. Hence from
(3.5), Lemma 2.7 and the condition n > 4 we get FG =1or FF = G. We
discuss the following two subcases.

SUBCASE 1.1. Suppose that F' = G. Then it follows from (2.4) that

(3.7) f(2)"f(z+m) =g(2)"g(z +n)
for all z € C. Let
(3.8) h=f/g.

From (3.7) and (3.8) we get
(3.9) h(z)"h(z+n) =1
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for all z € C. First suppose that h is rational. If A has a zero at some
point zp, then h has a pole at zp + 7 by (3.9). Continuing, h(zp + 217) = 0,
h(zp + 3n) = oo, and so on. Therefore, h would have infinitely many zeros
and poles, which is impossible. Hence, h has neither zeros nor poles, meaning
that it is a constant, say h = t. By (3.9), ! = 1. This together with (3.8)
gives the conclusion (I)(i) of Theorem 1.1.

Next suppose that h is transcendental meromorphic. Since f, g are of
finite order, the same is true for h as well. Thus it follows from (3.9) and
Lemma 2.4 that

nT(r,h) = T(r, h) + O(r"W=14¢) L O(logr),
and so
(3.10) (n— 1)T(r, h(z)) = O(r"M~1+2) 4+ O(log ),
as r — 00. From (3.10) and the condition n > 4, we get p(h) < p(h) — 1, a
contradiction.

SUBCASE 1.2. By substituting (2.4) into FG = 1 we get
(3.11) F(2)"f(z +mg(2)"g(z +n) = P(2)?
for all z € C. From (3.11) and the condition that f, g are transcendental

entire functions, one can immediately see that f, g each have at most finitely
many zeros, and so we may write

(3.12) f=8¢Y, g=Tev,

where S, T,U,V are polynomials, and U, V are nonconstant. Substituting
(3.12) into (3.11) we obtain

(3'13) S”(z)S(z + U)Tn(Z)T(Z + 77)enU(z)+U(z+77)+nV(z)+V(z+n) — P(z)2

for all z € C. To avoid a contradiction, from (3.13) we must have

(3.14) nU(z)+U(z+n)+nV(z)+V(z+n) = A
for all z € C, where A is a constant. Let

(3.15) UtV =W

Then it follows from (3.15) that (3.14) can be rewritten as
(3.16) nWi(z)+W(z+n) =A4

for all z € C. From (3.16) we know that W = B, where B is a constant.
This together with (3.15) gives

(3.17) V=B-U.

From (3.12) and (3.17) we conclude that f = SeV, g = TePe~V. Now (3.13)
can be rewritten as

(3.18) {SE)T ()} {S(z +n)T(z +n)} = e P(2)°
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for all z € C. If ST is not a constant, then the degree of the left side of (3.18)
is not less than n + 1. But the condition 2deg(P) < n + 1 implies that the
degree of the right side of (3.18) is less than n + 1, which is a contradiction.
Hence ST and P reduce to nonzero constants, say ST =t and P = c. The
assertion (I)(ii) of Theorem 1.1 now follows from (3.12).

CASE 2. Suppose that n > 6. From (2.4), Lemma 2.4 and the assump-
tions of Theorem 1.1 we get

(3.19) 2N(r, F(2)) + N2 (’”7 FEZ)> = 2N<r’ J'f(lz)> +N<r’ f(z1+77))
+O(logr)

< 3T(r, f(2)) + O(r"D~1*%) + O(log )
=3T(r, F(2))/(n+ 1) + O(r° /)= 11e)
+ O(logr)
and
(3.20) No <r, G?z)) < - i JT(r,G(2) + O(rP9)=1%5) 1 O(logr)
as r — o0o. From (3.19), (3.20) and Lemmas 2.5 and 2.6 we know that there
exists a subset I C RT with mes = 400 such that

(321) Ny (r, ;) + N, (r, é) +2N(r, F) < nilT(T) +o{T(r)}

as r — oo and r € I, where T'(r) = max{T'(r,F),T(r,G)}. From (3.21),
Lemma 2.8 and the condition n > 6 we have FFG = 1 or I’ = (G. Next in
the same manner as in Subcases 1.1 and 1.2 we get the conclusion (II) of
Theorem 1.1. This completes the proof of Theorem 1.1.

Proof of Corollary 1.1. We discuss the following three cases.

CASE 1. Suppose that one of f and ¢ is a polynomial, and the other is a
transcendental entire function. Without loss of generality, we suppose that f
is transcendental and ¢ is a polynomial. Then, on the one hand, Theorem C
shows that f(z)"f(z +n) — z has infinitely many zeros in C. On the other
hand, as g is a polynomial, so is g(z)"¢(z +n) — z, and hence it has at most
finitely many zeros in C, contrary to the assumption that f(z)"f(z+n) —z
and g(z)"g(z +n) — z share 0 CM.

CASE 2. Suppose f and g are transcendental entire functions. Then The-
orem 1.1 and the assumptions of Corollary 1.1 yield the desired conclusion.

CASE 3. Suppose that f and g are nonconstant polynomials. Then
(3.22) F@)"f(z+mn) —z=c{g(2)"9(z +n) — 2}

for all z € C, where c¢ is some nonzero complex number.
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If ¢ = 1, then f(2)"f(z+n) = g(2)"g9(z + n) for all z € C; then in
the same manner as in Subcase 1.1 of the proof of Theorem 1.1 we get the
conclusion.

If ¢ # 1, then (3.22) can be rewritten as

(3.23) F)"f(z+n) = cg(2)"9(z + 1) = (1 = ¢)2
for all z € C. From (3.23) and the condition n > 6 we can deduce that
deg(f) = deg(g). Let

(3.24) f(z) = apz™ + aizZ™ a1z + am,
(3.25) g(2) = bo2™ +b12™ o byp_12 + by,

where a; (0 < j <m) and by, (0 < k < m) are complex numbers, ag # 0 and
by # 0, and

(3.26) deg(f) = deg(g) = m.

By (3.24)—(3.26) and the standard Valiron-Mokhon’ko lemma we have
(3.27) T(r,f(2)) =T(r,g(z))+0O(1) = mlogr+O(1) = deg(f)logr+O(1).
By rewriting (3.23) we get

(3.28) Fi(z)+1=Gi(2),

where
f)"f(z+n) cg"(2)9(z +n)
(c—1)z (c—1)z
By (3.29), the condition n > 6 and the standard Valiron-Mokhon’ko lemma

we can deduce that Fj(z) is not a constant. Therefore, from (3.27)-(3.29)
and the second fundamental theorem we get

ndeg(f)logr < T(r, F1(z)) + O(1)

(3.29) Fi(z) = Gi(2) =

< [4deg(f) + 1]logr + O(1)
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as r — 00, i.e.,

(3.30) [(n —4)deg(f) —1]logr = O(1).

Since deg(f) > 1 and n > 6, this yields a contradiction.
Corollary 1.1 is thus completely proved.

Proof of Theorem 1.2. First of all, we set
fEME)™ =D f(z+n)

) = e ,
(3:31) g™ g™ — Dglz + )
¢le) = o(2)

for all z € C. From Lemma 2.3 and the condition that p(«) < p(f) we get
(3.32) T(r,F) = (n+m+ DT (r, f) + O>rPD=1He) L o(rP(@)+e),
(3.33)  T(r,G) = (n+m+1)T(r,g) + O(rPO=1He) 4 O(rr(Fe),
From (3.32) and (3.33) we get

(3.34) o(F) < max{p(f), ()}, p(f) < max{p(F), ple)},
(3.35) p(G) < max{p(g), p(a)},  p(g) < max{p(G), p(a)}.
From (3.34) and p(«a) < p(f) we have

(3.36) p(F) = p(f)-

By Lemma 2.4, the condition p(a) < p(f) and the standard Valiron-Mo-
khon’ko lemma we can deduce that F' is not a constant. Proceeding as at
the beginning of the proof of Theorem 1.1, we can deduce from (3.31) and
the assumptions of Theorem 1.2 that F' and G share 1 CM. This together
with the second fundamental theorem gives

T(r,F) < N(r,F) + N<r, ;) - N(r, F1_1> + O(log)

<X 55) 47 ()
" N(r, f(le)> + N(r, _ 1) +0(#@+) + O(log )

ie.,

(3.37) T(r,F) < (m+2)T(r, f)+T(r,G)

+ O(rPN=14e) L 0P @D+e) 1 Olog ).
Similarly
(3.38) T(r,G) < (m+2)T(r,g)+T(r,F)

+ O(f,,p(g)*lJrs) + O(rp(a)Jrs) + O(log 7).
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From (3.32), (3.36), (3.37) and the conditions n > m + 6 and p(a) < p(f)
< o0 we get

(3.39) p(F) < p(G).
From (3.35), (3.36), (3.39) and the condition p(a) < p(f) < 0o we get
(3.40) p(G) = p(g)-

From (3.33), (3.36), (3.38)-(3.40) and the condition p(a) < p(f) < oo we
get

(3.41) o(G) < p(F).
From (3.36) and (3.39)—(3.41) we get
(3.42) p(f) = plg) = p(F) = p(G).

From (3.31)-(3.33), (3.37)-(3.38), Lemma 2.6, the condition p(a) < p(f) <
oo and the assumptions of Theorem 1.2 we know that there exists a subset
I C RT with mes I = oo such that

(3.43) O(rP1)¥€) 4 O(rPN)=14e) 4 O(rP9)=14¢) = o{T(r, )},
(3.44) O(r?1)¥e) 4 O(rP)=1He) O(r'”(g)*“e) o{T'(r,9)},
(3.45) N(r, fa 1_ 1> — Ng(r,1) =0,
(3.46) N<r, G1_1> — Ng(r,1) =0,

as r — oo and r € I, and such that

(3.47) N <r, ;) +2N(r, F)

< 2N<r, f(lz)> + N(r, W)

1
+ N(r, M) +o{T(r, f)}
<(m+2)T(r, f(2) + T(r, f(z+m) + o{T(r, f)}
= (m +3)T(r, f(2)) + O(r" 1) 4 o{T(r, f)}
= (m+3)T(r, f(2)) + o{T(r, f)}
m+ 3
e 1T(r, F(2))+o{T(r,F(2))}

and

(3.48) N, <r, 1) < MF3 166 1 o{T(r, )}
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as r — oo and 7 € I. From (3.47) and (3.48) we get

2m+6

mT(T) +o{T(r)}

(3.49) N <r, ;) + N, (r, é) +2N(r, F) <

as r — oo and r € I, where T'(r) = max{T(r, F),T(r,G)}. From (3.49),
Lemma 2.8 and the condition n > m + 6 we have ' = G or FG = 1. We
discuss the following two cases.

CASE 1. Suppose that F = G. Then it follows from (3.31) that
(3.50) FEM )™ = Df(z+n) =9(z)"(9(z)™ = g(z +n)
for all z € C. Let h be as in (3.8). From (3.8) and (3.50) we get
(3.51) {h(z)™"h(z + 1) — 1}g(2)™ = h(z)"h(z +n) — 1

for all z € C. First suppose that & is rational. If h(z)"""h(z +n) — 1 £ 0,
then (3.51) can be rewritten as

h(z)"h(z+n) —1
h(z)m*th(z +1n) — 1

(3.52) g(z)"™ =

for all z € C. From (3.52) and the above supposition we know that g is
a polynomial, which is impossible. Hence h(2)™*"h(z + n) — 1 = 0; this
together with (3.51) gives h(z)"h(z +n) —1 =0, and so A™ = 1, which by
(3.8) yields the conclusion of Theorem 1.2.

Next suppose that h is transcendental meromorphic. Since f, g are of
finite order, the same is true for h as well. If h(2)™*"h(z +n) — 1 = 0, then
from Lemma 2.4, Lemma 2.6 and the standard Valiron—-Mokhon’ko lemma
we get

(3.53) (m+n)T(r,h(2)) =T(r,h(2)) + S(r, h)

asr — oo and r € I, where I C RT is a subset with mes I = co. From (3.53)
we have T'(r,h) = S(r,h) asr — oo and r € I, and so h is a constant, which
is impossible. Thus h(z)™""h(z+n) —1 # 0, and so (3.51) can be rewritten
as (3.52). Set

(3.54) H(z) = h(z)™"h(z +n)

for all z € C. From (3.52) and the condition that ¢ is an entire function we
know that h(z)"*t"h(z +n) — 1 = 0 implies h(z)"h(z +n) — 1 = 0, and so
h(z)™ = 1. Since h is of finite order, it follows from Lemma 2.4 that the
same is true for H as well. Hence from (3.54), Lemma 2.4 and the second
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fundamental theorem we get

(3.55) T(r,H)<N(r,H)+N< ,;)Hv(r, ! )+

O
§N(r,h(z))+N(r,h(z+77))+N(r, 1 )
1

—|—N<7’, h(z1+ 77)> + N(r, A =1 1) + O(log )
< (m+4)T(r,h(2)) + O@r*M=1*) L O(log 7)
as r — 00. From Lemma 2.4 and the standard Valiron—-Mokhon’ko lemma,
(m4n+ 1)T(r,h(z)) = T(r, h(z)™) + 0(1)
h(z)ernJrl

< T(r,H(z)) + T<r, H(z)> +0(1)

—T(r H(2)) + T<r, %) +o(1)

< T(r,H(2)) + 2T(r, h(z)) + O(r""M=1%%) 1 O(log r)
as r — 00, which together with (3.55) gives
(3.56) (n —5)T(r,h) < O(r"M=1%) 1 O(logr)

as r — o0. From (3.56) and the condition n > m+6 we get p(h) < p(h) —1,
which is impossible.

CASE 2. Suppose that FG =1 and F' # G. Then it follows from (3.31)
that

(3.57) FEMf(E)™ =D f(z+m)g(2)"(9(2)™ — Dg(z + 1) = a(2)*
for all z € C. From the condition p(a) < p(f) and Lemma 2.6 we know that
there exists a subset I C RT with mes I = oo such that

(3.58) T(r,a) = o{T(r, f)}
as r — oo and r € I. By rewriting (3.57) we have

alz 2
(3.59) fEM )™ =1 f(z+n) = g(z)n(g(:/:)”E —) Dg(z+n)

for all z € C. Since f, g are entire functions, from (3.58) and (3.59) we get

(3.60) N<}>+N<fml_1> ( >+ZN< - %>

< oW < ;) — ofI(r. f)}
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as r — oo and r € I, where w;’s stand for the roots of w™ = 1. From (3.60)
and the second fundamental theorem we have

mT(r, ) < N<r, }) 4 izv(n f_l > + O(logr) = o{T(r, )}
=

Wi

as 7 — oo and r € I, which is impossible.
Theorem 1.2 is thus completely proved.

4. Concluding remarks. Now we give the following example.

EXAMPLE 4.1. Let f(2) = €* and g(z) = e %. Then f(2)7f(z + mi) =
—eU+D2 and g(2)i g(z +mi) = —e_'(j“‘l)z for 1 < j <5, and p(f) = p(g) = 1.
Moreover, we can verify that f(z)’ f(z +mi) and g(z)?g(z + i) share 1 CM.

From Example 4.1 we know that Theorem 1.1 holds possibly for 1 < n
< 5, so we give the following conjecture.

CONJECTURE 4.1. The conclusion (I) of Theorem 1.1 still holds for 1 <
n < 3, and the conclusion (II) of Theorem 1.1 still holds for 1 < n <5.

Regarding Theorem 1.2, we pose the following question.

QUESTION 4.1. What can be said if the condition “n > m 4 6” in The-
orem 1.2 is replaced with “1 <n <m+5"7

Acknowledgements. The authors wish to express their thanks to the
referee for his/her valuable suggestions and comments.

This project was supported by the NSFC (No. 10771121), the NSF of
Shandong Province, China (No. Z2008A01), the NSFC & RFBR (Joint
Project) (No. 10911120056), the NSFC (No. 40776006) and the NSF of
Shandong Province, China (No. ZR2009AMO008).

References

[1] Y. M. Chiang and S. J. Feng, On the Nevanlinna characteristic of f(z +n) and
difference equations in the complezx plane, Ramanujan J. 16 (2008), 105-129.

[2] J. Clunie, On a result of Hayman, J. London Math. Soc. 42 (1967), 389-392.

[3] M. L. Fang and X. H. Hua, Entire functions that share one value, J. Nanjing Univ.
Math. Biquart. 13 (1996), 44-48.

[4] R. G. Halburd and R. J. Korhonen, Nevanlinna theory for the difference operator,
Ann. Acad. Sci. Fenn. 31 (2006), 463-478.

[5] —, —, Difference analogue of the lemma on the logarithmic derivative with applica-
tions to difference equations, J. Math. Anal. Appl. 314 (2006), 477-487.

[6] W. K. Hayman, Meromorphic Functions, Clarendon Press, Oxford 1964.

[7] —, Picard values of meromorphic functions and their derivatives, Ann. of Math. 70
(1959), 9-42.


http://dx.doi.org/10.1007/s11139-007-9101-1
http://dx.doi.org/10.1112/jlms/s1-42.1.389
http://dx.doi.org/10.1016/j.jmaa.2005.04.010
http://dx.doi.org/10.2307/1969890

Uniqueness theorems for entire functions 127

[8] J. Heittokangas, R. Korhonen, I. Laine and J. Rieppo, Uniqueness of meromorphic
functions sharing values with their shifts, Complex Var. Elliptic Equations 56 (2011),
81-92.

[9] J. Heittokangas, R. Korhonen, I. Laine, J. Rieppo and J. L. Zhang, Value sharing
results for shifts of meromorphic functions, and sufficient conditions for periodicity,
J. Math. Anal. Appl. 355 (2009), 352-363.

[10]] K. Ishizaki and K. Tohge, On the complex oscillation of some linear differential
equations, J. Math. Anal. Appl. 206 (1997), 503-517.

[11]] I. Lahiri, Weighted sharing of three values and uniqueness of meromorphic functions,
Kodai Math. J. 24 (2001), 421-435.

[12] 1. Laine, Nevanlinna Theory and Complex Differential Equations, de Gruyter,
Berlin—-New York, 1993.

[13]] I. Laine and C. C. Yang, Value distribution of difference polynomials, Proc. Japan
Acad. Ser. A 83 (2007), 148-151.

[14] W. C. Lin and H. X. Yi, Uniqueness theorems for meromorphic functions, Indian
J. Pure Appl. Math. 52 (2004), 121-132.

[15] K. Liu and L. Z. Yang, Value distribution of the difference operator, Arch. Math.
(Basel) 92 (2009), 270-278.

[16] A. Z. Mokhon’ko, On the Nevanlinna characteristics of some meromorphic func-
tions, in: Theory of Functions, Functional Analysis and Their Applications, Vol. 14,
Izd-vo Khar’kovsk. Un-ta, Kharkov, 1971, 83-87.

[17]] J. F. Xu and H. X. Yi, Uniqueness of entire functions and differential polynomials,
Bull. Korean Math. Soc. 44 (2007), 623-629.

[18] C. C. Yang and X. H. Hua, Uniqueness and value sharing of meromorphic functions,
Ann. Acad. Sci. Fenn. Math. 22 (1997), 395-406.

[19] C. C. Yang and H. X. Yi, Uniqueness Theory of Meromorphic Functions, Kluwer,
Dordrecht, 2003.

[20]| J. L. Zhang, Value distribution and shared sets of differences of meromorphic func-
tions, J. Math. Anal. Appl. 367 (2010), 401-408.

Xiao-Min Li, Zhi-Tao Wen Wen-Li Li

Department of Mathematics Department of Mathematics

Ocean University of China Ocean University of China

Qingdao, Shandong 266100 Qingdao, Shandong 266100

People’s Republic of China People’s Republic of China

and E-mail: benand007@163.com

Department of Physics and Mathematics
University of Eastern Finland

P.O. Box 111

FI-80101 Joensuu, Finland

E-mail: xmli01267@Qgmail.com

Hong-Xun Yi

Department of Mathematics
Shandong University

Jinan, Shandong 250100
People’s Republic of China

hitao1984 @126.
wenzhitaol9840507 6.com E-mail: hxyi@sdu.edu.cn

Received 9.5.2010
and in final form 12.1.2011 (2209)


http://dx.doi.org/10.1080/17476930903394770
http://dx.doi.org/10.1016/j.jmaa.2009.01.053
http://dx.doi.org/10.1006/jmaa.1997.5247
http://dx.doi.org/10.2996/kmj/1106168813
http://dx.doi.org/10.3792/pjaa.83.148
http://dx.doi.org/10.4134/BKMS.2007.44.4.623
http://dx.doi.org/10.1016/j.jmaa.2010.01.038




	Introduction and main results
	Some lemmas
	Proofs of theorems
	Concluding remarks

