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Topological structure of solution sets to
differential problems in Fréchet spaces

by A. Bąkowska and G. Gabor (Toruń)

Abstract. Using projective limit realizations of Fréchet spaces, we study the topo-
logical structure of solution sets for set differential equations and differential inclusions in
Fréchet spaces. We apply suitable fixed point results for limit maps induced by maps of
inverse systems.

1. Introduction. The theory of differential equations and inclusions
has recently been developed in the direction of problems on nonnormed
spaces. An important motivation is that several problems of modern the-
oretical physics, differential geometry and analysis require such a general
setting. Fréchet spaces, i.e., metrizable locally convex complete topological
vector spaces, are of special interest. There are essential differences between
topologies of Banach and Fréchet spaces. For instance, each bounded sub-
set of a Fréchet nonnormed space has empty interior. This causes several
difficulties in studying properties of single-valued and set-valued maps in
Fréchet spaces. Fortunately, since every Fréchet space can be viewed as a
projective limit F = lim←−Ei of Banach spaces, the idea appeared to study a
special type of maps, the so-called limit maps, and obtain results for them
from the corresponding properties of maps between Banach spaces.

This technique has been used in fixed point theory (see, e.g., [16] and
references therein) and in the theory of differential equations and inclusions
([13], [12]). The last two papers concern set differential equations

(CF )
{
DHx(t) = F (t, x(t)),
x(0) = x0 ∈ K(F),

where DHx(t) is the Hukuhara differential on the space K(F) of compact
convex subsets of a Fréchet space F. The authors examine a topology ofK(F)
and prove the existence and uniqueness result for problem (CF ). Analogous
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results in a Banach space are presented, e.g., in [18]. Note that the Hukuhara
differentiability is one of several possibilities in differentiation of multivalued
maps. We refer, e.g., to [5] or to [3] where slightly more general conical
differentials were studied.

One of the aims of our paper is to develop the theory of set differential
equations in Fréchet spaces and study the topological structure of the solu-
tion set to problem (CF ) (Aronszajn type results). The general fixed point
theorems for limit maps obtained in [1] and [10], and used in the proofs in
our paper, enable one to get the results of [12] as easy consequences. Note
that for every Banach factor Ei the metric space K(Ei) is a Banach semi-
space. This notion has recently been introduced by the first author in [2]. The
background for our main result on solution sets for set differential equations
in Fréchet spaces (Theorem 3.10) is given in this general Banach semispace
setting.

The last part of the paper is devoted to evolution differential inclusions
in Fréchet spaces. We also study the topological structure of solution sets
by applying for every Banach factor the method due to Bressan, Cellina and
Fryszkowski [4] adapted to this context by De Blasi, Pianigiani and Staicu [7].
The problem in Fréchet spaces meets essential obstacles and is not completely
solved yet. We give two natural open problems at the end of Section 4, de-
scribing difficulties which are met when passing to the Fréchet case.

2. Fréchet spaces and fixed points of limit maps. Throughout this
paper we use the following notation. X is a complete metric space with a
metric d, and E a real Banach space with a norm ‖ ‖. By 2X we denote the
set of all nonempty subsets of X.

The space

B(X) = {A ∈ 2X : A is bounded and closed},
endowed with the Pompeiu–Hausdorff metric

D(A,B) = max{e(A,B), e(B,A)}, A,B ∈ B(X),

where e(A,B) = supx∈A infy∈B d(x, y), is a complete metric space.
Recall also the following notation:

C(E) = {A ∈ B(E) : A is convex},

K(E) = {A ∈ 2E : A is compact, convex}.
The space K(E) endowed with the Pompeiu–Hausdorff metric is a complete
metric space.

By an inverse system of topological spaces we mean a family

S = {Xα, π
β
α, Σ},

where Σ is a set directed by a relation ≤, Xα is a topological (Hausdorff)
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space for every α ∈ Σ, and πβα : Xβ → Xα is a continuous mapping for any
two α, β ∈ Σ such that α ≤ β. Moreover, παα = idX and πβα ◦ πγβ = πγα for
any α ≤ β ≤ γ.

The limit of the inverse system S (or the projective limit) is the subspace
of the product

∏
α∈Σ Xα defined by

lim←−S =
{

(xα) ∈
∏
α∈Σ

Xα : πβα(xβ) = xα for all α ≤ β
}
.

An element of lim←−S is called a thread or a fibre of the system S. If πα :
lim←−S → Xα is the restriction of the canonical projection pα :

∏
α∈Σ Xα →

Xα, then πα = πβαπβ for any α ≤ β.
Now we recall some useful properties of limits of inverse systems.

Proposition 2.1 ([9]). Let S = {Xα, π
β
α, Σ} be an inverse system.

1. The limit lim←−S is a closed subset of
∏
α∈Σ Xα.

2. If , for every α ∈ Σ, Xα is

(i) compact , then lim←−S is compact ;
(ii) compact and nonempty , then lim←−S is compact and nonempty ;
(iii) a continuum, then lim←−S is a continuum;
(iv) compact and acyclic, then lim←−S is compact and acyclic;
(v) metrizable, Σ is countable, and lim←−S is nonempty , then lim←−S is

metrizable.

We also indicate a useful property for the case where Σ = N.

Proposition 2.2 ([10, Proposition 3.2]). (Let S = {Xn, π
p
n,N} be an

inverse system. If each Xn is a compact Rδ-set (1), then lim←−S is also Rδ.

The following result is crucial to proving the main result in Section 3.
We formulate it only for single-valued mappings.

Proposition 2.3 ([10, Theorem 6.9]). Let S = {Xn, π
p
n,N} be an inverse

system, and φ : lim←−S → lim←−S be a limit map induced by a map {id, φn} of
inverse systems, where φn : Xn → Xn. If the fixed point set of each φn is a
compact Rδ, then the fixed point set of φ is also Rδ.

Let F be a Fréchet space with the topology defined by a sequence {pi}i∈N
of seminorms. We may assume that {pi}i∈N is increasing, since in the other
case we may define a new sequence {qi}i∈N by putting

qi = p1 + · · ·+ pi,

which defines the same topology on F.
(1) We say that a metric space is an Rδ-set if it is homeomorphic to the intersection

of a countable decreasing sequence of absolute retracts.
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Denote the completion of the quotient F/Ker pi by Ei, and by %ji the
connecting morphism

%ji : Ej → Ei, [x+ Ker pj ]j 7→ [x+ Ker pi]i, j ≥ i,
where [·]i stands for the corresponding equivalence class; it is easy to show
that %ji is a continuous linear mapping. Then F coincides, up to isomorphism,
with the limit of the inverse system

{Ei, %ji}.
Note that the canonical projections

%i : F ≡ lim←−Ei → Ei, x 7→ [x+ Ker pi]i, i ∈ N,
become isometries in the sense that

pi(x) = ‖[x+ Ker pi]i‖Ei = ‖%i(x)‖Ei ,
where ‖ · ‖Ei stands for the norm in Ei. We also recall that the mappings %ji
and %i satisfy the conditions

%ji ◦ %j = %i, %ik ◦ %ji = %jk,

for all i, j, k ∈ N with j ≥ i ≥ k.
Now we list some useful properties of K(F).

Proposition 2.4 ([13, Proposition 3.3]). K(F) is closed under the op-
erations of addition and scalar multiplication.

Let {Ei, %ji}i,j∈N be an inverse system of Banach spaces that realizes the
Fréchet model space F. Then the following result also holds.

Proposition 2.5 ([13, Proposition 3.1]). The family {K(Ei)}i∈N forms
an inverse system of metric spaces whose limit coincides (set-theoretically)
with K(F):

K(F) = lim←−K(Ei).

Note that this inverse system is defined by

ψji : K(Ej)→ K(Ei), A 7→ %ji(A), j ≥ i.
Denote by ψi : K(F)→ K(Ei) the corresponding projections.

The above described structure of K(F) makes it possible to adapt the
notion of Hausdorff distance to the projective limit approach.

Definition 2.6 ([13]). For every A,B ∈ K(F) we define:

(i) the i-distance of x to A:

di(x,A) = inf{pi(x− a) : a ∈ A};
(ii) the i-separation of A,B ∈ K(F):

diH(B,A) = sup{di(b, A) : b ∈ B};
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(iii) the i-Hausdorff distance or i-semidistance of A and B:

Di(B,A) = max{diH(B,A), diH(A,B)}.

It is worth pointing out that if A = lim←−A
i and B = lim←−B

i for Ai, Bi ∈
K(Ei), then Di(A,B) = DEi(Ai, Bi), where DEi stands for the Hausdorff
metric in Ei for i ∈ N. Since the space K(F) is the projective limit of the
metrizable spaces K(Ei), it is also metrizable with the standard projective
limit metric, or equivalently, by the family of semimetrics Di. This topology
is complete and separable.

Proposition 2.7. The family {C([a, b],K(Ei))}i∈N forms an inverse
system of metric spaces whose limit coincides with C([a, b],K(F)),

C([a, b],K(F)) = lim←−C([a, b],K(Ei)).
Proof. We define mappings

Ψ ji : C([a, b],K(Ej))→ C([a, b],K(Ei))
for j ≥ i as follows. For f ∈ C([a, b],K(Ej)) let Ψ ji(f)(t) = ψji(f(t)) for
every t ∈ [a, b], where ψji is as above.

Since the ψji are connecting morphisms of an inverse system, the maps
Ψ ji also satisfy

Ψ ik ◦ Ψ ji = Ψ jk, j ≥ i ≥ k.
Moreover, each Ψ ji is continuous with respect to the topologies induced by
the Chebyshev metric on (C([a, b],K(Ei)) defined by

DEi
C (f, g) = sup

t∈[a,b]
DEi(f(t), g(t)).

Indeed,

DEi
C (Ψ ji(f), Ψ ji(g)) = sup

t∈[a,b]
DEi(ψji(f(t)), ψji(g(t))).

Since, as we can easily check, DEi(ψji(A), ψji(B)) ≤ DEj (A,B) for any
A,B ∈ K(Ei), we have

sup
t∈[a,b]

DEi(ψji(f(t)), ψji(g(t))) ≤ sup
t∈[a,b]

DEj (f(t), g(t)) = DEj
C (f, g).

Consequently, Ψ ji is (uniformly) continuous. Hence, {C([a, b],K(Ei)), Ψ ji}
is an inverse system. We define θ : C([a, b],K(F)) → lim←−C([a, b],K(Ei)) by
θ(f)(t) := (ψi(f(t))). It can be seen that θ is injective. Moreover, for every
fibre f = (f i) ∈ lim←−C([a, b],K(Ei)), since each f i is continuous and f i(t) is
a fibre for every t ∈ [a, b], f can be viewed as a continuous map from [a, b] to
lim←−K(Ei) = K(F). Thus θ is also surjective. Finally, it is an isometry, since
we consider the projective metrics in K(F) and lim←−C([a, b],K(Ei)).
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3. Solution sets for set differential equations in Banach and
Fréchet spaces. Let M be a nonempty set equipped with two operations:

+ : M ×M →M and ◦ : [0,∞)×M →M.

We use the following notations: +(x, y) = x+ y, ◦(λ, x) = λ ◦ x.

Definition 3.1. A triple (M,+, ◦) is a semilinear space if the following
conditions are satisfied for any a, b, c ∈M and λ, µ ≥ 0:

(i) a+ b = b+ a,
(ii) (a+ b) + c = a+ (b+ c),
(iii) ∃0∈M a+ 0 = a,
(iv) 1 ◦ a = a,
(v) (λ · µ) ◦ a = λ ◦ (µ ◦ a),
(vi) (λ+ µ) ◦ a = λ ◦ a+ µ ◦ a,
(vii) λ ◦ (a+ b) = λ ◦ a+ λ ◦ b.

For simplicity of notation we write λa instead of λ ◦ a.

Definition 3.2. Let (M,+, ◦) be a semilinear space with a complete
metric d such that the operations of addition and multiplication by a non-
negative scalar are continuous. We say that (M,+, ◦, d, i) is a Banach semi-
space if there exists a real Banach space E and a function i : M → E such
that

i(λa+ µb) = λi(a) + µi(b), ‖i(a)− i(b)‖ = d(a, b)

for all a, b ∈M and λ, µ ≥ 0.

Obviously, every Banach space and every closed convex cone in a Banach
space space are Banach semispaces. Below we give several other examples.

Example 3.3. It is known [17] that the space K(E) equipped with the
natural algebraic operations and multiplication by nonnegative scalars be-
comes a semilinear space which can be embedded as a complete cone into
a Banach space. This means that we have i : K(E) → Ẽ, where Ẽ is a real
Banach space that satisfies the following conditions:

(i) i is an isometry,
(ii) i(λA+ µB) = λi(A) + µi(B) for A,B ∈ K(E) and λ, µ ∈ [0,∞).

Consequently, K(E) is a Banach semispace.

Example 3.4 ([2]). Using the Rådström–Hörmander [14] embedding we
shall show that the space C(E) with addition and multiplication by nonneg-
ative scalars defined by

X + Y = {x+ y : x ∈ X, y ∈ Y } and λX = {λx : x ∈ X}
is a Banach semispace.
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Let E∗ be the topological dual of E. Following Hörmander (see [13]) we
define

H = {q : E∗ → R : q is positively homogeneous and norm-continuous}.
Then H equipped with the norm

‖q‖H = sup
‖x∗‖≤1

‖q(x∗)‖, q ∈ H,

is a real Banach space.
For X ∈ C(E), let qX : E∗ → R be the support function of X, given by

qX(x∗) = sup
x∈X

x∗(x), x∗ ∈ E∗.

Then the function j : C(E)→ H defined by
j(X) = qX , X ∈ C(E),

establishes an isomorphism between C(E) and the positive convex cone
V = {qX ∈ H : X ∈ C(E)}.

Moreover, j is an isometry, which means
‖j(X)− j(Y )‖H = H(X,Y ), X, Y ∈ C(E).

Example 3.5 ([2]). Let A ⊂ E. We say that A is starshaped with respect
to 0 if for every x ∈ A we have λx ∈ A for all λ ∈ [0, 1]. Consider the family
of sets

C0-sh(E)

= {X ∈ 2E : X is closed, bounded and starshaped with respect to 0}.
We define addition and multiplication by nonnegative scalars by

X + Y =

{x+ y : x ∈ X, y ∈ Y with x = λs, y = µs for some λ, µ ≥ 0 and s ∈ SE},
λX = {λx : x ∈ X}

for X,Y ∈ C0-sh(E) and λ ≥ 0. Here SE denotes the unit sphere in E. The
space C0-sh(E) is endowed with the metric

H0-sh(X,Y ) = max{sup
x∈X

d0-sh(x, Y ), sup
y∈Y

d0-sh(y,X)}

where
d0-sh(x, Y ) = inf{‖x− y‖ : y ∈ Y, y = λx for some λ ≥ 0}.

It is easy to see that, just as (C(E), H), (C0-sh(E), H0-sh(E)) is a complete
metric space.

Recall that the space
B(SE, R) = {f : SE → R : f is bounded}
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with the norm ‖f‖ = sups∈SE |f(s)| is a real Banach space. Now we can
define

i : C0-sh(E)→ B(SE,R)

by putting
i(X) = fX ,

where fX(s) = sup{λ : λs ∈ X} for X ∈ C0-sh(E). It is easy to show that

i(λX + µY ) = λi(X) + µi(Y ), ‖i(X)− i(Y )‖ = H0-sh(X,Y ),

for all X,Y ∈ C0-sh(E) and λ, µ ≥ 0.
Thus we have shown that C0-sh(E) is a Banach semispace.

Example 3.6 ([2]). Let (M,+, ◦, d, i) be a Banach semispace associ-
ated with a real Banach space E and a homeomorphism i : M → E as
in Definition 3.2. Let K be a nonempty metric space. Given two functions
x, y : K → M and λ ≥ 0, the sum x + y : K → M and the product
λx : K →M are defined by

(x+ y)(t) = x(t) + y(t), λx(t) = λ ◦ x(t), t ∈ K.

Now put

B(K,M) = {x : K →M : x is continuous and bounded}

end equip B(K,M) with the metric

dB(x, y) = sup
t∈M

d(x(t), y(t)), x, y ∈ B(K,M).

As (M,d) is complete, for x, y ∈ B(K,M) and λ ≥ 0 we have x + y ∈
B(K,M) and λx ∈ B(K,M). Moreover, if x, y ∈ B(K,M) and λ, µ ≥ 0,
then all the conditions of Definition 3.1 are satisfied, where 0 stands for the
map identically zero on K.

Next put

C(M,E) = {ξ : M → E : ξ is continuous and bounded},

equipped with the norm

‖ξ‖C = sup
t∈M
‖ξ(t)‖E.

Clearly, (C(M,E), ‖ ‖C) is a real Banach space.
Now denote by I : B(K,M) → C(M,E) the map which associates to

each x ∈ B(K,M) the element I(x) of C(M,E) defined by

(I(x))(t) = i(x(t)), t ∈M.

Observe that I(x) ∈ C(M,E). The set

V = {ξ ∈ C(M,E) : there exists ξ ∈ B(K,M) such that I(x) = ξ}
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is a convex cone contained in C(M,E). More precisely, I : B(K,M) →
C(M,E) is an isometric map onto the positive convex cone V in C(M,E),
namely, for all x, y ∈ B(K,M) and λ, µ ≥ 0 we have

I(λx+ µy) = λI(x) + µI(y), ‖I(x)− I(y)‖C = dB(x, y).

Consequently, B(K,M) is a Banach semispace.

Definition 3.7. We say that a map x : (a, b) → M has the Hukuhara
derivative at a point t0 ∈ (a, b) if

DHx(t+0 ) := lim
h→0+

x(t0 + h)− x(t0)
h

, DHx(t−0 ) := lim
h→0+

x(t0)− x(t0 − h)
h

exist in the topology ofM and are equal. We denote the Hukuhara derivative
by DHx(t0).

The existence of, e.g., x(t0+h)−x(t0) means that there exists an element
m ∈ M such that m + x(t0) = x(t0 + h). For M = K(E) this element is
known as the Hukuhara difference (or geometrical difference, see [18]).

For x : [a, b]→ M , if DHx(t) exists for any t ∈ (a, b), and DHx(a+) and
DHx(b−) exist, we say that x is Hukuhara differentiable on [a, b].

An important example of a Hukuhara differentiable map is given in

Proposition 3.8. Let F : [a, b]→M be an integrable map (in the sense
of Bochner). Then G : [a, b]→M given by

G(t) =
t�

a

F (s) ds

is Hukuhara differentiable, and DHG(t) = F (t) a.e. on [a, b].

A map F : [0, a]×M →M is called a Carathéodory map if:

(i) t 7→ F (t, x) is strongly measurable for every x ∈M ,
(ii) x 7→ F (t, x) is continuous for t ∈ [0, a],
(iii) d(0, F (t, x)) ≤ µ(t) for every t ∈ [0, a], x ∈ M , where µ : [0, a] →

[0,∞) is an integrable function.

Now consider the Cauchy problem

(CF )
{
DHx(t) = F (t, x(t)),
x(0) = x0,

where F : [0, a]×M →M is a Carathéodory function and x0 ∈M .
By a solution of the Cauchy problem (CF ) we mean an absolutely contin-

uous function x : [0, a] → M with x(0) = x0 satisfying DHx(t) = F (t, x(t))
for a.e. t ∈ [0, a].

Before we present the main theorem we need some topological notions.
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Let A be a bounded subset of a Banach space E. Then

α(A) = inf{r > 0 : A can be covered by finitely many sets
of diameter ≤ r}

is called the (Kuratowski) measure of noncompactness. Some of its properties
are listed in the following proposition.

Proposition 3.9 ([8]). Let A,B be bounded subsets of a Banach space E.
Then

(1) α(A) = 0 iff A is compact ,
(2) α(t ·A) = |t|α(A) for t ∈ R,
(3) α(A+B) ≤ α(A) + α(B),
(4) α(convA) = α(A),
(5) if A ⊂ B, then α(A) ≤ α(B),
(6) if D ⊂ C([a, b],E) is a bounded set of equicontinuous functions, then

α(D) = sup{α({x(t) : x ∈ D}) : t ∈ [a, b]},

A function ω : [0, a]× R+ → R+ is called a Kamke function if:
(i) t 7→ ω(t, x) is measurable for every x ∈ R,
(ii) x 7→ ω(t, x) is continuous for every t ∈ [0, a],
(iii) the inequality u(t) ≤

	t
0 ω(s, u(s)) ds for every t ∈ [0, a] has only the

trivial solution, that is, u(t) = 0 for every t ∈ [0, a].
Now we can formulate a theorem on the topological structure of the

solution set to (CF ) in Banach semispaces:

Theorem 3.10 ([2]). LetM be a Banach semispace, and F : [0, a]×M →
M be a Carathéodory function with µ(t) = r > 0 and

lim
δ→0+

α(F (It,δ ×A)) ≤ ω(t, α(A))

for every bounded A ⊂M and a.e. t ∈ [0, a], where It,δ = [t− δ, t+ δ]∩ [0, a].
Then the set of solutions of (CF ) is a nonempty Rδ-set.

The proof is based on the following reformulation of the Browder–Gupta
theorem:

Theorem 3.11 (cf. [6, Theorem 7]). Let X be a metric space, E be a
Banach space and f : X → E be a continuous map such that :
• f is proper at 0 ∈ E,
• for every ε > 0 there exists a continuous proper map fε : X → Y
satisfying :
(i) ‖f(x)− fε(x)‖ < ε for every x ∈ X,
(ii) fε restricts to a homeomorphism of f−1

ε (B(0, ε)) onto B(0, ε).
Then f−1(0) is an Rδ-set.
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We also need a lemma:

Lemma 3.12 ([15]). Let F̃ : [0, a] × i(M) → E satisfy the conditions of
Theorem 3.10 and {xn : n ∈ N} ⊂ C([0, a], i(M)) be a bounded equicontinu-
ous set. Then, for every T ∈ [0, a],

α
({T�

0

F̃ (s, xn(s)) ds : n ∈ N
})
≤

T�

0

ω(s, α({xn(s) : n ∈ N})) ds.

Sketch of proof of Theorem 3.10. We divide the proof into three parts.
(a) First observe that F̃ : [0, a] × i(M) → E, F̃ (t, y) := i(F (t, i−1(y))),

also satisfies the assumptions of the theorem.
(b) We define the integral operator G : C([0, a], i(M)) → C([0, a],E) by

putting

G(x)(t) = i(x0) +
t�

0

F̃ (s, x(s)) ds.

It is sufficient to show that the set of fixed points of G is a nonempty Rδ-set.
Let f : C([0, a], i(M))→ C([0, a],E) be defined by putting

f(x)(t) := x(t)− G(x)(t).
We have

f−1({0}) = FixG.
It is easily seen that G and f are continuous. We show that f satisfies the
assumptions of Theorem 3.11. So we have to construct a sequence {fn} of
continuous, proper and injective functions uniformly convergent to f . Let
Gn : C([0, a], i(M))→ C([0, a],E) be defined as follows:

Gn(x)(t) :=
{
i(x0) t ≤ 1/n,
G(x)(t− 1/n) t ≥ 1/n,

and set fn(x)(t) := x(t) − Gn(x)(t). Obviously, fn is continuous and by
easy calculations we find that it is injective. Now we have to check that fk
is proper for every k ∈ N. Pick a compact set A ⊂ C([0, a],E) and any
sequence {xn} ⊂ f−1

k (A). Then {xn : n ∈ N} is a bounded equicontinuous
set. By Proposition 3.9 we have

α({xn : n ∈ N}) = sup
t∈[0,a]

α({xn(t) : n ∈ N}).

There is no loss of generality in assuming that {xn(t) − Gk(xn)(t)} is con-
vergent. As a result we obtain

α({xn(t) : n ∈ N}) = α({Gk(xn)(t) + xn(t)− Gk(xn)(t) : n ∈ N})
≤ α({Gk(xn)(t) : n ∈ N}) + α({xn(t)− Gk(xn)(t) : n ∈ N})
= α({Gk(xn)(t) : n ∈ N}).
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For t ≤ 1/k we have

α({Gk(xn)(t) : n ∈ N}) = α({i(x0)}) = 0.

If t ≥ 1/k, then

α({Gk(xn)(t) : n ∈ N}) = α
({
i(x0) +

t−1/k�

0

F̃ (s, xn(s)) ds : n ∈ N
})

= α
({t−1/k�

0

F̃ (s, xn(s)) ds : n ∈ N
})
.

By Lemma 3.12 we have

α
({t−1/k�

0

F̃ (s, xn(s)) ds : n ∈ N
})
≤

t−1/k�

0

ω(s, α({xn(s) : n ∈ N})) ds

≤
t�

0

ω(s, α({xn(s) : n ∈ N})) ds.

Thus we obtain the inequality

(1) α({xn(t) : n ∈ N}) ≤
t�

0

ω(s, α({xn(s) : n ∈ N})) ds.

This holds only for α({xn(t) : n ∈ N}) = 0, which is equivalent to fk being
proper. By compactness and injectivity, fn is an open map.

We now show that fk is a closed map. Let A be a closed subset of
C([0, a], i(M)). To show that fk(A) is also closed, let {xn(t)−Gk(xn(t))} ⊂
f(A) be a convergent sequence. As above, we obtain (1), and so

α({xn(t) : n ∈ N}) = 0.

Consequently, xn has a subsequence, denoted also by {xn}, convergent to
x0 ∈ A, and by the continuity of fk, the sequence fk(xn) converges to
fk(x0) ∈ fk(A).

(c) Now we prove that f−1(0) is nonempty. We construct the successive
approximations by putting

xn(t) =


i(x0) + F̃ (0, i(x0))t, 0 ≤ t ≤ a/n,

i(x0) + F̃ (0, i(x0))
a

n
+
t−a/n�

0

F̃ (s, xn(s)) ds, a/n ≤ t ≤ a.

We show that α({xn(t) : n ∈ N}) = 0. Obviously, by definition, {xn : n ∈ N}
is a bounded equicontinuous set. For any ε > 0, select k such that 2ra/k ≤ ε.
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Then

α({xn(t) : n ≥ k}) ≤ α
({t�

0

F̃ (s, xn(s)) ds : n ≥ k
})

+
2ra
k

≤ α
({t�

0

F̃ (s, xn(s)) ds : n ≥ k
})

+ ε.

By Lemma 3.12, α({xn(t) : n ≥ k}) ≤
	t
0 ω(s, α({xn(s) : n ≥ k}) ds + ε.

Consequently, we may assume that {xn} is convergent. We have to show
that its limit x : [0, a]→ i(K(M)) corresponds to a solution of (CF ).

For t ∈ (0, a] we calculate∥∥∥x(t)− i(x0)−
t�

0

F̃ (s, x(s)) ds
∥∥∥

≤ ‖x(t)− xn(t)‖+
t−a/n�

0

‖F̃ (s, xn(s))− F̃ (s, x(s))‖ ds

+
t�

t−a/n

‖F̃ (s, x(s))− F̃ (0, i(x0))‖ ds.

By the definition of x and the Lebesgue theorem the right hand side of the
above inequality converges to 0.

Hence f−1(0) 6= ∅, i.e., G has a fixed point. By definition, each Gk also has
a fixed point, and so f−1

k (0) 6= ∅. Summarizing, every fk is proper, injective,
closed and f−1

k (0) 6= ∅. Therefore the set fk(C([0, a], i(M))) is open and
0 ∈ fk(C([0, a], i(M))). Pick εn such that B(0, εn) ⊂ fn(C([0, a], i(M))). Of
course, fn establishes a homeomorphism of f−1

n (B(0, εn)) onto B(0, εn). By
Theorem 3.11, f−1(0) is an Rδ-set.

Let F be an arbitrary Fréchet space represented as a projective limit of
Banach spaces F = lim←−{E

i, %ji}. Consider the Cauchy problem (CF ) with
F ∈ C([0, a]×K(F),K(F)) and x0 ∈ K(F).

As in Definition 3.7, we can define the Hukuhara differential for x :
[a, b] → K(F), and since the maps %ij are continuous and linear, we can
prove (cf. [13, Proposition 4.5]) that x = lim←−x

i : [a, b]→ K(F) is Hukuhara
differentiable at t0 ∈ [a, b] (i.e. DHx(t0) exists) if and only if each xi : [a, b]→
K(Ei), i ≥ 1, is Hukuhara differentiable at t0, and

(2) DHx(t0) = lim←−DHx
i(t0).

Using Theorem 3.10 and fixed point results for limit maps we will prove
the following main result of this section:
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Theorem 3.13. Let F : [0, a] ×K(F) → K(F) be a Carathéodory func-
tion, and x0 ∈ K(F). Assume that :

(i) F is a projective limit lim←−F
i of Carathéodory functions F i : [0, a]×

K(Ei)→ K(Ei),
(ii) F is bounded , or equivalently , it is bounded with respect to every

semimetric of K(F), i.e., there exist ri > 0 with Di(F (t, A), 0) ≤ ri
for every i ∈ N,

(iii) limδ→0+ αi(F i(It,δ × A)) ≤ ω(t, αi(A))) for every bounded set A ⊂
K(Ei) and a.e. t ∈ [0, a], where αi is the measure of noncompactness
on Ei and ω is a Kamke function.

Then the set of solutions of (CF ) is a nonempty Rδ-set.

Proof. Let xi0 = %i(x0). Consider the sequence of Cauchy problems

(CiF )
{
DHx

i(t) = F i(t, xi(t)),
x(0) = xi0.

By the properties of the i-distance and assumption (ii), the mappings F i are
bounded. Indeed,

Di(F (t, A), 0) = Di(lim←−F
i(t, Ai), lim←− 0) = DEi(F i(t, Ai), 0)

where A = lim←−Ai.
By Theorem 3.10 the set Fi of solutions of (CiF ) is a nonempty Rδ-set.

Notice that Fi, for every i ≥ 1, is the fixed point set of the operator

Φi : C([0, a],K(Ei))→ C([0, a],K(Ei))
defined by

Φi(xi)(t) = xi0 +
t�

0

F i(s, xi(s)) ds.

Let y ∈ C([0, a],K(Ei)). Then

(ΦiΨ ji(y))(t) = xi0 +
t�

0

F i(s, Ψ ji(y)(s)) ds

= xi0 +
t�

0

Ψ jiF j(s, y(s)) ds = Ψ ji
(
xj0 +

t�

0

F j(s, y(s)) ds
)

= ((Ψ jiΦj)(y))(t)

for any j ≥ i. This means that {Φi} is a map of inverse systems. Set

Φ = lim←−Φ
i : C([0, a],K(F))→ C([0, a],K(F)).

From Proposition 2.2 it follows that F = FixΦ is a compact Rδ. Finally,
we show that F is indeed the set of solutions to (CF ). Let x ∈ Φ(x) and
write xi = Ψ i(x) for every i ∈ N. This means that DHx

i(t) = F i(t, xi(t))
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and xi(0) = xi0 for a.e. t ∈ [0, a] and i ∈ N. By (2) we get

DHx(t) = lim←−DHx
i(t) = lim←−F

i(t, xi(t)) = F (t, x(t)) for a.e. t ∈ [0, a]

and x(0) = xi0. Conversely, it is obvious that each solution to problem (CF )
is a fixed point of Φ. The proof is complete.

4. Topological structure of measurable-Lipschitz differential in-
clusions in Fréchet spaces. In this section we focus on the parameterized
differential problem

(CAF )
{
ẋ(t) ∈ Ax(t) + F (t, x(t), η) for a.e. t ∈ J = [0, a],
x(0) = x0 ∈ F,

where suitable assumptions on A and F will be specified below. We look
for mild solutions of problem (CAF ), i.e., for maps x : J → F of the form
x(t) = T (t)x0 +

	t
0 T (t − s)f(s) ds, where f is a measurable selection of

F (·, x(·), η), and (T (t))t∈J is a continuous semigroup of continuous linear
operators in F. We assume that F is a projective limit lim←−Ei of Banach
spaces as described in Section 2. One can check that, if each Ei is reflexive or
A = 0, then every mild solution is strong, that is, ẋ(t) ∈ Ax(t)+F (t, x(t), η)
for every η ∈ H and a.e. t ∈ J .

LetMx0,η denote the set of all mild solutions of problem (CAF ).

Theorem 4.1. Assume that the Banach spaces Ei are separable and the
connecting morphisms %ji : Ej → Ei are surjective. We also assume

(H1) A : F→ F is a continuous linear operator such that , for every i ≥ 1
and λ > 0,

(i) A(Ker pi) ⊂ Ker pi,
(ii) the operator λI −A is invertible, (λI −A)−1(Ker pi) ⊂ Ker pi,

and pi((λI −A)−1(u)) ≤ (1/λ)pi(u) for every u ∈ F.
(H2) F : J × F × H ( F, where H is a separable metric space, has

closed bounded values, and is the limit map lim←−F
i of maps F i :

J × Ei ×H ( Ei with closed bounded values, i.e.,

%ji(F j(t, x, η)) = F i(t, %ji(x), η) for j ≥ i.
Moreover , for every i ≥ 1,

(i) F i is L(J)× B(Ei ×H)-measurable,
(ii) F i(t, x, ·) is Hausdorff continuous for every (t, x) ∈ J × Ei,
(iii) there are integrable functions αi, βi : J → [0,∞) such that

DEi(F i(t, x, η), F i(t, y, η)) ≤ αi(t)‖x− y‖Ei ,
DEi({0}, F i(t, x, η)) ≤ βi(t),

for all t ∈ J , x, y ∈ Ei and η ∈ H.
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Then the set of solutionsMx0,η is a projective limit of absolute retracts (not
necessarily compact).

Remark 4.2. The nonemptiness and Rδ structure ofMx0,η can be guar-
anteed, as a consequence of Proposition 2.2, by convexity of values of F i and
suitable compactness type assumptions in terms of a measure of noncom-
pactness (see, e.g., assumption (iii) in Theorem 3.13).

Proof of Theorem 4.1. We proceed in several steps.

Step 1. First we show that A can be realized as a limit map of closed
linear operators Ai : Ei → Ei.

Note that the surjectivity of the connecting morphisms implies surjectiv-
ity, and also openness, of the projections %i : F → Ei. For every y ∈ Ei =
%i(F) we choose x ∈ F such that %i(x) = y, and define Ai(y) := %i(Ax).
To check the correctness of this definition, let x1 and x2 in F be such that
%i(x1) = %i(x2). Then

Ai%i(x1)−Ai%i(x2) = %iA(x1 − x2)
(H1)(i)

= 0.

Now assume that Ei 3 uk → u and Aiuk → v ∈ Ei. Choose any x ∈ F
with %i(x) = u. For every n ≥ 1, since %i is open, there is a δn > 0 such
that, if ‖y − u‖Ei < δn, then y ∈ %i({z ∈ F : d(z, x) < 1/n}). We can choose
kn ≥ 1 such that ‖ukn − u‖Ei < δn, and hence there exists xkn ∈ F with
d(xkn , x) < 1/n. From the continuity of A it follows that Axkn → Ax, and
consequently Aiukn = %iAxkn → %iAx = Aiu. This implies that Aiu = v,
and hence Ai is a closed operator.

Finally,
%jiAju = %ji%jAx = %iAx = Ai%jiu

for any x ∈ F such that %j(x) = u. Thus {Ai} is a map of inverse systems.

Step 2. We prove that λI −Ai is invertible for all i ≥ 1 and λ > 0.
For every v ∈ Ei we select y ∈ F with %i(y) = v. By assumption (H1)(ii)

we can find x ∈ F such that (λI −A)x = y. Set u := %i(x). Then

v = %i(λI −A)x = λ%i(x)− %iAx = (λI −Ai)u,

so the operator λI −Ai is onto.
Now, pick any u,w ∈ Ei and x, z ∈ F with %ix = u and %iz = w. Assume

that (λI −Ai)u = (λI −Ai)w. Then

0 = (λI −Ai)(u− w) = %i((λI −A)(x− z)),

which means that (λI−A)(x−z) ∈ Ker pi, and so x−z ∈ (λI−A)−1(Ker pi).
Assumption (H1)(ii) implies that x − z ∈ Ker pi. Hence, u = w, and the
bijectivity of λI −Ai is proved.
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Step 3. Let Riλ = (λI − Ai)−1, the resolvent for Ai. It is easy to check
that (λI −Ai)−1 = ((λI −A)−1)i. Taking this into account one has

‖Riλ(u)‖Ei = ‖(λI −Ai)−1(u)‖Ei = ‖((λI −A)−1)iu‖Ei

= pi((λI −A)−1x) ≤ 1
λ
pi(x) =

1
λ
‖u‖Ei ,

where %i(x) = u. The Hille–Yosida theorem applied for every i ≥ 1 implies
that each Ai is the generator of a continuous semigroup of contractions
(T i(t))t∈J . Moreover, if j ≥ i, then

%jiT j(t)x = %ji
(

lim
n→∞

(
I − t

n
Aj
)−n

(x)
)

= lim
n→∞

%ji
((

I − t

n
Aj
)−n

(x)
)

= lim
n→∞

(
I − t

n
Ai
)−n

(x) = T i(t)x,

since %ji(I − t
nA

j) = (I − t
nA

i)%ji, and consequently(
I − t

n
Ai
)−1

%ji =
(
I − t

n
Ai
)−1

%ji
(
I − t

n
Aj
)(

I − t

n
Aj
)−1

=
(
I − t

n
Ai
)−1(

I − t

n
Ai
)
%ji
(
I − t

n
Aj
)−1

= %ji
(
I − t

n
Aj
)−1

.

Step 4. From Theorem 3.1 in [7] it follows that for every i ≥ 1 the set
Mi

xi0,η
of all mild solutions of the problem

(CiAF )
{
ẋ(t) ∈ Aix(t) + F i(t, x(t), η) for a.e. t ∈ J ,
x(0) = xi0 = %i(x0) ∈ F

is an absolute retract, being a retract of the convex closed subset{
x : J → Ei

∣∣∣x(t) = T i(t)x0 +
t�

0

T i(t− s)f(s) ds, f ∈ L1(J,Ei)
}

of the Banach space

W i(J,Ei)

:=
{
x : J → Ei

∣∣∣x(t) = T i(t)ξ +
t�

0

T i(t− s)f(s) ds, ξ ∈ Ei, f ∈ L1(J,Ei)
}

equipped with the norm ‖x‖W i = ‖x‖C + ‖f‖L1 . Here ‖f‖L1 is the weighted
Bielecki norm (cf. [7]).
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Let x0 = (xi0) ∈ F, where xi0 ∈ Ei. We check that {Mi
x0,η} is an inverse

system. Let x ∈Mj

xj0,η
and i ≤ j. Then, since the connecting morphisms are

linear,

%jix(t) = %ji(T j(t)xj0) + %ji
(t�

0

T j(t− s)f(s) ds
)

= T i(t)%ji(xj0) +
t�

0

T i(t− s)%jif(s) ds

for some f(·) ∈ F j(·, x(·), η). But

%jif(s) ∈ %ji(F j(s, x(s), η)) = F i(s, %jix(s), η),

so %jif is a measurable selection, and this implies that %ji ∈ Mi
x0,η. By

Step 3 there exists a family of limit operators T (t) = lim←−T
i(t). Assume that

f is a measurable selection of F (·, x(·), η), and

x(t) = T (t)x0 +
t�

0

T (t− s)f(s) ds,

i.e., x ∈ Mx0,η. Then we can check as above that %ix ∈ Mi
%i(x0),η

for
every i ≥ 1. On the other hand, if (f i)i≥1 is a thread of measurable maps
f i : I → Ei such that f i(s) ∈ F i(s, xi(s), η) for a.e. s ∈ I, where (xi)i≥1

is a thread in {Mi
xi0,η
}, then f := lim←− f

i : I → F is a measurable selec-

tion of F (·, lim←−x
i(·), η). Indeed, for every base open subset (%i)−1(U) of F,

where U is open in Ei, the set f−1((%i)−1(U)) = (%if)−1(U) = (f i)−1(U) is
measurable. Moreover, since f i ∈ F i(·, xi(·), η), we obtain

f = lim←− f
i ∈ lim←−F

i(·, xi(·), η) = F (·, lim←−x
i(·), η).

Now, for x := lim←−x
i, we have %i(x(t)) = T i(t)xi0 +

	t
0 T

i(t − s)f i(s) ds, and
consequently x(t) = T (t)x0 +

	t
0 T (t − s)f(s) ds, that is, x ∈ Mx0,η. Thus

Mx0,η = lim←−M
i
xi0,η

. This completes the proof of the theorem.

Remark 4.3. In the above result we can assume, instead of (H1), that
A = lim←−A

i where each Ai : D(Ai) → Ei is the generator of a continuous
semigroup of bounded linear operators. Notice that Steps 1–3 of the proof
were devoted to showing this projective limit connection between A and Ai.
Note that since D(Ai) = Ei and lim←−D(Ai) = D(A), the operator A is also
densely defined and closed.

Open problems. 1. Is the solution setMx0,η an absolute retract? This
is an open problem even in the case where the values of F are convex and
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compact. It seems that a positive answer depends on the possibility of con-
structing a map {ri : L1(I,Ei) → Mi

xi0,η
} of inverse systems consisting of

retractions. The existence of such retractions on each level follows from re-
sults based on the method due to Bressan, Cellina and Fryszkowski [4]. The
difficulty is to guarantee that %jirj = ri%ji. We know that in general the
choice of a sequence of retractions connected by such equalities is impos-
sible, and hence usually projective limits of absolute retracts are only Rδ
sets.

2. Does there exist a continuous selection η of the solution map x0 7→
Mx0,η? The obstacles to solving this problem are similar. Note that the
answer is affirmative in the case of a Banach space (for a right-hand side
F (t, x) ≡ F (x)) even if we only assume that F is one-sided Lipschitz con-
tinuous (see [11]).
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