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On the local Cauchy problem for first order
partial differential functional equations

by ELZBIETA PUZNIAKOWSKA-GALUCH (Gdansk)

Abstract. A theorem on the existence of weak solutions of the Cauchy problem
for first order functional differential equations defined on the Haar pyramid is proved.
The initial problem is transformed into a system of functional integral equations for the
unknown function and for its partial derivatives with respect to spatial variables. The
method of bicharacteristics and integral inequalities are applied. Differential equations
with deviated variables and differential integral equations can be obtained from the general
theory by specializing given operators.

1. Introduction. For any metric spaces X and Y we denote by C(X,Y)
the class of all continuous functions from X into Y. We will use vectorial
inequalities with the understanding that the same inequalities hold between
their corresponding components.

Suppose that M € C([0,a],R"}), a > 0, Ry = [0, +00), is nondecreasing
and M(0) =6, 6 =(0,...,0) € R". Let E be the Haar pyramid

E={(t,r) cR™™ ¢t c[0,a], ~b+M(t) <z <b— M(t)}

where b € R and b > M (a). Write Ey = [—bp, 0] x [—b,b], where by € R
and B = [—bg — a, 0] x [—2b,2b]. For (t,z) € E define

Dlt,z] ={(r,y) eR"™™: 7 <0and (t+ 7,2 +y) € EgUE}.

Then D[t,z] C B for (t,z) € EgUE. Given z: EyUE — R and (¢t,z) € E,
define z( y: D[t,x] — R by 244 (7,y) = 2(t + 7,2 +y), (1,y) € D[t,].
Then z(;,) is the restriction of z to (Ep U E) N ([~bo,t] x R™), shifted to
Dlt, x].

Suppose that ¢g: [0,a] — R and ¢ = (¢1,...,0,): E — R™ are given
functions such that 0 < ¢o(t) < t and (¢o(t), ¢(t,x)) € EgUE for (t,z) € E.
Write ¢(t, ) = (¢o(t), #(t, z)) for (t,xz) € E. Put 2 = ExRxC(B,R) xR"
and suppose that f: 2 — R and ¢: Ey — R are given functions. We propose
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here a new general model of functional dependence in nonlinear differential
equations with partial derivatives. We consider the functional differential
equation

(1) Owz(t,x) = f(t, @, 2(t,7), 2p(1,2), 02 (L, T))
with the initial condition

(2) z(t,x) =(t,x) on Ey

where x = (1,...,2y), 0p2 = (0ny2,. .., 04, 2).

The aim of the paper is to prove the local existence of weak solutions for
the initial value problem , . We use the method of bicharacteristics. The
Cauchy problem is transformed into a system of functional integral equations
for the unknown function and for its partial derivatives with respect to spatial
variables. We prove the existence of a solution of this system by using the
method of successive approximations and theorems on integral inequalities.
Classical solutions of the functional integral equations lead to weak solutions
to , .

We give examples of nonlinear equations which can be obtained from
by specializing f.

EXAMPLE 1.1. Suppose that f: EXxRxRxR"™ — R is a given function.
Set f(t,x,p,w,q) = f(t,z,p,w(0,0),q). Then (1)) becomes the equation with
deviated variables

(3) Oz(t,x) = f(t,z, 2(t, x), z(¢(t, x)), Opz(t, z)).

EXAMPLE 1.2. Suppose that ¢(t,2) = (t,z) on E. For the above f we
put

f(t,w,p,w,Q)Zf(t,x,p, | w(T,y)dey,q)-
Dlt,x]

Then is equivalent to the integral equation

(@) Geta) = F(ta a2t a), | e (ry)drdy, 0zt 7).
Dlt,x]

It is clear that more complicated examples of differential equations with
deviated variables and differential integral equations can be obtained from
for suitable f and ¢.

Let us give a brief review of existence results concerning local Cauchy
problems for first order differential and differential functional equations.

T. Wazewski [11], [12] initiated the theory of classical solutions of the
Cauchy problem
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(5) Oz(t,x) = F(t,x, 2(t,x), 0z2(t, x)),
(6) z(to, ) = w(x).
considered on the Haar pyramid. The following existence result can be de-

duced from [12]. Fix (to, zo, po,qo0) € R Write x = (k,...,k) € R?
where xk > 0, and

Z=lto— K,to+ K] X [wo — X, w0 + x| X [po — &, po + K] X [q0 — X; g0 + X]-
Set n= (:L‘apa Q)v n= (7717 ) 772n+1)' Suppose that
1) the function F': = — R of the variables (¢, x,p,q) is continuous and
the partial derivatives 0,F = (O, F, ..., Op,, ., F') exist with 0,F €
0(57 RZn—&—l)7
2) the estimates
F(P) <A, 10, F(P) <A i=1... 20+1,

are satisfied for P = (t,z,p,q) € 5, and 0, F satisfies the Lipschitz
condition with respect to (z,p,q) with the constant A,

3) w: [vo—x,70+x] — Ris of class C! and |0,,w(z)| < A,i=1,...,n,
T € [xo — X, To + X],

4) the following estimates hold:

K
lw(zo) — po| < 1’ |3xiw($o) — qoi|] <

where ¢o = (qo1,---,qon) and & < kK.

s |qu|§A, izl,...,n,

|

Under these assumptions there is a Haar pyramid

(7)  H={(t,z) € R™™ : ¢ € [ty — ag, to + ao),
x € [1’0—b+M‘t—tQ|,$o+b—M‘t—t0|]}

such that the initial value problem , @ has a solution defined on H.
The formulas for ag,b = (b1,...,b,),M = (My,..., M,) are given in [12].
The number ag and the vectors b, M depend on k, A, k. Hence we have the
existence of classical solutions to , @ and the domain of the solution
is estimated. The method of characteristics and theorems on differential in-
equalities are used in [12]. Sufficient conditions for the existence of classical
solutions to , @ can also be deduced from [4, Chapter 2|.

Initial value problems for nonlinear first order partial differential equa-
tions have the following property: the proof of the existence of classical so-
lutions to , @ and the existence results for the Cauchy problem which
are global with respect to spatial variables, are based on the same ideas.
The following existence result can be deduced from [6]. Let 29 be a bounded
domain in R, Assume that H C 2y where H is given by . Suppose
that F: 29 x R — R is continuous and bounded and
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1) 0.F, 0,F, O4F exist, are continuous and bounded, and
(|0 F(P)|, ..., |05, F(P)|) < (My,...,M,) for P € xR

with M = (Mj,..., M,) appearing in (7)),
2) 0,F, 0,F, O4F satisty the Lipschitz condition with respect to (z, p, q),
3) w: [zg —b,x0 +b] — R is of class C! and d,w satisfies the Lipschitz
condition.

Then there is 0 < ¢ < ag such that problem , @ has a solution @ defined
on H N ([—¢,¢] x R™). The constant ¢ can be estimated.

The proof of the above result is based on the method of successive ap-
proximations and the theory of characteristics of the second order.

Weak solutions to ([5), (6) were considered in [2]. Existence results are
based on a method of quasilinearization which was introduced and widely
studied in nonfunctional setting by M. Cinquini Cibrario [2]. The method
consists in linearization of the right-hand side of with respect to the
last variable. In the second step, a quasilinear system is constructed for the
unknown function and for its spatial derivatives. The system thus obtained
is equivalent to a system of integral equations of the Volterra type. Classical
solutions of the integral equations lead to weak solutions of , @

Various models of functional dependence in partial differential equations
are used in the literature. Several papers deal with an initial value problem
for the equation

(8) Oz(t,x) = G(t,z,2(+), 0xz(t, z))

or a weakly coupled system (][9], [10]). The variable z(-) represents the func-
tional argument. Sufficient conditions for the existence of classical solutions
defined on the Haar pyramid can be deduced from [9]. The above existence
results can be characterized as follows: theorems have simple assumptions
and their proofs are very natural. Unfortunately, only a small class of func-
tional differential equations is covered by this theory. The results given in
[9], [10] are not applicable to (3) and (4).

An extension of this result to functional differential equations of the
Volterra type was given in [5, Theorem 2.4|. Classical solutions are obtained
by using the method of successive approximations.

Numerous papers concern initial value problems for equations

9) Opz(t,x) = F(t,x, (W2)(t, x), 0p2(t, x))

where W is an operator of the Volterra type and F is defined on finite-
dimensional Euclidean space. The main assumptions in existence theorems
for @D concern the operator W. They are formulated in the form of norm
inequalities in appropriate function spaces ([1], [3], [8]). These inequalities
are linear, which is the main shortcoming of this theory.
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Uniqueness criteria for initial value problems are obtained by using dif-
ferential or differential functional methods and they can be found in 5], [9].

2. Bicharacteristics. The maximum norm in the space C(B,R) will
be denoted by || - || . For a function w € C(B,R) and for a point (t,z) € E
we put By = (Eg U E) N ([—bo,t] x R™"), 0 <t < a and

[0l pft,a) = max{|w(r, y)| : (1,y) € D[, z]}.

CoONDITION (V). Suppose that f: {2 — R is a given function of the vari-
ables (t,x,p,w,q), ¢ = (q1,--.,qn). We will say that f satisfies condition (V')
if for each (¢, z,p,q) € E x R and for w,w € C(B,R) such that w(r,y) =

w(r,y) for (1,y) € D]p(t,x)] we have f(t,z,p,w,q) = f(t,x,p,w,q).

Note that condition (V') means that the value of f at the point (¢, z, p, w, q)
€ (2 depends on (t,z,p,q) and on the restriction of w to the set D[p(t, z)]
only.

Given ¢: Ey — R, put By = (Eg U E) N ([—bo,t] x R™), 0 <t < a, and

Hy=FEnN(0,t] xR"™), S;=[-b+ M(t),b—M(¢)], te]l0,a,
Iz ={te[0,a]: =b+M(t) <z <b—M(t)}, ze[-bb

We consider weak solutions of initial problems. A function z: E. — R, where

0 < ¢ < a, is a solution of , provided

(i) 2 € C(E.,R) and 0,z exists on E. \ Ey,
(ii) Z(-,x): Ilz] — R is absolutely continuous for each x € [—b, b],
(iii) for each x € [—b,b] equation is satisfied for almost all ¢ € I[z]
and condition holds.

This class of solutions lies between classical solutions and solutions in the
Carathéodory sense, and both inclusions are strict.

We will denote by L([7,#],RE), ¢ > 0, [7,#] C R, the class of all integrable
functions 7: [7,#] — R%. The maximum norms in C(E;,R) and C(E;, R")
are denoted by || - ||z r) and || - ||z rny, respectively. Given (a1, as) € R%, we
denote by K the set of all ¥ € C'(Ep,R) such that

(1) (Op ¥, ..., 0z, %) = Opt exists on Ey and 9,0 € C(Ey, R™),
(ii) for (t,x),(t,z) € E we have

10x(t, 2)[| < a1 and [[0:(t, ) — Dotp(t, T)|| < agflz — 2.

Let 1) € K be given and let 0 < ¢ < a, d € Ry, s = (s1,52) € R2 and
51> a1, d > 2ay, s > 2az. We denote by Cy .[d] the set of all z € C(E,,R)
such that z(t,z) = ¢(¢t,z) on Ey and

|z(t,x) — 2(t,z)| < d||z —z|, (¢t ), (tz) € E..
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Let Cyy.c[s] be the class of all u € C(E.,R") such that u(t,z) = 0,¥(t, x)
on Fy and
lu(t, z)| <s1 andu(t, z) — u(t, Z)|| < soflz — 2] on E.

AssuMPTION Hj. The function f: 2 — R of the variables (¢, z,p, w, q)
satisfies condition (V'), the derivatives (0, f, ..., 0y, f) = Oy f exist on 2 and
the following conditions hold:

1) Oyf(-,z,p,w,q): I[z] — R™ is measurable for (x,p,w,q) € [—b,b] x
R x C(B,R) x R” and 9,f(t,-): S x R x C(B,R) x R* — R" is
continuous for almost all ¢ € [0, al,

2) there are L € L([0,a],R ) and o € ([0, a], R"}) such that

(100, f (. p,w,q)], ..., [0g, f(t, 2, p,w,q)]) < (1 ()., on(t))
where o = (o, .. . ,an) and
(10) Haqf(t,x,p,w,q) —3qf(t,a_:,ﬁ,w,(j)H
< L) [lz |+ Ip —p| + [w — @[5+ llg — qll]
on {2,

3) for t € [0,a] we have M(t) = |, «
4) (boEC([,a] R), p € C(E R")and

(i) for (t,z)€ E we have ¢(t,x) = (¢po(t), d(t,z)) € E and ¢o(t) <t,
(ii) the partial derivatives 0,¢ = [Oz;i]ij=1,.,n exist on E and
|020(t, )| < Q on E.

LEMMA 2.1. Suppose that A: 2 — R is continuous and

1) ¢ = (¢o, ®) satisfies conditions 4) of Assumption Hy,
2) there is \: [0,a] — Ry such that

|A(t, z, p,w,q) — A(t, Z,p, @, q)||
<Az = 2|+ [p = pl + lw —w|B + lg — qll] on 2

and A satisfies condition (V'),
3) v eKand z € Cy.[d], u € Cay.cls].

Then
HA(tax7Z(tax)7zgo(t,x)7u<ta .’IJ)) - A(t,a’:,z(t,i‘),zw(m),u(t, i))”
<A1 +d1+Q)+s2)|z—Z|  on H..

Proof. Note that the functions z,; ) and 2, z) have different domains.
Hence we need the following construction. Write Y = [—bg, a] x [—4b, 4b].
There is Z: ¥ — R such that

(i) 2 € C(Y,R) and Z|g,uE = 2,
(i) for (¢,x),(t,z) € Y we have |2(t,x) — 2(t,z)| < d||z — Z||.

t

O
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For given (t,z) define w,w: B — R by
w(T7 y) = Zgo(t,x)(Ta y) = 2(¢(tax) + (T7 y))7
QIJ(T, y) = ’%go(t,i) (Ta y) = 2(¢(t7 j)
where (7,y) € B. Then

[AQ, 2, 2(8 @), 21,0y, ults 2) = AL T, 2(8, ), 2p(1.2), u(t, ) |
= ||A(t, z, 2(t, ), w,u(t,x)) — A(t, &, z(t, &), w, u(t, z))||
< AWl =2 + |2(t,2) = 2(t,2)| + |w — @l 5 + [Ju(t, z) — u(t, T)l]
= A()[llz — z|| + [2(t, ) — =(t, )]
+2pta) = Zoea) B + llult, 2) — u(t, )]
<A +d(1+Q) + s2)||z — 7.

This completes the proof.

+
=S
=

Suppose that Assumption H; is satisfied and ¢ € K, z € Cy[d], u €
CB"ZLC[S]' Write T[Z, u] (t7 .T,') = <t7 z, Z(tv [13), Zp(t,x) U(t, .’IJ)) Let g[Z, 'U,](, t, .%')
denote the solution of the Cauchy problem

(11) 1'(7) = =0gf (T2, (7, n(7))),  n(t) ==,

where (t,z) € H.. The function g[z,u](-,,x) is the bicharacteristic of

corresponding to (z,u). The main properties of the bicharacteristic are given
in the following lemma.

LEMMA 2.2. Suppose that Assumption Hi is satisfied and

P EK, 2€Cy.ld, 2e€Cy[d, ueCaycls], @eCyy[s]
where 0 < ¢ < a. Then the bicharacteristics g[z,u|(-,t,z) and g[Z,u](-,t, x)
exist on intervals [0, k[z,u](t, z)] and [0, k[Z, u)(t, z)] such that

(klz, u](t, ), g[z, u]](k[z, u](t, z), t,z)) € OH,
and
(5[%, 2 (t,2), gl2) (5[5, 3¢, 2), 1, 7)) € OH,

where OH. is the boundary of H.. The solution of s unique and we have
the estimates
(12) lglz, ul(7,t, 2) — gz, ul(7,
where T € [0, min{x[z, u](t, z), &z, u] (¢,

(13) Hg[z,u](T,t, .CC) —g[f,ﬁ](T,t, x)”

< O[Oz = 2l + llu = all e ] €

T

t,7)] < O(c)|lz — |
z)}] and
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where T € [0, min{k[z, u|(t, x), k[Z, 4|(t,x)}] and
-
O(r) = 2exp|(1+d(1+ Q) +52) | L(¢) dc .
0
Proof. The existence and uniqueness of the solution of follows from
classical theorems. Note that the right-hand side of the differential system
satisfies the Carathéodory conditions, and the following Lipschitz condition
holds:

10g.f (T'[z, ul(7, ) = Og f (T2, u] (7, §)|| < L(7)(1 + d(1 + Q) + s2)lly — 7.

We prove that the bicharacteristic g[z,u|(-,¢,x) exists on [0, x|z, u](t, z)].
Suppose that [tg,t] is the interval on which the bicharacteristic is defined.
Then

d
—Oé(T) < dig[zv u](77t>$) < Oé(T) for 7 € [t07t]>

T

and consequently
—b+ M(7) < glz,ul(r,t,2) <b— M(7) for T € [to,t].

This yields (7, g[z,u|(7,t,2)) € E for T € [ty,t] and the assertion follows. It
follows from Assumption H; and Lemma[2.I] that the bicharacteritics satisfy
the integral inequality

||g[z,u](7',t,:v) *g[zau](ﬂtvj)H .

< fla =7l + (1 -+ d(1+Q) + 52)|§ LQlgle, (¢, 1,) — gl wl (¢, 1, )],
where 7 € [0, min{k[z, u|(t, x), K[z, u|(t,Z)}]. It follows from the Gronwall
inequality that estimate is satisfied. Now we prove inequality . For
2 € Cycld], 2 € Cp [d], u € Coy.cls], & € Cyy [s] we have

Hg[z, u](Ta 2 ‘T) - 9[27 ﬂ] (7-7 2 x)”

t
< 2|J L1z = ey + lu = llerm) ¢

t

+ (L4 d(1+ Q) + 52)| | L(Q gLz ul (¢, ) — gl (G, t.2) | dC
where 7 € [0, min{k[z, u|(t, z), k[Z, @] (t, z)}]. From the Gronwall inequality
we deduce ([13]).

3. Integral equations. Let us denote by CL(B,R) the class of all con-
tinuous linear operators from C(B,R) to R. The norm in CL(B,R) gener-
ated by the maximum norm in C'(B, R) will be denoted by || - ||«. The scalar
product in R” is denoted by o.
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ASSUMPTION Hs. Assumption H; is satisfied and

1) f(,z,p,w,q) : Ilz] — R is measurable for (z,p,w,q) € [-b,b] x R x
C(B,R) x R™,
2) (Op fs--. 300, f) =0zf, Opf exist on {2 and

azf(',xapawacﬁ : I[IL’] - Rna 8pf('a:l:7p7w7Q) : I[CE] —R

are measurable for (x,p,w,q) € [-b,b] x R x C(B,R) x R",

3) the Fréchet derivative 0, f exists and 0y, f (¢, z,p,w,q) € CL(B,R) on
2, and Oy f(+,z,p,w,q)w : I[xz] — R is measurable for (z,p,w,q) €
[~b,] x R x C(B,R) x R"), © € C(B,R),

4) there are ag, f € L([0,a],R;) such that |f(¢,z,p,w,q)| < ap(t) and

Ha:lff(t7x7pvw7q)H7 yapf(t7$7p7w7q)’7 Hawf(t7m7pvw7q)H* S ﬁ(t)
on {2 and the expressions
102 f (¢, 2, p,w,q) — Ou f(t. 2, P, w, )|,
|8pf(t,x,p,w,q) 8Pf< x ﬁvwaq)’7
Hawf(tvl‘apawaQ> awf( z p w?@)”*
]

are bounded from above by L ] —Z||+|p—p|+|lw—w|p+lg—all],
5) @ € Ry is such that ||0,¢(t, x) — ( Z)|| < Q|lx — z|| on E.

Write Plz,u|(7,t,2) = T[z,u|(t, gz, u](7,t,2))) and

awf(P) * W = (8u)f(P)U~)la cee aawf(P)QDn)7
Up(t,x) = ((ul)cp(t,x)7 vy (un)ap(t,x))

where P = (t,z,p,w,q) € 2, 0 = (W1,...,w,) € C(B,R") and u =
(Ul,...,un) € C(EO U Ean) Let ( tz)) $¢(t .’E) [1/1( ) )] — R™ be
defined by

(utp(ta: ) :ng t $ (Zaxlqbz/ t x)(ulf) ptx)r .- 7Zaﬂvn¢v(t7$)(uv)ap(t,x))'
v=1
Define F[z,u] and G[z,u] = (Gi]z,ul,...,Gy[z,u]) by

Flz,ul(t,

) = (0, g[z,u](0, ¢, z))
+ [ (Plz,u)(¢ t, @) = 04 (P2, ul(¢ 1)) 0 u(C, glz, u) (¢, 2)) ] dC
0
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and

t

Gz, u)(t, ) = 9,(0, g[z, u) (0, t, ) + | Do f (P2, u](( 8, 7)) dC
0

+ VO f(Plz,ul(C, 1, 2))u(C, gz, ul(C, 8, ) dS

+ [8wf(P[Z, u](Ca t, .1‘)) * ucp((,g[z,u]((,t,a:))]

Ot o+ O e

. 81¢(C7 g[za U] (Ca t) SL’)) dC
We shall consider the following system of functional integral equations:

(14) z(t,x) = Flz,ul(t,x), u(t,z)= G|z, u|(t,x),

(15) glz,ul(rt,2) = 2 + | 9, f (Plz,u](C, t, ) dC,

T

(16) 2(t, ) =v(t,z), u(t,z)=0,¢(t,x) on Ey.

The proof of the existence of a solution of the above problem is based on the
following method of successive approximations. Suppose that Assumption Ho
is satisfied and ¢ € K. We define sequences {z™}, {u(™} in the following
way. We first put

Z(O)(t,l‘) _ {d’(ta ‘T) on EO) 'U,(O)(t, ) _ {81‘w(t7x) on EO;
(0,xz) on H., 0:v(0,2) on H,.
If 2m . B, — R, w™ . E. — R™ are already defined then w(m+l) =
D0 (t, ) on Eg and u(™*Y is a solution of the equation

(17) ut,z) = G [ul(t,z), (t,x) € EN([0,d x R™),
where G(™) = (Ggm), . ,G%m)) is defined by

G u)(t, x) = 0x1(0, g™, u](0,8,2)) + § 8 F(P[2™), ] (¢, 2)) dC
0

+\ 0, f (P (¢, t,2))u™ (¢, g2 u](¢, 8, 2)) dC

+ ) 0w f (P, u)(C, ) % (™) gam (.t

Ot &+ O ey

: 8:c¢(<7 g[z(m)’ u](Cv t? $)) dC
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The function z(™*1) is given by
(18) 20 (¢ 2) = F[20 o™, 2)  on H,,
(19) 2D (¢ 1) = (t,z) on Ep.
REMARK 3.1. Observe that the equations
u(t,z) = Gz, u(t, x)

and (| are not identical. Equation (|17)) is obtained in the following way.
Suppose that 2™ : E, —» R and «(™: E, — R™ are known functions. Con-
sider the differential equation

(20) Oz (t,x) = [t 2,2 (1, 2), 207 Oua(t, ).
We put v = 9,z in . Then we obtain the differential equations for u:
(21)  Bui(t,x) = 0y, F(S[2"™ (7)) + Opf (S[2™, u](t, %)), 2™ (¢, 7)
+ 0w (ST ] (t2)) % (022" ()] © Dy B8, 7)
+ 0, (S u](t, @) 0 Opui(t,x), i=1,...,n,
where S[2™ u](t,z) = (t,, z(m)( x), 2 (m) u(t,z)). If we assume that

ot )
Dy2(M) = 4 (m) (see Theorem |3 , then by integrating along the bichar-

acteristic g[z("™), u](-,t, ) we obtain (17).

We prove that the sequences {z(™} and {u("™} exist on E. provided
c € (0, a] is sufficiently small. Write

A(r) = 6(e)(§ 8(¢) d + 51 | L(€) dc )
0 0
A(r) = O(0)[L +d(1 + Q) + s2] | L(¢) d,
0
B(r)=0(c)|8(Q)d¢,  T€(0,d].

0
ASSUMPTION Hj. The constant ¢ € (0, a] is so small that

d > a10(c) + A(e)(1 + d(Q + 1) + s2) + | M (c)||O(c)s2,

s1> a1+ (1+51(1+Q)) 5 ) d,
0

s2 > a20(c) + A(e)(1+ s1(1+ Q)) + B(c)(s2(1 + Q%) + 51Q).

REMARK 3.2. Since d > 2ay, s; > ai, s > 2aqg, there is ¢ € (0,a] such
that Assumption Hj is satisfied.
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THEOREM 3.1. If ¢ € K and Assumptions Hy, Hs are satisfied then for
any m € N:

(In) the sequences {z(™} and {u(™} are defined on E. and 2™ ¢
Cy.cld], ul™ € Coy.cls],
(I,,) 0pz(™ =™ on E,.
Proof. We argue by induction. It follows from the definitions of z(?) and
u(®) that conditions (Iy) and (1) are satisfied. Suppose that (I,,,) and (II,,)

hold for a given m > 0. We first prove that there is u(™t1) ¢ Coy.c[s]. We
claim that

(22) G, Cay.cls] = Cayp.cls].

Suppose that u € Cyy ([s] and (¢, z), (t,Z) € He. It follows from Assumptions
Hs and Hj that

c

G ] (t,2)]| < a1 + (1 +s1(1+@Q)) | B(C) dC < 1
0

and
|Gkt ) — GVl )|
< a20(0) + A(e)[1+s1(1+ Q)]+ B(e) (52(1+ Q%) +51Q) |z — 2| < 2]z —z.
This proves (22)). It follows from Assumption H and from (I,) that there
is I" € L([0, c], R}) such that for u,u € Cy, c[s] we have
t
G [u)(t, @) — G [a)(t )| < {T(Q)llu — all¢gmy ¢, (f2) € He.
0
Write

Ju—a] = maX{Hu — | (rrm) exp{—Q S I'(s) ds} :1 €0, c]}
0
Then we have

IG™ ) (¢, ) — G [a) (t, )|
< [utm*+) - a<m+l>]]‘ [ rer) exp{2§1—'(s) ds} dT‘
0 0

1
“[umtD — g D] exp {2\ I'(s) ds
| (e

IN

and consequently

(6] - GV al] < Sl al.
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From the Banach fixed point theorem we find that u(™*1) € Cyy .[s] exists
and is unique. It follows easily that z("*1) given by , satisfies the
condition 2™+ € Oy, .[d]. Now we will show (II,41). Write

Ut,z,z) = 2" (¢, z) — 2t 2) — w8, 2) 0 (7 — 2).
We will prove that there is K > 0 such that
(23) \U(t,z,z)| < K||z —Z||* for (¢,z),(t,Z) € E..
It follows that
U(t,,z) = F['™, o™ ](t,z) — F[2™ u™D](¢, 2)
— GUM[um)(t, 2) o (& — ).

For m € N write

9" (rt,z) = g™, V(1 ¢, ),

pm) (1,t,x) = T[z(m), u(erl)](T,g(m)(T, t,x)).

Note that (z(m))@(§7g(m)(§,t,f)) and Z<(pn(1§)7g(”)(§,t,cc)) have different domains.
Hence we need the following construction. Put A = [—by — a, a] x [—4b, 4b).

There are Z(™ e C(A,R) and U™ e C(A,R") such that

(1) Z2m(t,2) = 20 (t, ) and U™ (t, 2) = u™ (¢, 2) on EyU E,, where
Ut = o™, uM),
(i) 9,2 (t,z) = UM (t,z) on A.

Then the functions
(Z")gegomie e (2ot gm g2 (U™ (e gm0
for (t,z),(t,z) € E., £ € |0, |, are defined on B. Write
T (7,6t 2,7) = T2, w0 V(€ g™ (6,1, 7))
+ (1 =T, W] gt (€ 1), 0<T <1
We apply the Hadamard mean value theorem to the difference
FPE,a™ (e 8, 2)) = F(PE,u™ V] 8 @),

Then we have
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(24)  U(t,z,z) = (0,9"™(0,t, 7))
—(0,9"(0,¢,2)) — 351(0, g™ (0,1, %)) 0 (z — x)

+ § § 0p f(T (7, 6,1, 2,2)) 0 [g"™) (&, 1,7) — "™ (&, t, )] dE

"

+ V0,1 (T (7,61, 2, 7))

N 20 g (e 1 ) — 2 (E g (6 @) dE
+ S) S) Ouf(T™ (16,8, 2, 2)) % 12000 yomr ey~ Do g )
+ ﬁ@qf(T(m)(T,g,t,x,x))

N o [u™ (g, g™ (&1, 7)) — ul™ D (&, g (& 8, 2))] dE
- S [0g f(PT(&,1,7)) 0 ul™ D (&, g™ (€, 8, 7))

- gqf<P<m><£, t,x)) o ul™ (¢, g™ (&, t, 2))] d€

Ou f(P™(E,t, 7)) dE o (2 — )

Ot &+ Ot &+ O e

Opf (P (&, t,0))ut™ (€, g™ (€,1,2)) dE o (2 — )

[Ou f (P (&, 8,2)) % (U™) e gom ey

-0, (&, g™ (&, t,x)) dE 0 (T — ).

For simplicity of formulation of the next properties of U(t, z,T) we write

t1
U(t,z,3) = | [0 (T (7,€, 1,2, 7)) — uf (P (&, 1, 2))] dr
00
9"t 7) — g (€t 3)] dE
t1
+ WV 10,10 (7,6, 8,2, 3)) — 0, (P (€, 1,2))] dr
00

Mg, g™ (1, 7)) — 2 (E, g (€t @) dE
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t1
+\ [ 0w F(T (7,61, 2,3)) — 00 (P (& 1, 2))] dr
00
(m) (m)
[Z p(E,gm (ELT)) Z@(s,g<m>(£7t,x))] dg
t1
[ [0, (T (7,6, 8,2, 7)) — D f(P™ (€, t, )] dr
00

o ™ (€, g™ (€, 1, 7)) — umD(E, g™ (€, 2))] de,

Up(t,2,7) = (0,9 (0,¢,2)) — ¥(0, g™ (0, ¢, ))
— 3,1(0, 9™ (0,1, 2)) 0 [¢"™(0, ¢, ) — g™ (0,1, 2)],

Ult,z,2) = §8pf<P<m> (&1, 2) 2 (€, g (& 1, 7)) — 2 (8 g (€ 8 w))
—ul™ (g, go<m> (&, t,2)) 0 (9" (€, t,2) — g™ (€, t,2))] dE
+S)awf(P(m)(§’t’x)) 2o gomiensn ~ Ziieamicio
— (U"™) (e g (61,00 (€, 9™ (€8, 2)) © (9 (6,8, ) — g™ (€, 8, 2))] dE,

I(t,z,7) = amo,g(m)(o,t,x))ox [0 f (P (1,1, 7)) — By f(P™ (1, t,2))] dr
+ {0 f(PU (8, 2)) 0 | [0, f (P (7,1, 2)) — 0 f (PU™) (7, x))] dr d&
+\ap (P (€t 2))ul™ (€, g (7))

o | [0 f (P (r,t,7)) — 0y f (P (7,1, 2))] dr d&
3

~

+ 10w F(PU(E1,2)) % (ul™) e gom 6.0.0) O (6, 9 (6, 1, )
0
t

o\ [0 f (P™)(7,t, 7)) — 0y f (P'™ (7, t,x))] dr dE.
13

We conclude from Assumptions H;, Hs that there is C > 0 such that
(25) \U(t,2,%)| + |Uy(t, 2, z)| + Ut z,7)| < Cllz — 7|2
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for (¢t,z), (t,z) € E.. It follows from that

g(m)(g’ ta f) - g(m)(é.a ta .1') - (j - l’)
t
= [0 (P (7,1, 7)) = 0y f (P (7., x))] dr.
3
The above relation and imply

(26)  U(t,z,2) = U(t,z,%) + Uy(t,x,7) + U(t, 2, %) + ['(t,x,7)

t
— ({0, (P (€, 1,2)) 0 ul™ D (€, ™ (¢, 1, 7))

0

— By f(PM™(&,t,2)) o u™ (g, g™ (€, 1, 2)) } d€

t

+§aqf P(E, t @) o [u™ (g, g™ (€1, 7)) — ulm D (g, g (¢, 1, 7)) dE.

It follows easily that

I(t,a,z) = \[0,f (P (7,t,7)) = 9, f(P"(r,t,))] 0 {axw(o,g““) (0,,2))

0

+ ) 0u F(PU (8, 2)) dE + § 0, (P (6,1, 2))ul™ (€, g™ (6, ) dE
0 0
+§awf "1, )) % (1) (g g 1) Do D€, 9 (6, 1, ) i b

The bicharacterlstlcs satisfy the following group property:
9" (&7 9" (7,2, y) = g™ (& 2, y).

Therefore we get

w7, g0 (7., 2)) = 0,0(0, 9™ (0,1, 7))
Sa FPI™ (¢ t, x))d§+§ b (P (€, 2))ul™ (€, "™ (€, t, ) d€
0 0
+§ (&t @) % ulT) ey |00 (E 9 (&8, ) d

and consequently

I'(t,x,7)

= [0 f(PU™) (7,1, 2)) = 9, f (P (8, 2))] 0 ul™ V) (7, g™ (7. ¢, 2)) dr.
0
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Write

t

Ud(t,w,2) = = | [0,f (PU (&, 4,7)) = 0,f (P (&, t,7))]
0

o [uw™D (7, g™ (7,1, ) — ™V (1, "™ (7, ¢, 2))] dr.
It is clear that there is C, > 0 such that
(27) U (t,x,Z)| < Cyllz — Z|%,  (t,2),(t,Z) € E,.
We conclude from and from the above relation that
Ut,z,2) = Uy(t,z,7) + U(t,2,7) + U(t, 2, %) + Uy(t, =, T)

for (t,z),(t,z) € E.. The above relation and , imply . This
completes the proof of the theorem.

4. Existence of solutions to initial value problems. We formulate
the main result of the paper.

THEOREM 4.1. If Assumptions Hy, Ho, H3 are satisfied then there is
a solution z: E. — R of , , Ify € K and 2: E, — R is a solution
of with the initial condition 3(t,x) = ) (t,x) on Eqy then there is K €
L([0, ¢],R4) such that

(28) 1|z = Zll@r) + 1022 — Dol (t,rm)
t

< eXP{S K(7) dT}[W — Q;H(O,R) + 1|09 — 3&5”(0,}1@)], te0,c].
0

Proof. We first prove that the sequences {z("™} and {u(™} are uniformly
convergent on F.. It follows from , that there are Ky, K1, Ky €
L([0, c],R4) such that

(29) (]2 — 2| gy + D — ™) oy
t
<V Eo(m)[12™ = 2|y + ™ = ul™]| gy dr
0
and
t
(30) (™ = w™ ) gy < VK1 (8)][ul™ D — 0w gy dr

0
t

+ Ko (r) (120 = 2Dy + ([0 =l gy d
0
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for t € [0, ¢], m > 0. From we deduce that

(B1) D = ul™ ) ey

t t
< exp [5 Ki(r) dr] {11207 = 207 D) gy 4 ™ — D ]
0

0
for t € [0, ¢]. We conclude from and that there is K € L(]0, c],Ry)
such that

(32) 2D =20 gy (D — W] gy
¢
< VK (7)[)]20" = 2V
0
where t € [0, ] and m > 0. Write

(m) _ 4y (m=1)

(rRm)] AT,

W (8) = max{[[2 = 2D gy + [l =D )

.exp[—2§K(g) df} T e [o,t]}.

0
We conclude from that
207D — 2| gy + ™D — u™ | g
t S
< W () | K (s) exp [2 [ &) dg} ds
0 0

W) (4 exp [25}((&) dg}, telo,d,
0

<

N | =

and consequently

W@y < —wm@),  telo,d.

/-\ [\3‘;_;

There is Cy € R, such that WO (¢
lim W (t) =0 uniformly on [0, ]

m—00

and there are z € Cy .[d] and @ = (u1, ..., U,) € Cay.c[s] such that

t) < Cp for t € [0,c]. We thus get

Z(t,z) = lim 2™ (t,2), a(t,z) = lim v (¢t,2) uniformly onF,.

It follows from Theorem and from the definition of the sequence that 0;z
and 9,z exist on E. and 0,z = u. Furthermore,

(33) zZ(t,z) = Fz,u](t,x), u(t,x)=G[z,ul(t,z), (t,x)€ E..
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For a given (t,x) € E. set y = g[z,0,Z](0,t,x). Then g¢[z,0;2](7,t,x) =
glz,0:Z](1,0,y) for 7 € [0, k(t, z)] where the interval [0, x(¢, )] is the domain
of g[z,0:2](-,t,z). Then the relations imply

(34) E(t,g[Z, 8$2](t70ay)) - ¢(07y)
t
+S [f(P[Z, 8x2] (7—7 O? y)) _8qf(P[57 aﬂ»‘i] (Ta 07 y)) 083?2(7-7 9[27 aﬂ»‘z] (Tv 07 y))] dr.
0
The relations y = g¢[z,0,2](0,t,2) and = = g[z,0,2](t,0,y) are equiva-
lent. By differentiating with respect to t and by putting again z =
glz,0:Z|(t,0,y) we find that z satisfies on E.. Now we prove (32)). There
is K € L(]0,a],Ry) such that

12 = Z|ler) + 1022 — 022 (¢,rr) < I[P — %Z)”(O,R) + 1029 — aaﬂZJH(o,Rn)
¢
+VK(IIZ = 2l (rr) + 1022 — 022 (rgm)] dr, € (0,].
0
Then we obtain from the Gronwall inequality. This completes the proof.
REMARK 4.1. Let z and z be solutions of the Cauchy problem , .
Then Theorem (4.1 shows that z and z coincide on the whole domain.
REMARK 4.2. Suppose that qﬁ((f): [0,a] — R,( gi),...,gbgf)): E — R",
i=1,...,k, are given functions and 0 < qﬁ(()z) (t) <t,

(65(1), 60 (7)., 6 (t,2)) € ByUE
for (t,x) € E,i=1,...,k. Write

oD (t,2) = (68 1), 8 (t, @), ..., 6P (t,2)), i=1,... k.
Put £ = E x R x (C(B,R))¥ x R” and suppose that G: = — R is a given
function of the variables (t,x,p, w1, ..., wk,q). We will say that G satisfies
condition (V) if for each (t,z,p,q) € E x R*" and for w;, w; € C(B,R),
i=1,...,k, such that w;(r,y) = @;(1,y), (1,y) € D[V (t,x)],i=1,...,k,
we have

G(t7 x7p7 w17 A 7wk7q) = G(t7x7p7 wl’ A 7/l'l_jk7q)'

Given ¢: Eg — R, we consider the functional differential equation
(35) Oz(t,x) = G, @, 2(L, @), 2,00 (1.4)s - - - » Zph) (1,2)2 O 2(E, @)

with initial condition . It is clear that Theorem can be extended to
the Cauchy problem , (12)).

5. Examples and comments. Now we consider two examples of func-
tional differential equations. Suppose that F': £ x R x R™ — R and ¢g, ¢g:
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0,a] = R, ¢,¢: E — R" are given functions. Assume that 0 < ¢o(t), do(t)

<tand (,D(t,l') = (¢0(t)7 ¢(t,$)) € EgyUE, @(ta SC) = (éO(t)a ¢(t7 CC)) € EyUE
for (t,xz) € E. Consider the differential equation with deviated variables

(36) 8tz(t7 .'L‘) = F(tv z, Z(QO(ZL/, IE))Z(QZD(t, ZC)), axz(ta CE))

and the differential integral equation

(37) Oz(t,x) = F(t, z, S 22(1,y) dy dr, 0,2(t, x))
Dlt,z]

We formulate sufficient conditions for the existence of solutions to ,
and , .
ASSUMPTION Hy. The function F': E x R x R™ — R of the variables
(t,x,r,q) satisfies the conditions:
1) F(-,z,7,q): I[z] — R is measurable for (z,r,q) € [=b,b] x R x R",
the derivatives 0, F, 0, F, 0,F exist and
O F (- 2,7,q),04F (-, z,7,q): I[lz] = R",  O0,F(-,z,7,q): I[[x] = R
are measurable for (z,7,¢q) € [—b,b] x R x R",
2) 0,F(t,-),0,F(t,-): Sy x RxR" — R", 0,F(t,): Sy x RxR" = R

are continuous and there are o € L([0,a],R"} ), o = (a1, ..., ), and
B,L € L([0,a],R%) such that
(10g, F(P)];- -+ 10, F(P)]) < (aa(t), .., an(t)),

10:F (¢, 2,7, )l < B(1),
where P = (t,z,r,q) € E x R x R™ and the expressions
||85,;F(t,a:,r, Q) - 8xF(taj7F7 (j)Hv ||aqF(t,£C,’r‘, q) - aqF(tvi‘v'Fv C_Y)H
are bounded from above by L(t)[||z — z|| + [r — 7| + [lg — qll],
3) there is v € L([0, a],Ry) such that f(t,z,7,q) =10, F(t,z,r,q) satis-
fies the conditions
f(ta,r,q)| < (D),
|f(tz,rq) — f&,2,7,q)| < vl — Zl| + [ — 7| + llg — ll],
on £ x R x R™.

LEMMA 5.1. If Assumption Hy is satisfied and ¢ € K then there are
c € (0,a] and u: E. — R such that u is a solution of (37), on E,.

The above lemma is a consequence of Theorem
Note that the result given in [3] is not applicable to (37)), (2). The initial
value problem @, is investigated in [3]. We consider equation @ with

(38) (W2)(t,z) = | 22(r,y)dydr.
Dlt,z]
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Let us denote by || - ||g, the maximum norm in the space C(E:, R). The
following assumption on W is needed in [3]: there are Ay, By, L € R, such
that

(39) IWzllle, < Ao+ Boll2 &,

(40) W[zl = Wzllle, < Lllz - 2| 5,

for t € [0,qa], z,Z € C(Ep U E,R). It is clear that the above conditions are
not satisfied for W given by .

The initial value problem (8)), (2) is investigated in [5] and a theorem on
the existence of classical solutions is obtained.

Let us consider equation with
(41) Gtz 2(),0) = F(tw, | 2(ry)dydr,q).
Dlt,z]

The following assumption on G is needed in [5]: there are Ag, A; such that
(42) 0.6 (t, 2,20l < Ao+ A [zl + 10z ]m + D 1002l
i=1

where z: Ey U E — R is of class C!. It is clear that the above condition is
not satisfied for G given by .
Consider the equation with the initial condition .

ASSUMPTION Hs. The functions ¢g, ¢o: [0,a] — R, ¢,¢: E — R" sa-
tisfy:
(i) for t € [0,a] we have 0 < ¢o(t), do(t) <t,
(H) go(t,x) = (¢0(t),¢(t,$)) € EOUE7 (/B(ta J}) = (¢0(t)7¢<tvx)> € EyUE
for (t,z) € E,
(iii) the partial derivatives

0:¢ = [0, Pilij=1,..n, Orp = [aa:j(gi]i,jzl,“.,na

exist on E, the functions d,¢ and 8,6 are continuous and there is
Q@ € Ry such that

1020(t, x) — 0x0(t, 7)|| < Q|2 — 2],
10:6(t, &) — 826(t, 7)|| < Qll — Z|
for (t,z), (t,z) € E.

LEMMA 5.2. If Assumptions Hy, Hs are satisfied and ¢ € K then there
are ¢ € (0,a] and u: E; — R such that u is a solution of (36)), on E,.

The above lemma is a consequence of Theorem [4.1] (see also Remark [1.2).
Note that the result given in [3] is not applicable to , . We consider
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equation @D with

(43) (Wz)(t, z) = z(p(t, 2))2(4(L, 7))
It is clear that the conditions , are not satisfied for W given by .
Let us consider equation with

(44) G(t,2,2(),q) = F(t, @, 2(¢(t, 2))2(8(t, 7)), 0)-
The condition which is needed in [5] is not satisfied for G given by ([44]).

REMARK 5.1. The result of this paper can be extended to functional
differential systems

Ozi(t,x) = filt,x, 2(t, @), 240, Orzi(t, @),  i=1,...,k,

with the initial condition z(¢,x) = ¥ (t,x) on Ey where z = (z1,...,2;) and
=01, fr): E x RF x C(B,Rk) X R", 1) E0—>Rk.

REMARK 5.2. Suppose that f does not depend on the functional variable
and dg = 0. Then , reduces to the classical Cauchy problem

(45) Oz(t,x) = f(t,xz, 2(t,x), 02(t, x)),
(46) 2(0,2) =(x) for xz € [-b,0],

where 1: [—b,b] — R is a given function. Then Theorem gives sufficient
conditions for the existence of weak solutions to , .

There are the following relations between our results and known theorems
for , .

The assumptions of Theorem for , and the assumptions in
the existence theorem given in [2] are the same. Hence Theorem is a
generalization of the existence result of [2].

Now we adopt additional assumptions on f and we consider classical
solutions to , . Suppose that the functions

fGap,q): Izl =R, Opf (- 2,p,q): I[z] = R,
Ouf(yx,p,yq): Ilx) = R, O,f(,x,p,q): I[z] — R”

are continuous. In this case we can assume that the functions «g,a, 3, L
are constant on [0,a]. Then Theorem gives sufficient conditions for the
existence of classical solutions to , .

Note that our assumptions on regularity of given functions in ,
and assumptions in the existence theorem presented in [6] are the same.
Estimates of the existence domain which can be deduced from [6] and our
estimates are not the same. This is due to the fact that the method of
successive approximations is used in [6]. Our results are obtained by using
the method of quasilinearization.
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It follows that Theorem [.1lis an extension of classical theorems for first

order partial differential equations. It is clear that the above observations
can be extended to the Cauchy problem for functional differential systems.

(1

2]
3l
4]
[5]
[6]
7]
18]

9]

[10]
[11]

[12]
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