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Abstract. A generalization of the well-known weak maximum principle is established for a class of quasilinear strongly coupled parabolic systems with leading terms of $p$-Laplacian type.

1. Introduction. The maximum principle is one of the most important tools in the theory of partial differential equations (see the well-known book by Protter and Weinberger [10]). This principle is a generalization of the elementary fact of calculus that any function $f$ satisfying the inequality $f'' > 0$ on the interval $[a, b]$ achieves its maximum value at one of the endpoints of the interval. Many problems associated with differential equations of elliptic, parabolic and hyperbolic types exhibit maximum principles.

The maximum principle may be used to obtain results on approximation and uniqueness of solutions of differential equations.

Though the maximum principle for Laplace’s equation has been known for many years, maximum principles for general second-order elliptic and parabolic operators were established quite recently.

Concerning systems of differential equations, until now the maximum principle has been extended only to a special class of systems of parabolic equations, the so-called weakly coupled systems. The system is said to be weakly coupled if it is coupled only through the terms which are not differentiated, each equation containing derivatives of just one component.

An extensive study of such systems was given in [7], where the authors maintain that their results cover all forms of maximum principle known by that time in the literature. They considered systems whose solutions satisfy a system of inequalities of the form

$$L_1[u_1] + \sum_{i=1}^{n} h_{1i}u_i \geq 0, \quad \ldots, \quad L_n[u_n] + \sum_{i=1}^{n} h_{ni}u_i \geq 0,$$

2000 Mathematics Subject Classification: Primary 35B50, 35K40, 35K55.

Key words and phrases: parabolic systems, maximum principle.
where \( h_{ij} = h_{ij}(x,t) \) are functions of coordinates and time, and \( L_j \) are conventional parabolic operators. Their technique is based upon analytic semigroup approach and the Tikhonov Fixed Point Theorem. As a most recent publication dealing with such systems we mention [4].

Consideration of these systems has been motivated by the fact that the maximum principle for them is a straightforward consequence and direct generalization of that for a single equation. The approaches to systems of this kind hinge upon attempting to formulate for such a system the maximum principle in exactly the same form known for a single scalar equation, i.e. for each component of a solution separately. In the present paper we take a different approach.

For strongly coupled or nondiagonal systems of differential equations, a counterexample given in [10] shows that the maximum principle no longer holds for a system in which the coupling is greater than in non-differentiated terms. Since the publication of De Giorgi’s example of an unbounded solution to a linear elliptic system with bounded coefficients [2], it has become clear that extension of the maximum principle to strongly coupled systems is possible only for systems possessing a quite special structure. Nečas and Stará [8] were the first to obtain such results for a nonlinear nondiagonal elliptic system with coefficients depending on coordinates and unknowns, of the following structure:

\[
\sum_{i=1}^{n} \frac{\partial}{\partial x_i} \left( \sum_{j=1}^{n} \sum_{k=1}^{m} a_{ij}^{kr}(x,u) \frac{\partial}{\partial x_j} u_k \right) = \sum_{i=1}^{n} \frac{\partial}{\partial x_i} f_{ir}, \quad r = 1, \ldots, m,
\]

under the following condition on the matrix of coefficients:

\[
a_{ij}^{kr}(x,\xi) = \delta_{kr} A_{ij}^k(x,\xi) + b_{ij}^{kr}(x,\xi) \quad \text{for all} \quad r = 1, \ldots, m \quad \text{and} \quad \xi \in \mathbb{R}^m;
\]

\[\exists M > 0 \quad b_{ij}^{kr}(x,\xi) \equiv 0 \quad \text{for} \quad |\xi^k| \geq M.\]

There exists yet another formulation of the maximum principle for a system. It concerns not each component separately, but the sum of the squares of the components of a solution. This maximum principle is valid for diagonal systems which on freezing the leading coefficients and discarding the right-hand sides and lower order terms reduce to just one single equation rewritten several times for all the unknown functions.

In the present paper we further investigate this matter. Namely, although restricting ourselves to systems of a quite special structure, we demonstrate in what way the maximum principle can be generalized to nonlinear parabolic systems of two equations in which coupling occurs in the leading derivatives.

To this end we employ the ideas set forth earlier in [5] and [9], and switch to new functions, for each of which the maximum principle is established
in the classical form, whence we infer our final conclusion about the vector function solution itself. It should be stressed that for each component of the solution separately, the maximum principle in the classical formulation may not hold. To depict such a situation one can think of a system whose solutions are the functions $\text{sh}$ and $\text{ch}$. The maximum principle states, roughly speaking, that a solution cannot be humpbacked, and does not hold for $\text{ch}$ in the interval $(-1,1)$. Nevertheless, $\text{sh}$ and $\text{ch}$ could be decomposed into $\exp(x)$ and $\exp(-x)$, and the latter be regarded as new functions for each of which the principle would be valid in its usual form.

We also consider possible extensions to the case of three equations.

2. Basic considerations. In the present paper we shall be mainly concerned with systems of two equations, the model system being

\begin{equation}
\begin{cases}
  u_t = a_1 \Delta_p u + b_1 \Delta_p v + f_1, \\
  v_t = a_2 \Delta_p u + b_2 \Delta_p v + f_2, \quad x \in Q,
\end{cases}
\end{equation}

with the Dirichlet boundary conditions, understood in the weak sense:

\begin{equation}
\begin{cases}
  (u-g_1, v-g_2)_Q \in W^{1,p}_0(Q) \quad \text{a.e. } t \in (0, T), \\
  (u,v)(x,0) = (u,v)(x,0).
\end{cases}
\end{equation}

Here $a_i$ and $b_i$ are some constants; $Q = (0,T] \times \Omega$; $\partial Q \equiv \{ \Omega \times \{0\} \} \cup \{ \partial \Omega \times (0,T]\}$; $S = \partial \Omega \times (0,T]$; $\Omega$ is a bounded domain in $\mathbb{R}^n$; $T > 0$; $x \in \Omega$; $t \in (0,T]$; $n > p \geq 2$; $\Delta_p u$ denotes the $p$-Laplacian of $u$: $\Delta_p u = \operatorname{div}(|\nabla u|^{p-2} \nabla u)$; $u, v \in C(0,T; L^2(\Omega)) \cap L^p(0,T; W^{1,p}(\Omega))$; $f_{1,2} = f_{1,2}(x)$; $W^{1,p}_0(\Omega)$ is the space of functions in $W^{1,p}(\Omega)$ with vanishing trace on $\partial \Omega$.

For a positive number $q$ and a domain $Q$ we use the notation $\| \cdot \|_{q,\Omega}$ for the norm in the space $L^q(Q)$ and $\| \cdot \|_{\infty,Q}$ for the norm in $L^\infty(Q)$. Let us also define

\begin{align*}
A^{(1)}_i &= a_1 |\nabla u|^{p-2} u_{x_i} + b_1 |\nabla v|^{p-2} v_{x_i}, \\
A^{(2)}_i &= a_2 |\nabla u|^{p-2} u_{x_i} + b_2 |\nabla v|^{p-2} v_{x_i}, \quad i = 1, \ldots, n.
\end{align*}

Throughout the paper the following assumptions are valid:

\[ (*) \quad \min[(a_1 - a_2) + (a_2 - b_1)/p; (b_2 - b_1) + (b_1 - a_2)/p] \geq 0; \]

\[ (**) \quad f_{1,2} \in L^\tau(Q) \quad \text{for some } \tau > n/p + 1; \]

\[ g_{1,2} \in L^\infty(S), \quad (u,v)(x,0) \in L^\infty(\Omega). \]

By parabolicity of system (2.1) we mean that the part without derivatives with respect to time is elliptic. The ellipticity is understood in the following sense, as introduced in [1]:

\begin{equation}
\exists \lambda > 0, \forall s^j \in \mathbb{R}^{2n}, \quad j = 1, 2, \quad i = 1, \ldots, n, \quad A^{(j)}_i(x,s)s^j_i \geq \lambda |s|^p.
\end{equation}

It is easy to check that under assumption $(*)$, (2.3) holds. We emphasize that we impose neither the Legendre nor the Legendre–Hadamard condition.
A solution to system (2.1) with Dirichlet data (2.2) is understood in the weak sense, as in [3].

**Definition 2.1.** A measurable vector function \((u^1, u^2) = (u, v)\) is called a *weak solution* of problem (2.1)--(2.2) if
\[
\begin{align*}
\int_\Omega u^j \varphi_j(x, t) dx + \int_{\Omega \times (0, t]} \{-u^j \varphi_{jt} + A_i^{(j)} \varphi_{jx_i}\} dx dt' = \int_\Omega u_0^j \varphi_j(x, 0) dx
\end{align*}
\]
for all \(t \in (0, T]\),
and for all test functions
\[
\varphi \in C(0, T; L^2(\Omega)) \cap L^p(0, T; W^{1,p}(\Omega)) \cap L^p(0, T; W^{1,p}_0(\Omega)), \quad \varphi \geq 0.
\]
The boundary condition in (2.2) is meant in the weak sense.

**Definition 2.2.** Let \(u^2 \in C(0, T; L^2(\Omega)) \cap L^p(0, T; W^{1,p}(\Omega))\) and \(\varphi_+ = \max[\varphi, 0]\). We define
\[
\begin{align*}
\sup_Q u &= \inf_\partial Q \{ l \in \mathbb{R} | (u - l)_+ \in W^{1,p}_0(\Omega) \text{ for a.e. } t \in (0, T) \text{ and } (u - l)_+ = 0 \text{ a.e. in } \{0\} \times \Omega\};
\sup_Q u &= \inf_\partial Q \{ l \in \mathbb{R} | (u - l)_+ = 0 \text{ a.e. in } Q\};
\inf_Q u &= \sup_\partial Q \{ l \in \mathbb{R} | (l - u)_+ \in W^{1,p}_0(\Omega) \text{ for a.e. } t \in (0, T) \text{ and } (l - u)_+ = 0 \text{ a.e. in } \{0\} \times \Omega\};
\inf_Q u &= \sup_\Omega \{ l \in \mathbb{R} | (l - u)_+ = 0 \text{ a.e. in } Q\}.
\end{align*}
\]

Our present purpose is to extend the well-known weak maximum principle to the case of quasilinear strongly coupled parabolic systems (2.1). We develop the idea set forth in [5], [6], [9].

To begin with, consider a homogeneous system. Multiplying the first equation by \(\alpha\) and adding the second one, we get
\[
(2.4) \quad \alpha u_t + v_t = (\alpha a_1 + a_2) \Delta_p u + (\alpha b_1 + b_2) \Delta_p v.
\]
Let us consider \(\alpha\) subject to the conditions:
\[
(2.5) \quad \begin{cases}
\alpha a_1 + a_2 = \gamma \alpha^{p-1}, \\
\alpha b_1 + b_2 = \gamma, \quad \gamma > 0.
\end{cases}
\]
Here, as usual, it is understood that \(\alpha^{p-1} = |\alpha|^{p-2} \alpha\). If there exists an \(\alpha\) satisfying the nonlinear system (2.5) with some \(\gamma > 0\), then (2.4) takes the form
\[
(2.6) \quad \alpha u_t + v_t = \gamma \Delta_p (\alpha u) + \gamma \Delta_p v.
\]
Now, suppose that at some points of \(Q\) the linear combination \(\alpha u + v\) is greater than \(k\), its supremum on the parabolic boundary \(\partial Q\). Multiplying
both sides of (2.6) by \( \varphi = ((\alpha u + v) - k)_+ \) and integrating with respect to \( x \) over \( \Omega \), and with respect to \( t \) from 0 to \( T \), we obtain

\[
\int_0^T dt \int_{A(t)} dx (\alpha u_t + v_t)(\alpha u + v - k) = \frac{1}{2} \int_A dx (\alpha u + v - k)^2
\]

\[
= -\gamma \int_0^T dt \int_{A(t)} dx (|\nabla \alpha u|^{p-2} \nabla \alpha u + |\nabla v|^{p-2} \nabla v, \nabla (\alpha u + v)),
\]

or

\[
(2.7) \quad \frac{1}{2} \int_{A(T)} dx (\alpha u + v - k)^2
\]

\[
+ \gamma \int_0^T dt \int_{A(t)} dx (|\nabla \alpha u|^{p-2} \nabla \alpha u + |\nabla v|^{p-2} \nabla v, \nabla \alpha u + \nabla v) = 0,
\]

where \( A(t) \equiv \{ x \in \Omega \mid (\alpha u + v)(x, t) \geq k \} \}; \langle \cdot, \cdot \rangle \) stands for the scalar product. We shall make use of the following

**Lemma 2.3.** Let \( p \geq 2 \). Then for any \( \vec{a}, \vec{b} \in \mathbb{R}^n \),

\[
\langle |\vec{a}|^{p-2} \vec{a} + |\vec{b}|^{p-2} \vec{b}, \vec{a} + \vec{b} \rangle \geq \frac{1}{2^{p-1}} |\vec{a} + \vec{b}|^p,
\]

where the constant \( 1/2^{p-1} \) is sharp.

A proof of the lemma is given in Section 10; see also [3, p. 13, Lemma 4.4].

Hence, it follows from (2.7) that

\[
\int_0^T dt \int_{A(t)} dx |\nabla (\alpha u + v)|^p \leq 0,
\]

and by the embedding theorem we get

\[
C \int_0^T dt \int_{A(t)} dx |\alpha u + v - k|^p \leq \int_0^T dt \int_{A(t)} dx |\nabla (\alpha u + v - k)|^p
\]

\[
= \int_0^T dt \int_{A(t)} dx |\nabla (\alpha u + v)|^p \leq 0,
\]

where \( C \) is a constant. Thus we conclude that

\[
\sup_Q (\alpha u + v) \leq \sup_{\partial Q} (\alpha u + v).
\]

Similarly, testing (2.6) on the function \( \varphi = (k - (\alpha u + v))_+ \) we obtain

\[
\inf_Q (\alpha u + v) \geq \inf_{\partial Q} (\alpha u + v).
\]
Analogously, by multiplying the first equation of (2.1) by $\alpha$ and subtracting the second, we arrive at

$$\sup_Q (\alpha u - v) \leq \sup_{\partial Q} (\alpha u - v), \quad \inf_Q (\alpha u - v) \geq \inf_{\partial Q} (\alpha u - v),$$

provided $\alpha$ satisfies the system

$$\begin{align*}
\alpha a_1 - a_2 &= \gamma \alpha^{p-1}, \\
ab_1 - b_2 &= -\gamma, \quad \gamma > 0.
\end{align*}$$ (2.8)

Summing up, we have

$$\inf_{\partial Q} (\alpha_1 u + v) \leq \alpha_1 u + v \leq \sup_{\partial Q} (\alpha_1 u + v) \quad \text{for a.e. } (x,t) \in Q,$$

with $\alpha_1$ from (2.3); and

$$\inf_{\partial Q} (\alpha_2 u - v) \leq \alpha_2 u - v \leq \sup_{\partial Q} (\alpha_2 u - v) \quad \text{for a.e. } (x,t) \in Q,$$

with $\alpha_2$ from (2.8). Hence, in particular, the estimates for $|u|$ and $|v|$ follow:

$$|u| \leq \frac{1}{|\alpha_1 + \alpha_2|} \max \{|\sup_{\partial Q} (\alpha_1 u + v) + \sup_{\partial Q} (\alpha_2 u - v)|, |\inf_{\partial Q} (\alpha_1 u + v) + \inf_{\partial Q} (\alpha_2 u - v)|\},$$

or

$$|u| \leq \frac{2}{|\alpha_1 + \alpha_2|} \max \{|\sup_{\partial Q} (\alpha_1 u + v)|, |\sup_{\partial Q} (\alpha_2 u - v)|, |\inf_{\partial Q} (\alpha_1 u + v)|, |\inf_{\partial Q} (\alpha_2 u - v)|\};$$

and

$$|v| \leq \frac{1}{|\alpha_1 + \alpha_2|} \max \{|\alpha_2 \sup_{\partial Q} (\alpha_1 u + v) - \alpha_1 \inf_{\partial Q} (\alpha_2 u - v)|, |\alpha_2 \inf_{\partial Q} (\alpha_1 u + v) - \alpha_1 \sup_{\partial Q} (\alpha_2 u - v)|, |\alpha_2 \sup_{\partial Q} (\alpha_1 u + v) - \alpha_1 \sup_{\partial Q} (\alpha_2 u - v)|, |\alpha_2 \inf_{\partial Q} (\alpha_1 u + v) - \alpha_1 \inf_{\partial Q} (\alpha_2 u - v)|\},$$

or

$$|v| \leq \frac{2}{|\alpha_1 + \alpha_2|} \max \{|\alpha_2| |\sup_{\partial Q} (\alpha_1 u + v)|, |\alpha_1| |\inf_{\partial Q} (\alpha_2 u - v)|, |\alpha_2| |\inf_{\partial Q} (\alpha_1 u + v)|, |\alpha_1| |\sup_{\partial Q} (\alpha_2 u - v)|\}$$

for a.e. $(x,t) \in Q$. 
3. The case \( p = 2 \). For this case system (2.1) becomes linear and (2.5) takes the form
\[
\begin{align*}
\alpha a_1 + a_2 &= \gamma \alpha, \\
\alpha b_1 + b_2 &= \gamma, \quad \gamma > 0,
\end{align*}
\]
and thus reduces to the quadratic equation
\[
\alpha^2 b_1 + \alpha (b_2 - a_1) - a_2 = 0.
\]
Its solutions are
\[
\alpha_{1(1,2)} = \frac{(a_1 - b_2) \pm \sqrt{(a_1 - b_2)^2 + 4a_2 b_1}}{2b_1},
\]
\[
\gamma_{1(1,2)} = \frac{(a_1 + b_2) \pm \sqrt{(a_1 - b_2)^2 + 4a_2 b_1}}{2},
\]
with \( a_i \) and \( b_i \) satisfying the conditions
\[
\begin{align*}
&\text{(i) } (a_1 - b_2)^2 > -4a_2 b_1, \\
&\text{(ii) } (a_1 + b_2)(a_1 b_2 - a_2 b_1) > 0.
\end{align*}
\]
Similarly, from (2.8) we get
\[
\alpha_{2(1,2)} = \frac{(b_2 - a_1) \pm \sqrt{(a_1 - b_2)^2 + 4a_2 b_1}}{2b_1},
\]
\[
\gamma_{2(1,2)} = \frac{(a_1 + b_2) \pm \sqrt{(a_1 - b_2)^2 + 4a_2 b_1}}{2},
\]
The condition (***) guarantees that \( \gamma > 0 \), and (*) that \( \alpha_1 \neq \alpha_2 \).

Example. Taking for instance
\[
\begin{align*}
a_1 &= 5, \quad a_2 = -4, \quad b_1 = -1, \quad b_2 = 1,
\end{align*}
\]
we have
\[
\begin{align*}
\alpha_1 &= 2(\sqrt{2} - 1), \quad \gamma_1 = 3 - 2\sqrt{2} > 0, \\
\alpha_2 &= 2(\sqrt{2} + 1), \quad \gamma_2 = 3 + 2\sqrt{2} > 0,
\end{align*}
\]
hence both (i) and (ii) are satisfied.

4. The case \( p = 2 + \varepsilon \), \( \varepsilon \) small enough. Let us consider slight deviations of \( p \) from \( p = 2 \). We have
\[
\begin{align*}
\alpha a_1 + a_2 &= \gamma \alpha^{p-1}, \\
\alpha b_1 + b_2 &= \gamma,
\end{align*}
\]
and hence
\[
\alpha a_1 + a_2 = (\alpha b_1 + b_2)\alpha^{p-1}.
\]
Let us put \( p = 2 + \varepsilon \). Then, taking the logarithms of both sides and representing
\[
\alpha = \alpha_2 + \alpha_\varepsilon,
\]
where $\alpha_2$ stands for the solution of (2.5) with $p = 2$, we get

$$\ln |\alpha_2 a_1 + a_2 + \alpha \varepsilon a_1| = \ln |\alpha_2 b_1 + b_2 + \alpha \varepsilon b_1| + (1 + \varepsilon) \ln |\alpha_2 + \alpha \varepsilon|.$$ 

Expanding in a series and equating the terms of the same order with respect to $\varepsilon$, we obtain

$$\alpha \varepsilon \left[ \frac{a_1}{(\alpha_2 a_1 + a_2)} - \frac{b_1}{(\alpha_2 b_1 + b_2)} - \frac{1}{\alpha_2} \right] = \varepsilon \ln \alpha_2.$$ 

Hence

$$\alpha \varepsilon = \frac{(\alpha_2 a_1 + a_2)(\alpha_2 b_1 + b_2)\alpha_2 \ln \alpha_2}{\alpha_2 b_2 a_1 + a_1 b_2 - b_1 a_2 - a_2 b_2 - a_2(a_1 + b_2)} (p - 2).$$

Proceeding in much the same way, it is not difficult to find the next terms of the expansion.

**5. Solutions of system (2.5).** System (2.5) results in the equation $b_1|\alpha|^p + b_2|\alpha|^{p-2} - a_1\alpha - a_2 = 0$ under the condition $b_1\alpha + b_2 > 0$. Define

(5.1) \hspace{1em} f(\alpha) = b_1|\alpha|^p + b_2|\alpha|^{p-2} - a_1\alpha - a_2,

(5.2) \hspace{1em} f'(\alpha) = pb_1|\alpha|^{p-2} + (p-1)b_2|\alpha|^{p-2} - a_1,

(5.3) \hspace{1em} f''(\alpha) = (p(p-1)b_1|\alpha|^{p-2} + (p-1)(p-2)b_2|\alpha|^{p-4}\alpha - (p-1)|\alpha|^{p-4}\{pb_1\alpha + (p-2)b_2\}).

From (5.3) it is easily seen that $f(\alpha) = 0$ may have at most four roots.

To begin with, consider the (quite possible) situation when the zeros of both $f'(\alpha)$ and $f(\alpha)$ coincide at some point. That is, 

$$p(p-1)b_1|\alpha|^{p-2} + (p-1)(p-2)b_2|\alpha|^{p-4}\alpha - (p-1)|\alpha|^{p-4}\{pb_1\alpha + (p-2)b_2\} = 0,$$

for some $\alpha$. Then from (5.2) we get

(5.4) \hspace{1em} |\alpha|^{p-2} = \frac{a_1}{pb_1\alpha + (p-1)b_2}

and substituting into (5.1) we obtain

$$(p-1)a_1 b_1 \alpha^2 + (pa_2 b_1 + (p-2)a_1 b_2)\alpha + (p-1)a_2 b_2 = 0.$$ 

By solving this quadratic equation we get two roots:

$$\alpha_{1,2} = -\frac{p}{2(p-1)} \frac{a_2}{a_1} - \frac{p-2}{2(p-1)} \frac{b_2}{b_1} \pm \sqrt{D},$$

$$D = \left[ \frac{p}{2(p-1)} \frac{a_2}{a_1} + \frac{p-2}{2(p-1)} \frac{b_2}{b_1} \right]^2 - \frac{a_2 b_2}{a_1 b_1}.$$ 

Now it becomes obvious that the above-described situation occurs provided that either $\alpha_1$ or $\alpha_2$ (or both) solves the equation

$$f'(\alpha) = pb_1|\alpha|^{p-2} + (p-1)b_2|\alpha|^{p-2} - a_1 = 0.$$
This argument provides us with an idea how to proceed in order to determine conditions for $f(\alpha)$ to have at least two distinct zeros with

(5.5) \[ \gamma = b_1\alpha + b_2 > 0. \]

Take for definiteness the case of $b_1 < 0$. Then $f(\pm \infty)$ is negative. If $f(\alpha) > 0$ at the point where $f'(\alpha) = 0$, then we shall have at least two zeros of $f(\alpha)$. Substituting $|\alpha|^{p-2}$ from $f'(\alpha) = 0$ into $f(\alpha) > 0$ we get

\[ - \{(p-1)b_1\alpha^2 + (pa_2b_1/a_1 + (p-2)b_2)\alpha \]
\[ + (p-1)a_2b_2/a_1 \} \frac{a_1}{pb_1\alpha + (p-1)b_2} > 0, \]

or, since $a_1/(pb_1\alpha + (p-1)b_2)$ is always positive for $\alpha \in \mathbb{R}$,

\[ (p-1)b_1\alpha^2 + (pa_2b_1/a_1 + (p-2)b_2)\alpha + (p-1)a_2b_2/a_1 < 0. \]

And (5.4) must have at least one solution in $(-\infty, \alpha_1] \cup [\alpha_2, \infty)$. If this is satisfied, then $f(\alpha) = 0$ has at least two distinct roots. When we add the condition $\gamma = b_1\alpha + b_2 > 0$, we have to consider separately the cases $f(x_0) < 0$ and $f(x_0) > 0$, $x_0 = -b_2/b_1$.

In the first case, (5.4) must have at least one solution in $A = (-\infty, x_0] \cap \{(-\infty, \alpha_1]\cup[\alpha_2, \infty)\}$. For the second case we must additionally demand that $f'(\bar{\alpha}) = 0$ for some $\bar{\alpha} \in (\alpha_1, \min[x_0, \alpha_2])$.

Let us consider in turn all the possibilities, that is, $b_1 < 0$, $b_1 > 0$, $D < 0$, $D \geq 0$, $f(x_0) < 0$ and $f(x_0) > 0$.

1. $b_1 < 0$ and $f(x_0) < 0$. To determine the conditions for $f'(\alpha)$ to have zeros in $A$ we resort to the mean-value theorem. Let $x_1, x_2, x_3$ be the roots of $f'(\alpha) = 0$. The roots may coincide. Note that $0 = \bar{x}_1 < \bar{x}_2 < |x_0|$, where $\bar{x}_1, \bar{x}_2$ are the extremum points of $f'(\alpha)$. Consider in turn all the possible mutual positions of $x_1, x_2, x_3, \alpha_1, \alpha_2$ and $x_0$ when at least one $x_1$ belongs to $(-\infty, \alpha_1] \cup [\alpha_2, \infty)$. Suppose for the beginning that $x_0 > \alpha_2$. First, notice that $x_2 \in (-\infty, \alpha_1] \cup [\alpha_2, \infty) \land x_3 > x_0$ is ruled out, because it would imply that $f(x_0) < 0$, $x_0 \in (x_1, x_3)$ and at the same time $f(x_2) > 0$, $x_2$ being a local minimum point. By the continuity of $f(\alpha)$ and $f'(\alpha)$, this is a contradiction. Second, one can similarly see that $x_2 \in (-\infty, \alpha_1] \cup [\alpha_2, \infty)$ and either $x_1$ or $x_2$ in $[\alpha_1, \alpha_2)$ is also impossible.

So we are left with the following choices:

(a) $x_1, x_2, x_3 \in (-\infty, \alpha_1]$;
(b) $x_1, x_2 \in (-\infty, \alpha_1]$ and $x_3 \in [\alpha_2, x_0]$;
(c) $x_1 \in (-\infty, \alpha_1]$ and $x_2, x_3 \in (\alpha_1, \alpha_2)$;
(d) $x_1 \in (-\infty, \alpha_1]$ and $x_2, x_3 \in [\alpha_2, x_0]$;
(e) $x_1 \in (-\infty, \alpha_1]$, $x_2 \in (\alpha_1, \alpha_2)$ and $x_3 \in [\alpha_2, x_0]$;
(f) $x_1, x_2 \in (\alpha_1, \alpha_2)$ and $x_3 \in [\alpha_2, x_0]$. 


When \( x_0 < \alpha_1 \) or \( \alpha_1 < x_0 < \alpha_2 \) we get just (a). Thus (a)–(f) exhaust all possibilities.

The sign of \( f(\alpha) \) at infinity is determined by that of \( b_1 \). Basing on the mean-value theorem we can conclude that \( f'(\alpha) \) has in \( A \) zeros with the required properties if

\[
b_1 \cdot f'(\min[\alpha_1, x_0]) < 0 \lor f'(\alpha_2) \cdot f'(\max[\alpha_2, x_0]) < 0 \quad \text{for } D \geq 0,
\]

and

\[
b_1 \cdot f'(x_0) < 0 \quad \text{for } D < 0.
\]

These conditions cover the cases of \( x_0 < \alpha_1, \alpha_1 < x_0 < \alpha_2, \) and \( x_0 > \alpha_2 \).

Now, we take up the case

2. \( b_1 < 0 \) and \( f(x_0) \geq 0 \). In this case for \( f(\alpha) \) to have two distinct zeros with \( \gamma > 0, \) \( f'(\alpha) \) must have \( x_1 \in (-\infty, \alpha_1] \) and \( x_2 \in [\alpha_1, \alpha_2], \) i.e. a local minimum at \( x_2 \in (x_1, x_0) \) must be negative. Due to the mean-value theorem this amounts to the condition

\[
b_1 \cdot f'(\alpha_1) < 0 \land f'(\min[\alpha_2, x_0]) \cdot f'(\min[\alpha_1, x_0]) < 0 \quad \text{for } D \geq 0.
\]

For \( D < 0 \) there are no choices.

For the case of \( b_1 > 0 \) we argue in pretty much the same way with the only difference that we stipulate from the very beginning that \( f(\alpha) < 0 \) at a point where \( f'(\alpha) = 0 \). This yields:

3. \( b_1 > 0 \) and \( f(x_0) > 0 \). We have

\[
b_1 \cdot f'(\max[\alpha_2, x_0]) < 0 \lor f'(\alpha_1) \cdot f'(\min[\alpha_1, x_0]) < 0 \quad \text{for } D \geq 0,
\]

and

\[
b_1 \cdot f'(x_0) < 0 \quad \text{for } D < 0.
\]

4. \( b_1 > 0 \) and \( f(x_0) \leq 0 \). We have

\[
b_1 \cdot f'(\alpha_2) < 0 \land f'(\max[\alpha_1, x_0]) \cdot f'(\max[\alpha_2, x_0]) < 0 \quad \text{for } D \geq 0.
\]

No choices for \( D < 0 \).

Moreover, analyzing the expression (5.4), which is always positive, together with (5.5), we infer that the cases with \( b_2 < 0 \land a_1 < 0 \) are ruled out.

All the above-said can be summarized in the following

ASSUMPTIONS.

1. \( f'(\min[\alpha_1, x_0]) > 0 \lor f'(\alpha_2) \cdot f'(\max[\alpha_2, x_0]) < 0 \) for \( D \geq 0; \)
   \( b_1 < 0 \) and \( f(x_0) < 0; \)

2. \( f'(x_0) > 0 \) for \( D < 0; b_1 < 0 \) and \( f(x_0) < 0; \)
3. \( f'(\alpha_1) > 0 \land f'(\min[\alpha_2, x_0]) \cdot f'(\min[\alpha_1, x_0]) < 0 \) for \( D \geq 0 \);
   \( b_1 < 0 \) and \( f(x_0) \geq 0 \);
4. \( f'(\max[\alpha_2, x_0]) < 0 \lor f'(\alpha_1) \cdot f'(\min[\alpha_1, x_0]) < 0 \) for \( D \geq 0 \);
   \( b_1 > 0 \) and \( f(x_0) > 0 \);
5. \( f'(x_0) < 0 \) for \( D < 0 \); \( b_1 > 0 \) and \( f(x_0) > 0 \);
6. \( b_1 \cdot f'(\alpha_2) < 0 \land f'(\max[\alpha_1, x_0]) \cdot f'(\max[\alpha_2, x_0]) < 0 \) for \( D \geq 0 \);
   \( b_1 > 0 \) and \( f(x_0) \leq 0 \);
7. \( f'(\alpha_1) = f'(\alpha_2) = 0 \); \( \{ x_0 > \alpha_2, b_1 < 0 \} \lor \{ x_0 < \alpha_1, b_1 > 0 \} \).

Choice 7 is self-evident, stipulating that \( f(\alpha) \) touches the \( x \)-axis at two extrema.

The situation with \( f(\alpha) \) having at least two distinct zeros with \( \gamma > 0 \) takes place whenever one of the above assumptions is fulfilled.

6. The main result. Finally, we come to the following

**Theorem 6.1.** Let \( (u, v) \) be a solution to system (2.1). If there exist two different numbers \( \alpha_1, \alpha_2 \) satisfying

\[
(2.5^*) \quad \begin{cases}
\alpha_1 a_1 + a_2 = \gamma_1 \alpha_1^{p-1}, \\
\alpha_2 b_1 + b_2 = \gamma_1, \quad \gamma_1 > 0,
\end{cases}
\]

\[
(2.8^*) \quad \begin{cases}
\alpha_2 a_1 - a_2 = \gamma_2 \alpha_2^{p-1}, \\
\alpha_2 b_1 - b_2 = -\gamma_2, \quad \gamma_2 > 0,
\end{cases}
\]

i.e. one of Assumptions 1–7 is fulfilled, then

\[
\|\alpha_1 u + v\|_{\infty, Q} \leq C_1, \quad \|\alpha_2 u - v\|_{\infty, Q} \leq C_2,
\]

where the constants \( C_{1,2} \) depend only on \( p, n, f_{1,2}; \|g_{1,2}\|_{\infty, \Omega}, \|u_0, v_0\|_{\infty, \Omega}; \alpha_{1,2}, b_{1,2}; \) the domain \( Q \) and the constants in the embedding theorems, and are independent of \( u \) and \( v \).

To prove the theorem we need the well-known Stampacchia lemma:

**Lemma 6.2.** Let \( \psi \) be a nonnegative nondecreasing function defined on \( [k_0, \infty) \) which satisfies

\[
\psi(l) \leq \frac{C}{(l-k)^{\vartheta}} \{\psi(k)\}^{\delta} \quad \text{for } l > k \geq k_0,
\]

with \( \vartheta > 0 \) and \( \delta > 1 \). Then

\[
\psi(k_0 + d) = 0,
\]

where \( d = C^{1/\vartheta} \{\psi(k_0)\}^{(\delta-1)/\vartheta} 2^{\delta/(\delta-1)} \).

For the proof see [1, Lemma 4.1, p. 8]. We also make use of the following lemma (see [3, Prop. 3.1, p. 7]):
Lemma 6.3. If $u \in L^\infty(0,T;L^2(\Omega)) \cap L^p(0,T;W_0^{1,p}(\Omega))$ then
\[
\frac{1}{T} \int_0^T \int_\Omega \left| u \right|^p \leq C \left( \int_0^T \int_\Omega |\nabla u|^p \right)^{p/n} \left( \text{ess sup} \int_0^T \int_\Omega |u|^2 \right)^{p/n}
\]
with $q = p(n+2)/n$ and a constant $C$ depending only on $p$ and $n$.

Proof of Theorem 6.1. Choosing $w \equiv \text{sign}(\alpha_1 u + v)(|\alpha_1 u + v| - k)_+$ as a test function with
\[
k \geq k_0 = \max[\|\alpha_1 g_1 + g_2\|_{L^\infty(S) \cap (\alpha_1 u_0 + v_0\|_{L^\infty(\Omega)})},
\]
where $\alpha_1$ stands for the solution to system (2.5*), and literally repeating the argument of Section 2, namely, multiplying the first equation by $\alpha_1$ and adding to the second, then integrating in $t$ from 0 to $t$, $t \leq T$, and in $x$ over the domain $\Omega$, after applying Lemma 2.1 we obtain
\[
\int_0^T \int_\Omega w^2 + \int_0^T \int_\Omega |\nabla w|^p \leq C \int_0^T \int_\Omega (f_1 \alpha_1 + f_2) w \leq C \int_0^T \int_\Omega f w,
\]
where $f = f_1 \alpha_1 + f_2$ and $C$ is a constant. Since $t \in (0,T]$ is arbitrary, by taking supremum we have

(6.1) \[
\sup_{0 < t < T} \int_\Omega w^2 + \int_0^T \int_\Omega |\nabla w|^p \leq C \int_0^T \int_\Omega f w.
\]
Applying Lemma 6.3 we obtain
\[
\|w\|_{q,Q} \leq \left( \sup_{0 < t < T} \int_\Omega w^2 + \int_0^T \int_\Omega |\nabla w|^p \right)^{(p+n)/(q n)}.
\]
With the help of this relation, from (6.1) we get
\[
\|w\|_{q,Q}^{nq/(n+p)} \leq C \int_0^T \int_\Omega f w.
\]
Making use of the generalized Hölder inequality with exponents $q$, $n/p + 1$ and $\tau$ on the right-hand side we obtain
\[
\|w\|_{q,Q}^{nq/(n+p)} \leq C \|w\|_{q,Q} \|f\|_{\tau,Q} \left( \int_0^T \int_\Omega \chi_{A(k,t)} \right)^{1-1/q-1/\tau},
\]
where $\chi_{A(k,t)}$ is the characteristic function of the set $A(k,t) = \{ x \in \Omega \mid |\alpha u + v|(x,t) \geq k \}$. Set
\[
\psi(k) = \int_0^T \text{mes} A(k,t) \, dt,
\]
where \( \text{mes} \) stands for Lebesgue measure. From the last relation it follows that

\[
\|w\|_{q,Q}^{nq/(n+p)-1} \leq C\{\psi(k)\}^{1-1/q-1/\tau}.
\]

Estimating

\[
(l - k)\{\psi(l)\}^{1/q} = (l - k)\left(\int_0^T \int_\Omega \chi_{A(l,t)}\right)^{1/q} < \left(\int_0^T \int_\Omega w^q \chi_{A(l,t)}\right)^{1/q} < \|w\|_{q,Q}
\]

we arrive at

\[
(l - k)^{nq/(n+p)-1} \{\psi(l)\}^{n/(n+p)-1/q} \leq C\{\psi(k)\}^{1-1/q-1/\tau},
\]

where \( l > k \geq k_0 \), or, succinctly,

\[
(6.2) \quad \psi(l) \leq \frac{C}{(l-k)q} \{\psi(k)\}^\delta
\]

with

\[
\delta = \left(1 - \frac{n}{p(n+2)} - \frac{1}{\tau}\right)/\left(\frac{n}{n+p} - \frac{n}{p(n+2)}\right).
\]

Since we have assumed that

\[
(**) \quad f_{1,2} \in L^\tau(Q) \quad \text{for some } \tau > n/p + 1,
\]

it is not difficult to check that

\[
1 - \frac{n}{p(n+2)} - \frac{1}{\tau} > \frac{n}{n+p} - \frac{n}{p(n+2)}, \quad \text{and hence } \delta > 1.
\]

By Stampacchia’s result, from (6.2) we conclude that

\[
\psi(k_0 + d) = 0
\]

for some \( d \) sufficiently large, but finite, depending only on \( p, n, f_{1,2}, F_{1,2}; a_i, b_i \); the domain \( Q \) and the constants in the embedding theorems, and independent of \( u \) and \( v \). Analogously we proceed for \( \alpha_2 u - v \), where \( \alpha_2 \) stands for the solution to system (2.8*).

It is not difficult to see from the previous considerations that the same estimates hold for the components \((u,v)\) of the solution themselves. In fact,

\[
\|u\|_\infty = \|\alpha_1 u + \alpha_2 u\|_\infty/|\alpha_1 + \alpha_2|
\]

\[
= \|(\alpha_1 u + v) + (\alpha_2 u - v)\|_\infty/|\alpha_1 + \alpha_2| \leq (C_1 + C_2)/|\alpha_1 + \alpha_2|,
\]

\[
\|v\|_\infty = \|v + \alpha_1 u - \alpha_1 u\|_\infty \leq \|\alpha_1 u\|_\infty + \|\alpha_1 u + v\|_\infty,
\]

and hence the statement follows.

7. General structure. Let us now turn to a general system

\[
\begin{cases}
    u_t = \frac{\partial}{\partial x_i} (A_i^{(1)}(u_x, v_x)) + f_1(x), \\
    v_t = \frac{\partial}{\partial x_i} (A_i^{(2)}(u_x, v_x)) + f_2(x), \quad x \in Q,
\end{cases}
\]

(7.1)
with the Dirichlet boundary conditions (2.2). Here and in what follows, the summation convention over $i$ is assumed. $A_i^{(1),(2)}(u_x,v_x)$ are measurable $\mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ functions that satisfy the ellipticity condition (2.3) and are assumed to be subject to the following structure conditions:

\[
A_i(u_x;v_x) = \alpha_j A_i^{(1)}(u_x,v_x) + A_i^{(2)}(u_x,v_x) - (\alpha_j a_1 + a_2) |\nabla u|^{p-2} u_x i
- (\alpha_j b_1 + b_2) |\nabla v|^{p-2} v_x i.
\]

\[
\leq \varepsilon_j |\nabla (\alpha_j u + v)|^{p-1} + F_j(x), \quad \varepsilon_j \leq 2^{-p \gamma_j},
\]

for some $a_{1,2}, b_{1,2}$ and $F_{1,2} \in L^\theta(Q), \theta \geq (p + n)/(p - 1)$; here $\alpha_1, \gamma_1$ and $\alpha_2, \gamma_2$ are solutions to systems (2.5*) and (2.8*) respectively.

**Theorem 7.1.** Under assumptions (7.2) and (**), for every solution $(u, v) \in C(0,T;L^2(\Omega)) \cap L^p(0,T;W^{1,p}(\Omega))$ of (7.1),

\[
\|u, v\|_{\infty,Q} \leq C,
\]

where the constant $C$ depends only on $p, n, \varepsilon_{1,2}; f_{1,2}, F_{1,2}; \|g_{1,2}\|_{\infty,s}; \|u_0, v_0\|_{\infty,\Omega}; a_{1,2}, b_{1,2};$ the domain $Q$ and the constants in the embedding theorems, but is independent of $u$ and $v$.

The proof is analogous to that of the previous theorem.

**8. The case of three equations.** Unfortunately the technique set above cannot be fully generalized to systems of three quasilinear equations in $u, v, w$, with nonlinearities of $p$-Laplacian type. Namely, consider the model system

\[
\begin{aligned}
    u_t &= a_1 \Delta_p u + b_1 \Delta_p v + c_1 \Delta_p w, \\
    v_t &= a_2 \Delta_p u + b_2 \Delta_p v + c_2 \Delta_p w, \\
    w_t &= a_3 \Delta_p u + b_3 \Delta_p v + c_3 \Delta_p w,
\end{aligned}
\]

where $a_i, b_i, c_i$ are constants. Suppose we have managed to select suitable multipliers $\alpha$ and $\beta$ satisfying

\[
\begin{aligned}
    \alpha a_1 + \beta a_2 + a_3 &= \gamma \alpha^{p-1}, \\
    \alpha b_1 + \beta b_2 + b_3 &= \gamma \beta^{p-1}, \\
    \alpha c_1 + \beta c_2 + c_3 &= \gamma, \quad \gamma > 0.
\end{aligned}
\]

Proceeding as above, we would obtain

\[
\frac{1}{2} \int_{A(T)} dx (\alpha u + \beta v + w - k)^2
+ \gamma \int_0^T dt \int_{A(t)} dx (|\nabla \alpha u|^{p-2} \nabla \alpha u + |\nabla \beta v|^{p-2} \nabla \beta v + |\nabla w|^{p-2} \nabla w, \\
\nabla \alpha u + \nabla \beta v + \nabla w) = 0.
\]
Now, consider the expression
\[ |\alpha|^p - 2\alpha + |\beta|^p - 2\beta + |\gamma|^p - 2\gamma, \alpha + \beta + \gamma, \alpha, \beta, \gamma \in \mathbb{R}^n. \]

Let \( \bar{\alpha} \equiv \alpha, \bar{\beta} \equiv -|\alpha|\bar{\alpha}. \) Then
\[ |\alpha|^p - 2\alpha + |\beta|^p - 2\beta + |\gamma|^p - 2\gamma, \alpha + \beta + \gamma \equiv |2 - |s||^p - 2 - |s||\bar{\alpha}^p < 0, \]
provided \(|s| < 2\) and \(|s|^{-1} > 2\) for \( p > 2 \) (obviously, it is always possible to choose such an \( s \)).

The expression is still negative if \( \bar{\alpha} = \alpha + \bar{\epsilon}_1, \bar{\beta} = -|s|\bar{\alpha} + \bar{\epsilon}_2 \) with \( \bar{\epsilon}_1, \bar{\epsilon}_2 \) small. At the same time, it is evident that \( |\alpha|^p - 2\alpha + |\beta|^p - 2\beta + |\gamma|^p - 2\gamma, \alpha + \beta + \gamma \) is always positive for \( \alpha, \beta, \gamma \) orthogonal. Thus the expression in the corresponding integral in (16) is not well defined.

Nevertheless, consider a system of the form
\[
\begin{align*}
\begin{cases}
    u_t = & \frac{\partial}{\partial x_i} (A_i^{(1)}(u, v, w)) + f_1(x), \\
    v_t = & \frac{\partial}{\partial x_i} (A_i^{(2)}(u, v, w)) + f_2(x), \\
    w_t = & \frac{\partial}{\partial x_i} (A_i^{(3)}(u, v, w)) + f_3(x), 
\end{cases} \\
& f \in L^\gamma(Q),
\end{align*}
\]
where \( A_i^{(j)}(u, v, w) \) are measurable \( \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R} \) functions satisfying the ellipticity condition (2.3) with \( j = 1, 2, 3 \) and the following structure conditions of a special kind:

\[
\begin{align*}
(8.2.1) & \quad |\alpha| A_i^{(1)}(u, v, w) + A_i^{(2)}(u, v, w) - \lambda_1 |\nabla u|^p - 2u, \\
& \quad - \lambda_1 |\nabla u|^p - 2u, \leq \epsilon_1 |\nabla (\alpha u + v)|^p - 1 + F_1(x), \\
(8.2.2) & \quad |\beta| A_i^{(2)}(u, v, w) + A_i^{(3)}(u, v, w) - \lambda_2 |\nabla w|^p - 2w, \\
& \quad - \lambda_2 |\nabla w|^p - 2w, \leq \epsilon_2 |\nabla (\beta v + w)|^p - 1 + F_2(x), \\
(8.2.3) & \quad |\gamma| A_i^{(3)}(u, v, w) + A_i^{(1)}(u, v, w) - \lambda_3 |\nabla w|^p - 2w, \\
& \quad - \lambda_3 |\nabla w|^p - 2w, \leq \epsilon_3 |\nabla (\gamma w + u)|^p - 1 + F_3(x), \quad \epsilon_j \leq 2^{-p} \lambda_j,
\end{align*}
\]

for some \( \alpha, \beta, \gamma, \lambda_{1,2,3} > 0 \) and \( F_1,2,3 \in L^\theta(Q), \ \theta \geq (p + n)/(p - 1) \). For example, assumptions (8.2.1)–(8.2.3) are satisfied for the model system (8.1) with \( \alpha = -c_2/c_1, \beta = -a_3/a_2, \gamma = -b_1/b_3 \) provided that
\[
\begin{align*}
-\frac{c_2}{c_1} & = \frac{a_2c_1 - c_2a_1}{b_2c_1 - c_2b_1}, \quad (b_2c_1 - c_2b_1)c_1 > 0, \\
-\frac{a_3}{a_2} & = \frac{a_2b_3 - b_2a_3}{a_2c_3 - c_2a_3}, \quad (a_2c_3 - c_2a_3)a_2 > 0,
\end{align*}
\]
\[
- \frac{b_1}{b_3} \frac{b_1}{b_3} |p-2 = \frac{b_3 c_1 - c_3 b_1}{b_3 a_1 - a_3 b_1}, \quad (b_3 a_1 - a_3 b_1) b_3 > 0,
\]

By much the same arguments as above we can show that for every solution 
\((u, v, w) \in C(0, T; L^2(\Omega)) \cap L^p(0, T; W^{1,p}(\Omega))\) of \((8.1)\) with Dirichlet data,
\[
\|\alpha u + v\|_\infty \leq C_1, \quad \|\beta u + v\|_\infty \leq C_2, \quad \|\gamma u + v\|_\infty \leq C_3.
\]
And hence it is not difficult to deduce that
\[
\|u, v, w\|_{\infty, Q} \leq C,
\]
where \(C\) is a constant depending only on \(p, n, \varepsilon_{1,2,3}; f_{1,2,3}, F_{1,2,3}; a_{1,2,3}, b_{1,2,3}, c_{1,2,3}\); the preassigned values of \(u, v, w\) on \(\partial Q\); the domain \(Q\) and the constants in the embedding theorems, and are independent of \(u, v\) and \(w\).

There is yet another possibility of generalization to the case of three equations. Let us consider a system of the following structure:
\[
\begin{align*}
u_t &= \frac{\partial}{\partial x_i} (F \cdot (a_1 u x_i + b_1 v x_i + c_1 w x_i)), \\
v_t &= \frac{\partial}{\partial x_i} (F \cdot (a_2 u x_i + b_2 v x_i + c_2 w x_i)), \\
w_t &= \frac{\partial}{\partial x_i} (F \cdot (a_3 u x_i + b_3 v x_i + c_3 w x_i)),
\end{align*}
\]
(8.3)

where \(F = F(t, x, u, v, w, u_x, v_x, w_x)\) is a measurable bounded function \(\mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^3 \times \mathbb{R}^3 \to \mathbb{R}, F > 0; a_j, b_j, c_j\) are constants, \(j = 1, 2, 3\).

Suppose that \(\alpha\) and \(\beta\) satisfy
\[
\begin{align*}
\alpha a_1 + \beta a_2 + a_3 &= \gamma \alpha, \\
\alpha b_1 + \beta b_2 + b_3 &= \gamma \beta, \\
\alpha c_1 + \beta c_2 + c_3 &= \gamma, \quad \gamma > 0.
\end{align*}
\]
(8.4)

Hence we conclude that the solutions of \((8.3)\) satisfy
\[
\begin{align*}
\inf_{\partial Q} (\alpha_1 u + \beta_1 v + w) &\leq \alpha_1 u + \beta_1 v + w \leq \sup_{\partial Q} (\alpha_1 u + \beta_1 v + w), \\
\inf_{\partial Q} (\alpha_2 u + \beta_2 v + w) &\leq \alpha_2 u + \beta_2 v + w \leq \sup_{\partial Q} (\alpha_2 u + \beta_2 v + w), \\
\inf_{\partial Q} (\alpha_3 u + \beta_3 v + w) &\leq \alpha_3 u + \beta_3 v + w \leq \sup_{\partial Q} (\alpha_3 u + \beta_3 v + w),
\end{align*}
\]
for a.e. \((x, t) \in Q\), provided that \(\det(a_j, b_j, c_j) \neq 0\); here \(\alpha_{1,2,3}\) and \(\beta_{1,2,3}\) are three different solutions of system \((8.4)\), i.e. the components of three linearly independent eigenvectors of the matrix \((a_j, b_j, c_j)\) corresponding to positive eigenvalues. It clearly follows that
\[
\|u\|_{\infty}, \|v\|_{\infty}, \|w\|_{\infty} \leq C,
\]
with $C$ a constant depending on $a_j$, $b_j$, $c_j$ and the values of $u$, $v$, $w$ on $\partial Q$. We shall not be concerned with nonhomogeneous systems (8.3) and systems of more general structure.

9. Discussion. The main idea of our approach is as follows: instead of trying to establish the maximum principle for each component $u^j$ of the solution, we introduce some linear combinations of the components, in general some functions $H(t, x, u)$ of $t$, $x$ and $u^j$, for each of which the maximum principle holds and from whose boundedness we are able to derive estimates for the components of the solution, in much the same way as the maximum principle for a single equation enables us to do.

Let us consider a few examples. For simplicity we restrict ourselves to the case of one spatial variable and $(u, v) \in C^0(\partial Q \cup Q) \cap C^2(Q)$.

**Example 1.**

\[
\begin{align*}
  u_t &\leq 7u_{xx} - 3v_{xx}, \\
  v_t &= 2u_{xx} + 2v_{xx}, \quad (x, t) \in Q = \{1 \leq x \leq 2, 0 \leq t \leq 1\}.
\end{align*}
\]

The substitution

\[
H_1 = u - v, \quad H_2 = 2u - 3v
\]

reduces the system to the form

\[
\begin{align*}
  H_{1t} &\leq 5H_{1xx}, \\
  H_{2t} &\leq 4H_{2xx},
\end{align*}
\]

for which the maximum principle is obviously valid in the conventional form and which is satisfied by the functions

\[
H_1 = \frac{1}{\sqrt{t}} \exp(-x^2/20t), \quad H_2 = \frac{1}{\sqrt{t}} \exp(-x^2/16t).
\]

**Example 2.**

\[
\begin{align*}
  u_t &\leq -13u_{xx} - 20(t/x)v_{xx} - 26(1/x)u_x, \\
  v_t &\leq 12(x/t)u_{xx} + 18v_{xx} + 24(1/t)u_x + (1/t)v, \\
  (x, t) &\in Q = \{1 \leq x \leq 2, 1 \leq t \leq 2\}.
\end{align*}
\]

The substitution

\[
H_1 = 3ux + 4tv, \quad H_2 = 4ux + 5tv
\]

reduces the system to the form

\[
\begin{align*}
  H_{1t} &\leq 3H_{1xx}, \\
  H_{2t} &\leq 2H_{2xx},
\end{align*}
\]

for which the maximum principle holds.
**Example 3.**

\[
\begin{aligned}
&u_t \leq 3x(3 - 2xt)u_{xx} + 18(1 - 4x)u_x + 9v - 12tu, \\
v_t \leq 3x(3 - 2xt)v_{xx} + 4x^2(3 - 48x + 4xt)u_x - 12xu + 6x^2v, \\
&(x, t) \in Q = \{1/2 \leq x \leq 1, 1/2 \leq t \leq 1\}.
\end{aligned}
\]

By the substitution

\[
H_1 = xu - tv, \quad H_2 = 2x^2u - 3v
\]

this system takes the form

\[
\begin{aligned}
H_{1t} &\leq 3x(3 - 2xt)H_{1xx}, \\
H_{2t} &\leq 3x(3 - 2xt)H_{2xx},
\end{aligned}
\]

for which the maximum principle is valid.

**Example 4.**

\[
\begin{aligned}
&u_t \leq -x^2u_{xx} - 2v_{xx} - 6xu_x - (4/x)v_x - 6u, \\
v_t \leq 24x^4u_{xx} + 13x^2v_{xx} + 144x^3u_x + 26xv_x + 144x^2u, \\
&(x, t) \in Q = \{1 \leq x \leq 2, 0 \leq t \leq 1\}.
\end{aligned}
\]

The substitution

\[
H_1 = 4x^2u + v, \quad H_2 = 3x^2u + v
\]

reduces this system to the following form:

\[
\begin{aligned}
H_{1t} &\leq \frac{\partial}{\partial x}(5x^2H_{1x}), \\
H_{2t} &\leq \frac{\partial}{\partial x}(7x^2H_{2x}).
\end{aligned}
\]

Though this system is degenerate in \(Q\), the maximum principle nevertheless holds.

**Example 5.** As the last example take the system from [10, p. 192]:

\[
\begin{aligned}
&u_{1t} \leq u_{1xx}, \\
&w_{2t} = u_{2xx} - 9u_{1x},
\end{aligned}
\]

or

\[
\begin{aligned}
&u_{1t} = u_{1xx}, \\
&w_{2t} \leq u_{2xx} - 9u_{1x}, \quad Q = \{0 \leq x \leq 1, 0 \leq t \leq 1\},
\end{aligned}
\]

the only difference with [10] being that we demand strict equality in one of the equations. The maximum principle in the above-stated form holds with

\[
H_1 = u_1, \quad H_2 = (9/2)xu_1 - u_2
\]

for the first system, and with

\[
H_1 = u_1, \quad H_2 = u_2 - (9/2)xu_1
\]

for the second one. In [10] this example is drawn to illustrate the violation of the maximum principle if the coupling is stronger than that in nondifferentiated terms. One can easily see that nevertheless the maximum principle
Maximum principle for systems

in our form holds in $Q$ for the latter system, with the choice of functions as in [10]:

$$u_1 = -\exp(x + t), \quad u_2 = t - 4(x - 1/2)^2,$$

$$H_1 = u_1, \quad H_2 = u_2 - (9/2)xu_1 = t - 4(x - 1/2)^2 + (9/2)x\exp(x + t).$$

10. Proof of Lemma 2.3. We have

$$
\langle |\bar{a}|^{p-2}\bar{a} + |\bar{b}|^{p-2}\bar{b}, \bar{a} + \bar{b} \rangle = |\bar{a}|^p + |\bar{b}|^p + |\bar{a}|^{p-2} + |\bar{b}|^{p-2} \langle \bar{a}, \bar{b} \rangle \\
= \frac{1}{2}[|\bar{a}|^{p-2} + |\bar{b}|^{p-2}](\bar{a} + \bar{b})^2 \\
+ \frac{1}{2}(|\bar{b}|^p - |\bar{a}|^{p-2} \cdot |\bar{b}|^2 + |\bar{a}|^p - |\bar{b}|^{p-2} \cdot |\bar{a}|^2] \\
= \frac{1}{2}[|\bar{a}|^{p-2} + |\bar{b}|^{p-2}](\bar{a} + \bar{b})^2 \\
+ \frac{1}{2}(|\bar{a}|^{p-2} - |\bar{b}|^{p-2})(|\bar{a}|^2 - |\bar{b}|^2).
$$

The last expression is always greater than 0 for $p \geq 2$. Due to the inequality

$$|\bar{a}|^{p-2} + |\bar{b}|^{p-2} \geq \frac{1}{2^{p-2}}|\bar{a} + \bar{b}|^{p-2},$$

we thus get

$$
\langle |\bar{a}|^{p-2}\bar{a} + |\bar{b}|^{p-2}\bar{b}, \bar{a} + \bar{b} \rangle \geq \frac{1}{2^{p-1}}|\bar{a} + \bar{b}|^p.
$$

The present proof is simpler than that given in [3].
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