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Interval oscillation criteria for second order
self-adjoint matrix differential systems with damping

by Qigui Yang (Guilin and Guangzhou)

Abstract. By using the generalized Riccati technique and the averaging technique,
we establish new oscillation criteria for the second order self-adjoint matrix differential
system with damping

(P (t)Y ′(t))′ + r(t)P (t)Y ′(t) +Q(t)Y (t) = 0, t ≥ t0.
The criteria are different from most known ones in the sense that they are based on
the information only on a sequence of subintervals of [t0,∞), rather than on the whole
half-line. In particular, our results complement a number of existing results and handle
a case that is not covered by known criteria. Moreover, examples indicating the importance
of our results are also included.

1. Introduction. Consider the second order matrix differential equa-
tion with damping

(1.1) (P (t)Y ′(t))′ + r(t)P (t)Y ′(t) +Q(t)Y (t) = 0, t ≥ t0,
where r(t) ∈ C(I = [t0,∞),R) and Y (t), P (t) and Q(t) are n × n real
continuous matrix functions with P (t), Q(t) symmetric and P (t) positive
definite for [t0,∞) (P (t) > 0, t ≥ t0). A solution of the system (1.1) is said
to be nontrivial if detY (t) 6= 0 for at least one t ∈ [t0,∞), and a nontrivial
solution Y (t) of (1.1) is said to be prepared or self-conjugate if

(1.2) Y ∗(t)P (t)Y ′(t)− [Y ∗(t)]′P (t)Y (t) = 0, t ≥ t0,
where for any matrix A, the transpose of A is denoted by A∗. A prepared
solution Y (t) of the system (1.1) is called oscillatory on [t0,∞) if its deter-
minant vanishes somewhere in [T,∞) for each T ≥ t0, otherwise, it is called
nonoscillatory . Finally, the system (1.1) is called oscillatory on [t0,∞) if
every prepared solution is oscillatory.
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The oscillation problem for the matrix system (1.1) and less general
systems

(P (t)Y ′(t))′ +Q(t)Y (t) = 0, t ≥ t0,(1.3)

Y ′′(t)) +Q(t)Y (t) = 0, t ≥ t0,(1.4)

and the corresponding scalar equations

(p(t)y′(t))′ + q(t)y(t) = 0,(1.5)

y′′(t) + q(t)y(t) = 0,(1.6)

has been discussed by numerous authors and by different methods (see, for
example, [1–16] or other references contained therein).

An important tool in the study of oscillatory behavior of solutions for
(1.3)–(1.6) is the averaging technique which goes back as far as the classical
papers of Wintner [15] and Hartman [5] giving sufficient oscillation condi-
tions for (1.6). The result of Wintner was improved by Kamenev [7], and
further extensions of Kamenev’s criterion have been obtained by Philos [13]
and for the matrix system (1.3) by Erbe, Kong and Ruan [4], Meng, Wang
and Zhang [11], Kumari and Umamaheswaram [9] and Wang [14].

However, all the aforementioned papers involve P (t) and the integral
of Q(t) and hence require the knowledge of Q(t) on the entire half-line
[t0,∞). But, from the Sturm Separation Theorem, if there exists a sequence
of subintervals [ai, bi] of [t0,∞), with ai → ∞, such that for each i there
exists a solution of (1.5) that has at least two zeros in [ai, bi], then every
solution of (1.5) is oscillatory, no matter how “bad” (1.5) is (or P and Q
are) on the remaining part of [t0,∞). Motivated by this surprising result,
we further study the system (1.1).

The purpose of this paper is to obtain interval oscillation criteria for
the system (1.1) making use of the technique similar to that exploited by
Philos [13] and Kong [8] for the second order linear ordinary differential
equations. New interval oscillation criteria established for the second order
linear matrix differential system (1.1) are different from most known ones in
the sense that they are based on the information only on a sequence of subin-
tervals of [t0,∞), rather than on the whole half-line. Our results involve a
Kamenev type condition and improve and extend the results of Erbe, Kong
and Ruan [4], Wang [14], Huang [6], Kamenev [7], Kong [8] and Philos [13];
they also complement a number of other existing results and handle cases
which are not covered by known criteria in [1–16] and other papers.

In this paper, by using the generalized Riccati technique and the aver-
aging technique and by considering the function H(t, s)k(s) which may not
have a nonpositive partial derivative on D0 = {(t, s) : t > s ≥ t0} with
respect to the second variable (the assumption ∂H(t, s)/∂s ≤ 0 on D0 ap-
pears e.g. in [4, 5, 15]), we obtain new general oscillation criteria for the
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system (1.1), that is, criteria given by the behavior of (1.1) (or of P (t) and
Q(t)) only on a sequence of subintervals of [t0,∞). By choosing appropriate
functions H, k and v, we present a series of explicit oscillation criteria.

Finally, we include an example of a system whose oscillation cannot be
proved by the previously known criteria.

Hereafter we denote the trace of an n × n matrix A by tr(A). Further,
En is the n×n identity matrix, and the eigenvalues of the n×n symmetric
matrixA (in increasing order) are λmin[A] = λn[A] ≤ . . . ≤ λ1[A] = λmax[A].

Define

D0 = {(t, s) : t > s ≥ t0}, D = {(t, s) : t ≥ s ≥ t0}.

2. Oscillation results. Our main results are the following theorems
and corollaries.

Theorem 2.1. Let functions H ∈ C(D,R), h1, h2 ∈ C(D0,R) and k, v ∈
C1([t0,∞), (0,∞)) satisfy the following conditions:

(H1) H(t, t) = 0 for t ≥ t0, H(t, s) > 0 on D0;

(H2)
∂

∂t
(H(t, s)k(t))−

(
r(t)− v′(t)

v(t)

)
H(t, s)k(t) = h1(t, s), ∀(t, s) ∈ D0;

(H3)
∂

∂s
(H(t, s)k(s))−

(
r(s)−v

′(s)
v(s)

)
H(t, s)k(s) = −h2(t, s), ∀(t, s)∈D0.

Assume also that for each sufficiently large T0 ≥ t0, there exist a, b, c ∈ R
with T0 ≤ a < c < b such that

(2.1)
1

H(c, a)
λn

[ c�

a

{
H(s, a)k(s)v(s)Q(s)− 1

4
h2

1(s, a)
H(s, a)k(s)

v(s)P (s)
}
ds

]

+
1

H(b, c)
λ1

[ b�

c

{
H(b, s)k(s)v(s)Q(s)− 1

4
h2

2(b, s)
H(b, s)k(s)

v(s)P (s)
}
ds

]
> 0.

Then the system (1.1) is oscillatory.

Proof. Suppose that there exists a prepared solution Y (t) of the system
(1.1) which is not oscillatory. Without loss of generality, we may assume
that detY (t) 6= 0 for t ≥ t0. Define

(2.2) W (t) = v(t)P (t)Y ′(t)Y −1(t) for t ≥ t0.

By differentiating the matrix (2.2) and making use of (1.1), we find that
W (t) satisfies the Riccati equation for t ∈ [t0,∞):
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W ′(t) =
v′(t)
v(t)

W (t) + v(t){[P (t)Y ′(t)]′Y −1(t)− P (t)[Y ′(t)Y −1(t)]2}

=
(
r(t)− v′(t)

v(t)

)
W (t)− v(t)Q(t)− 1

v(t)
W (t)P−1(t)W (t),

that is,

(2.3) v(t)Q(t) = −W ′(t)−
(
r(t)− v′(t)

v(t)

)
W (t)− 1

v(t)
W (t)P−1(t)W (t).

On multiplying (2.3) (with t replaced by s) by H(t, s)k(s) and integrating
with respect to s from c to t for t ∈ [c, b), we obtain
t�

c

H(t, s)k(s)v(s)Q(s) ds

= −
t�

c

H(t, s)k(s)W ′(s) ds−
t�

c

H(t, s)k(s)
(
r(s)− v′(s)

v(s)

)
W (s) ds

−
t�

c

H(t, s)k(s)
1
v(s)

W (s)P−1(s)W (s) ds

= H(t, c)k(c)W (c)−
t�

c

H(t, s)k(s)
1
v(s)

W (s)P−1(s)W (s) ds

−
t�

c

[
− ∂

∂s
(H(t, s)k(s)) +

(
r(s)− v′(s)

v(s)

)
H(t, s)k(s)

]
W (s) ds

= H(t, c)k(c)W (c)−
t�

c

h2(t, s)W (s) ds−
t�

c

H(t, s)
k(s)
v(s)

W (s)P−1(s)W (s) ds.

Since P (t) > 0, we can let

R(t) =
[

1
v(t)

P−1(t)
]1/2

.

Substituting R(t) into the above equation, we have
t�

c

H(t, s)k(s)v(s)Q(s) ds

= H(t, c)k(c)W (c)−
t�

c

h2(t, s)R−1(s)[R(s)W (s)R(s)]R−1(s) ds

−
t�

c

H(t, s)k(s)R−1(s)[R(s)W (s)R(s)][R(s)W (s)R(s)]R−1(s) ds
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= H(t, c)k(c)W (c) +
1
4

t�

c

h2
2(t, s)

H(t, s)k(s)
v(s)P (s) ds

−
t�

c

R−1(s)
{
|H(t, s)k(s)|1/2[R(s)W (s)R(s)]

+
1
2

h2(t, s)
|H(t, s)k(s)|1/2 En

}2

R−1(s) ds.

Thus we obtain
t�

c

{
H(t, s)k(s)v(s)Q(s)− 1

4
h2

2(t, s)
H(t, s)k(s)

v(s)P (s)
}
ds ≤ H(t, c)k(c)W (c).

It follows that

(2.4) λ1

[ t�

c

{
H(t, s)k(s)v(s)Q(s)− 1

4
h2

2(t, s)
H(t, s)k(s)

v(s)P (s)
}
ds

]

≤ λ1[H(t, c)k(c)W (c)].

Letting t→ b− in (2.4) and dividing both sides by H(b, c), we obtain

(2.5)
1

H(b, c)
λ1

[ b�

c

{
H(b, s)k(s)v(s)Q(s)− 1

4
h2

2(b, s)
H(b, s)k(s)

v(s)P (s)
}
ds

]

≤ λ1[k(c)W (c)].

Similarly to the proof above, multiplying (2.3), with t replaced by s, by
H(s, t)k(s) and integrating with respect to s from t to c for t ∈ (a, c], we
obtain

c�

t

H(s, t)k(s)v(s)Q(s) ds

= −
c�

t

H(s, t)k(s)W ′(s) ds−
c�

t

H(s, t)k(s)
(
r(s)− v′(s)

v(s)

)
W (s) ds

−
c�

t

H(s, t)k(s)
1
v(s)

W (s)P−1(s)W (s) ds

= −H(c, t)k(c)W (c)−
c�

t

H(t, s)k(s)
1
v(s)

W (s)P−1(s)W (s) ds

−
c�

t

[
− ∂

∂s
(H(s, t)k(s)) +H(s, t)k(s)

(
r(s)− v′(s)

v(s)

)]
W (s) ds
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= −H(c, t)k(c)W (c) +
c�

t

h1(s, t)W (s) ds

−
c�

t

H(s, t)
k(s)
v(s)

W (s)P−1(s)W (s) ds.

Since P (t) > 0, we can again let R(t) = [(1/v(t))P−1(t)]1/2. Substituting
R(t) into the above equation, we obtain

c�

t

H(s, t)k(s)v(s)Q(s) ds

= −H(c, t)k(s)W (c) +
c�

t

h1(s, t)R−1(s)[R(s)W (s)R(s)]R−1(s) ds

−
c�

t

H(s, t)k(s)R−1(s)[R(s)W (s)R(s)][R(s)W (s)R(s)]R−1(s) ds

= −H(c, t)k(s)W (c) +
1
4

c�

t

h2
1(s, t)

H(s, t)k(s)
v(s)P (s) ds

−
c�

t

R−1(s)
{
|H(s, t)k(s)|1/2[R(s)W (s)R(s)]

+
1
2

h1(s, t)
|H(s, t)k(s)|1/2 En

}2

R−1(s) ds.

Thus we obtain
c�

t

{
H(s, t)k(s)v(s)Q(s)− 1

4
h2

1(s, t)
H(s, t)k(s)

v(s)P (s)
}
ds ≤ −H(c, t)k(c)W (c).

Thus

λn

[ c�

t

{
H(s, t)k(s)v(s)Q(s)− 1

4
h2

1(s, t)
H(s, t)k(s)

v(s)P (s)
}
ds

]

≤ λn[−H(c, t)k(c)W (c)] = −λ1[H(c, t)k(c)W (c)]

where t ∈ (a, c]. Letting t → a+ in the above inequality and dividing both
sides by H(c, a), we get

(2.6)
1

H(c, a)
λn

[ c�

a

{
H(s, a)k(s)v(s)Q(s)− 1

4
h2

1(s, a)
H(s, a)k(s)

v(s)P (s)
}
ds

]

≤ −λ1[k(c)W (c)].
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Now we claim that detY (t), where Y (t) is any prepared solution of (1.1),
has at least one zero in (a, b).

Suppose the contrary. Adding (2.5) and (2.6), we have an inequality
which contradicts the assumption (2.1). Thus, the conclusion holds.

Pick up a sequence {Ti} ⊂ [t0,∞) such that Ti → ∞ as i → ∞. By
the assumptions of Theorem 2.1, for each i ∈ N, there exist ai, bi, ci ∈ R
such that Ti ≤ ai < ci < bi, and (2.1) holds with a, b, c replaced by ai, bi,
ci, respectively. From the above claim, the determinant of every prepared
solution Y (t) has at least one zero ti ∈ (ai, bi). Noting that ti > ai ≥ Ti,
i ∈ N, we see that detY (t) has arbitrarily large zeros. Thus, the system
(1.1) is oscillatory. The proof is complete.

Under a modification of the hypotheses of Theorem 2.1, we can obtain
the following result.

Corollary 2.1. Under the assumptions of Theorem 2.1 with (2.1) re-
placed by

(2.7)
1

H(c, a)

c�

a

H(s, a)k(s)v(s) trQ(s) ds

+
1

H(b, c)

b�

c

H(b, s)k(s)v(s) trQ(s) ds

>
1
4

(
1

H(c, a)

c�

a

h2
1(s, a)v(s)
H(s, a)k(s)

trP (s) ds

+
1

H(b, c)

b�

c

h2
2(b, s)v(s)
H(b, s)k(s)

trP (s) ds
)
,

the system (1.1) is oscillatory.

The proof is similar to that of Theorem 2.1.

Theorem 2.2. Under the assumptions of Theorem 2.1 with the condition
including (2.1) replaced by :

(2.8) lim sup
t→∞

λn

[ t�

l

{
H(s, l)k(s)v(s)Q(s)− 1

4
h2

1(s, l)
H(s, l)k(s)

v(s)P (s)
}
ds

]
>0

and

(2.9) lim sup
t→∞

λ1

[ t�

l

{
H(t, s)k(s)v(s)Q(s)− 1

4
h2

2(t, s)
H(t, s)k(s)

v(s)P (s)
}
ds

]
>0,

for each l ≥ t0, the system (1.1) is oscillatory.

Proof. For any T ≥ t0, let a = T . In (2.8) we choose l = a. Then there
exists c > a such that
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(2.10) λn

[ c�

a

{
H(s, a)k(s)v(s)Q(s)− 1

4
h2

1(s, a)
H(s, a)k(s)

v(s)P (s)
}
ds

]
> 0,

In (2.9) we choose l = c. Then there exists b > c such that

(2.11) λ1

[ b�

c

{
H(b, s)k(s)v(s)Q(s)− 1

4
h2

2(b, s)
H(b, s)k(s)

v(s)P (s)
}
ds

]
> 0.

Combining (2.10) and (2.11) we obtain (2.1). The conclusion thus comes
from Theorem 2.1.

Corollary 2.2. Under the assumptions of Theorem 2.1 with the con-
dition including (2.1) replaced by :

(2.12) lim sup
t→∞

t�

l

{
H(s, l)k(s)v(s) trQ(s)− 1

4
h2

1(s, l)
H(s, l)k(s)

v(s) trP (s)
}
ds>0,

(2.13) lim sup
t→∞

t�

l

{
H(t, s)k(s)v(s) trQ(s)− 1

4
h2

2(t, s)
H(t, s)k(s)

v(s) trP (s)
}
ds>0

for each l ≥ t0, the system (1.1) is oscillatory.

If in Theorems 2.1–2.2 and Corollaries 2.1–2.2, h1(t, s) and h2(t, s) are
replaced by h1(t, s)

√
H(t, s)k(s) and h2(t, s)

√
H(t, s)k(s) respectively, we

can obtain the following results. The proofs are similar.

Theorem 2.3. Let H ∈ C(D,R) satisfy condition (H1) in Theorem 2.1.
Suppose that there exist h1, h2 ∈ C(D0,R) and k, v ∈ C1([t0,∞), (0,∞))
such that

(H2)
∂

∂t
(H(t, s)k(t))−H(t, s)k(t)

(
r(t)− v′(t)

v(t)

)

= h1(t, s)
√
H(t, s)k(t), ∀(t, s) ∈ D0;

(H3)
∂

∂s
(H(t, s)k(s))−H(t, s)k(s)

(
r(s)− v′(s)

v(s)

)

= −h2(t, s)
√
H(t, s)k(s), ∀(t, s) ∈ D0.

Assume also that for each sufficiently large T0 ≥ t0, there exist a, b, c ∈ R
with T0 ≤ a < c < b such that

(2.14)
1

H(c, a)
λn

[ c�

a

{
H(s, a)k(s)v(s)Q(s)− 1

4
h2

1(s, a)v(s)P (s)
}
ds

]

+
1

H(b, c)
λ1

[ b�

c

{
H(b, s)k(s)v(s)Q(s)− 1

4
h2

2(b, s)v(s)P (s)
}
ds

]
> 0.

Then the system (1.1) is oscillatory.
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Corollary 2.3. Under the assumptions of Theorem 2.3 with (2.14) re-
placed by

(2.15)
1

H(c, a)

c�

a

H(s, a)k(s)v(s) trQ(s) ds

+
1

H(b, c)

b�

c

H(b, s)k(s)v(s) trQ(s) ds

>
1
4

(
1

H(c, a)

c�

a

h2
1(s, a)v(s) trP (s) ds+

1
H(b, c)

b�

c

h2
2(b, s)v(s) trP (s) ds

)
,

the system (1.1) is oscillatory.

Theorem 2.4. Under the assumptions of Theorem 2.3 with the condition
including (2.14) replaced by :

lim sup
t→∞

λn

[ t�

l

{
H(s, l)k(s)v(s)Q(s)− 1

4
h2

1(s, l)v(s)P (s)
}
ds

]
> 0

and

lim sup
t→∞

λ1

[ t�

l

{
H(t, s)k(s)v(s)Q(s)− 1

4
h2

2(t, s)v(s)P (s)
}
ds

]
> 0,

for each l ≥ t0, the system (1.1) is oscillatory.

Corollary 2.4. Under the assumptions of Theorem 2.3 with the con-
dition including (2.14) replaced by :

lim sup
t→∞

t�

l

{
H(s, l)k(s)v(s) trQ(s)− 1

4
h2

1(s, l)v(s) trP (s)
}
ds > 0

and

lim sup
t→∞

t�

l

{
H(t, s)k(s)v(s) trQ(s)− 1

4
h2

2(t, s)v(s) trP (s)
}
ds > 0

for each l ≥ t0, the system (1.1) is oscillatory.

Moreover, let k(t) = 1 and H := H(t − s) in Theorem 2.3. Then
∂(H(t− s))/∂t = −∂(H(t− s))/∂s and denote them by h(t− s). Thus

h1(t, s) =
h(t− s)√
H(t− s)

−
√
H(t− s)

(
r(t)− v′(t)

v(t)

)
,

h2(t, s) = − h(t− s)√
H(t− s)

−
√
H(t− s)

(
r(s)− v′(s)

v(s)

)
.

Applying Theorem 2.3 and Corollary 2.3, we obtain
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Theorem 2.5. Under the assumptions of Theorem 2.3 with the condition
including (2.14) replaced by : for any T ≥ t0, there exist T ≤ a < c such that

(2.16) λn

[ c�

a

{
H(s− a)v(s)Q(s)

− 1
4

(
h(s− a)√
H(s− a)

−
√
H(s− a)

(
r(s)− v′(s)

v(s)

))2

v(s)P (s)
}
ds

]

+ λ1

[ c�

a

{
H(s− a)v(2c− s)Q(2c− s)

− 1
4

(
h(s− a)√
H(s− a)

+
√
H(s− a)

(
r(2c− s)− v′(2c− s)

v(2c− s)

))2

× v(2c− s)P (2c− s)
}
ds

]
> 0,

the system (1.1) is oscillatory.

Proof. Let b = 2c − a. Then H(b − c) = H(c − a) = H((b− a)/2), and
for any w ∈ L[a, b], we have

b�

c

w(s) ds =
c�

a

w(2c− s) ds.

Hence
b�

c

H(b− s)v(s)Q(s) ds =
c�

a

H(s− a)v(2c− s)Q(2c− s) ds

and
b�

c

h2
2(b− s)v(s)P (s) ds

=
b�

c

(
h(b− s)√
H(b− s)

+
√
H(b− s)

(
r(s)− v′(s)

v(s)

))2

v(s)P (s) ds

=
c�

a

(
h(s− a)√
H(s− a)

+
√
H(s− a)

(
r(2c− s)− v′(2c− s)

v(2c− s)

))2

× v(2c− s)P (2c− s) ds.
Thus (2.16) implies (2.14) and therefore the system (1.1) is oscillatory by
Theorem 2.3. The proof of Theorem 2.5 is complete.
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Similarly, from Corollary 2.3 we obtain

Theorem 2.6. Under the conditions of Theorem 2.5 with (2.16) replaced
by

c�

a

H(s, a)v(s)[trQ(s) + trQ(2c− s)] ds

>
1
4

c�

a

[v(s) trP (s) + v(2c− s) trP (2c− s)]h
2(s− a)
H(s− a)

ds

+
1
2

c�

a

[(
r(2c− s)− v′(2c− s)

v(2c− s)

)
v(2c− s) trP (2c− s)

−
(
r(s)− v′(s)

v(s)

)
v(s) trP (s)

]
h(s− a) ds

+
1
4

c�

a

[(
r(2c− s)− v′(2c− s)

v(2c− s)

)2

v(2c− s) trP (2c− s)

−
(
r(s)− v′(s)

v(s)

)2

v(s) trP (s)
]
H(s− a) ds,

the system (1.1) is oscillatory.

Now we choose

k(t) = 1 and H(t− s) = (t− s)α for α > 1.

Then H ′(t− s) = (α/2)(t− s)α/2−1. Based on the above oscillation criteria
we obtain the following oscillation criteria of Kamenev’s type.

Corollary 2.5. Suppose that v ∈ C1([t0,∞), (0,∞)) satisfies

lim sup
t→∞

λn

[
1

tα−1

t�

l

(s− l)αv(s)

×
{
Q(s)− 1

4

(
α

s− l −
(
r(s)− v′(s)

v(s)

))2

P (s)
}
ds

]
> 0,

lim sup
t→∞

λ1

[
1

tα−1

t�

l

(t− s)αv(s)

×
{
Q(s)− 1

4

(
α

t− s +
(
r(s)− v′(s)

v(s)

))2

P (s)
}
ds

]
> 0,

for each l ≥ t0. Then the system (1.1) is oscillatory.
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Corollary 2.6. Suppose that v ∈ C1([t0,∞), (0,∞)) satisfies

lim sup
t→∞

1
tα−1

t�

l

(s− l)αv(s)

×
[

trQ(s)− 1
4

(
α

s− l −
(
r(s)− v′(s)

v(s)

))2

trP (s)
]
ds > 0,

lim sup
t→∞

1
tα−1

t�

l

(t− s)αv(s)

×
[

trQ(s)− 1
4

(
α

t− s +
(
r(s)− v′(s)

v(s)

))2

trP (s)
]
ds > 0

for each l ≥ t0. Then the system (1.1) is oscillatory.

Remark 2.1. This paper extends to matrix systems an idea of Kong [8],
who presented interval criteria for oscillation of second order ODE’s. Theo-
rems 2.1–2.6 and Corollaries 2.1–2.6 complement and improve Theorems 1–3
of [4], Theorems 1–3 of [14] and the relevant results of [11] for the matrix
differential system (1.3). Further, our results complement and generalize
the oscillation criterion of Kong [8] for the scalar equation (1.5), Huang [6],
Philos [13] and Kamenev [7] for (1.6).

From Theorems 2.1–2.6 and Corollaries 2.1–2.6, we can deduce various
explicit sufficient conditions for the oscillation of (1.1), by appropriate choice
of the functions H(t, s), k(s) and v(s). For instance, we can choose H(t, s) =
(t−s)α, H(t, s) = [R(t)−R(s)]α, or H(t, s) = [logU(t)/U(s)]α, or H(t, s) =
[ � t
s

(1/w(z)) dz]α, etc., for t ≥ s ≥ t0; k(s), v(s) may be chosen to be 1, s,
etc., and α > 1 is a constant, R(t) = � t

t0
ds/u(s), U(t) = � ∞

t
ds/u(s) < ∞

for t ≥ t0, w ∈ C([t0,∞), (0,∞)) with � ∞t0 (1/w(z)) dz =∞.

Example 2.1. Consider the 2-dimensional system (1.1) where

P (t) = diag
(

1
t

+
cos2 t

t
,

1
t

)
, r(t) =

1
t
, Q(t) = diag(q1(t), q2(t)),

where

q1(t) =





7
t (t− 3n), 3n ≤ t ≤ 3n+ 1,
7
t (−t+ 3n+ 2), 3n+ 1 < t ≤ 3n+ 2,
−n|sinπt|, 3n+ 2 < t ≤ 3n+ 3,

q2(t) =





7
t (t− 3n), 3n ≤ t ≤ 3n+ 1,
7
t (−t+ 3n+ 2), 3n+ 1 < t ≤ 3n+ 2,
−nπ|sin 2πt|, 3n+ 2 < t < 3n+ 3,

n ∈ N0 = {0, 1, 2, 3, . . .}. For any T > 0 there exists n ∈ N0 such that
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3n > T . Let a = 3n, c = 3n + 1 and H(t − s) = (t − s)2. Choose k(t) = 1
and v(t) = t; then h(t− s) = 2(t− s) and r(t) = v′(t)/v(t). It is easy to see
that (2.16) becomes

λ2

[ c�

a

{H(s− a)v(s)Q(s)− 1
4
h2(s− a)
H(s− a)

v(s)P (s)} ds
]

+ λ1

[ c�

a

{H(s− a)v(2c− s)Q(2c− s)

− 1
4
h2(s− a)
H(s− a)

v(2c− s)P (2c− s)} ds
]

= λ2

[ 3n+1�

3n

{(s− 3n)2 diag(7(s− 3n), 7(s− 3n))− diag(1 + cos2 s, 1)} ds
]

+ λ1

[ 3n+1�

3n

{(s− 3n)2 diag(7(3n+ 2− s), 7(3n+ 2− s))

− diag(1 + cos2(6n+ 2− s), 1)} ds
]

=
3n+1�

3n

{(s− 3n)27(s− 3n)− (1 + cos2 s)} ds

+
3n+1�

3n

{(s− 3n)27(3n+ 2− s)− 1} ds

=
3n+1�

3n

(s− 3n)2[7(s− 3n) + 7(3n+ 2− s)] ds−
3n+1�

3n

(1 + cos2 s+ 1) ds

> 14/3− 3 = 5/3 > 0.

Thus (2.16) is true and therefore the system is oscillatory by Theorem 2.5.
However, oscillation cannot be demonstrated by the criteria in [1–16] and
other papers; moreover, in the system we have � ∞0 qi(t) dt = −∞ (i = 1, 2).
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