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#### Abstract

We study the problem of extending functions from linear affine subvarieties for the Bergman scale of spaces on convex finite type domains. Our results solve the problem for $H^{1}(D)$. For other Bergman spaces the result is $\epsilon$-optimal.


1. Introduction. In this paper we investigate the problem of extending functions from a linear subvariety for Bergman spaces. A domain $D$ on which the function spaces are defined is assumed to be smoothly bounded and convex of finite type. We explain what this means.

The domain is defined by a function $r$,

$$
D=\{z: r(z)<0\}
$$

which is assumed to be smooth on some open neighbourhood of $\bar{D}$ and satisfy $d r \neq 0$ on $b D$ (we say that $r$ is non-degenerate on $b D$ ). We use the symbol $\varrho$ to denote $|r|$.

The finite type assumption means that the maximal order of contact of $b D$ with germs of complex analytic sets is finite. Such domains have been studied since the discovery of their importance in the $\bar{\partial}$-Neumann problem ([24], [25], [12], [9], [10]). Our goal is to provide an important element of function theory on convex finite type domains.

Let us recall that the Bergman space $H^{p}(D), 1 \leq p<\infty$, is the space of all holomorphic functions $F$ in $D$ such that

$$
\int_{D}|F|^{p} d V<\infty
$$

The symbol $d V$ stands for the volume measure in $\mathbb{C}^{n}$.

[^0]Let $\omega=\left(\omega_{1}, \ldots, \omega_{n}\right) \in D, e=\left(e_{1}, \ldots, e_{n}\right) \in \mathbb{C}^{n}$ and set

$$
A=A(\omega, e):=\left\{z \in \mathbb{C}^{n}: h_{\omega, e}(z):=\langle z-\omega, e\rangle=0\right\}
$$

where

$$
\langle z-\omega, e\rangle=\sum_{j=1}^{n}\left(z_{j}-\omega_{j}\right) \bar{e}_{j} .
$$

The operator $R_{D \cap A}$ of restriction to the subvariety $A$ is defined for all holomorphic functions in $D$ in the following way:

$$
R_{D \cap A}:\left.H(D) \ni f \mapsto f\right|_{D \cap A} \in H(D \cap A)
$$

In this paper we examine for which functions $f$ holomorphic in $D \cap A$ there is a function $F$ in the Bergman space $H^{p}(D), 1 \leq p<\infty$, such that

$$
f=R_{D \cap A} F
$$

The answer we give is the following: There exist positive Borel measures $\mu$ and $\mu_{\epsilon}, \epsilon>0$, supported on $D \cap A$ such that if a function $f$ holomorphic in $D \cap A$ is integrable with respect to $\mu$, then it extends to a function which belongs to $H^{1}(D)$. A holomorphic function which is $p$-integrable with respect to $\mu_{\epsilon}$ for some $\epsilon>0$ admits an extension to a function which belongs to $H^{p}(D), 1<p<\infty$. For $p=1$ the result is sharp, i.e. the condition which guarantees the existence of an extension is also necessary. When $p$ is between 1 and $\infty$ there is an $\epsilon$-gap between a condition which suffices for an extension with values in $H^{p}(D)$ and the one which is necessary.

In both cases we prove that there exist linear extension operators with values in $H^{p}(D), 1 \leq p<\infty$. If $p=1$ the corresponding operator is defined on the space of holomorphic functions which are integrable with respect to the measure $\mu$. When $1<p<\infty$ the extension operators are defined on spaces of holomorphic functions which are $p$-integrable with respect to one of the measures $\mu_{\epsilon}$. What is important is that the measure $\mu$ and the measures $\mu_{\epsilon}, \epsilon>0$, depend on the specific non-isotropic geometry of the convex domain of finite type and are independent of $p$.

The celebrated Ohsawa-Takegoshi extension theorem [30] states that in the case of pseudoconvex domains each holomorphic $L^{2}(D \cap A)$-function admits an extension to a holomorphic function in $H^{2}(D)$. Our results concern the whole scale of Bergman spaces $H^{p}(D), 1 \leq p<\infty$. In the specific case of $H^{2}(D)$ they say that under the additional assumption that $D$ is convex and of finite type the class of functions which admit an extension to a function in $H^{2}(D)$ is larger than $H^{2}(D \cap A)$. There appears the so called 'gain of regularity'. This seems interesting since K. Diederich and E. Mazzilli proved in [16] that there are finite type domains and subvarieties (non-linear and of higher codimension) with no 'gain of regularity' as far as the extension problem is concerned.

Let us now introduce some notation and formulate the results. Let $\nu$ be a positive Borel measure on $D \cap A(\omega, e)$. Then

$$
H^{p}(D \cap A(\omega, e), d \nu):=\left\{f \in H(D \cap A(\omega, e)): \int_{D \cap A(\omega, e)}|f|^{p} d \nu<\infty\right\}
$$

for $1 \leq p<\infty$, is the space of all functions holomorphic in $D \cap A(\omega, e)$ and $p$-integrable with respect to the measure $\nu$.

We can present the results now.
Theorem 1.1. Assume that $D$ is a bounded convex domain of finite type defined by a function $r$ which is smooth on some neighbourhood of $\bar{D}$ and $d r \neq 0$ on $b D$. Let $e \in \mathbb{C}^{n}$ be a unit vector and $\omega \in D$. There exists $a$ bounded operator

$$
E_{A(\omega, e)}: H^{1}\left(D \cap A(\omega, e),\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{2} d V_{A(\omega, e)}\right) \rightarrow H^{1}(D)
$$

such that

$$
\left.R_{D \cap A} \circ E_{A(\omega, e)}=\left.\operatorname{id}_{H^{1}\left(D \cap A(\omega, e), \mid \partial h_{\omega, e}\right.}\right|_{\mathcal{N}} ^{2} d V_{A(\omega, e)}\right) .
$$

As already stated, we solve the extension and restriction problem for $H^{1}(D)$ completely. The condition which suffices for the extension is also necessary.

Theorem 1.2. Assume that $D$ is a bounded convex domain of finite type defined by a function $r$ which is smooth on some neighbourhood of $\bar{D}$ and $d r \neq 0$ on $b D$. Let $\omega \in D$ and $e \in \mathbb{C}^{n}$ with $e \neq 0$. A function $f \in H(D \cap A(\omega, e))$ admits an extension which belongs to the Bergman space $H^{1}(D)$ if and only if

$$
\int_{D \cap A(\omega, e)}|f|\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{2} d V_{D \cap A}<\infty
$$

In other words,

$$
R_{D \cap A}\left[H^{1}(D)\right]=H^{1}\left(D \cap A(\omega, e),\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{2} d V_{D \cap A}\right) .
$$

In order to prove Theorem 1.2 we invoke the following result proved by the author in [23]:

Theorem 1.3. Assume that $D$ is a bounded convex domain of finite type defined by a function $r$ which is smooth on some neighbourhood of $\bar{D}$ and $d r \neq 0$ on $b D$. Then for any $1 \leq p<\infty$,

$$
R_{D \cap A}\left[H^{p}(D)\right] \subset H^{p}\left(D \cap A(\omega, e),\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{2} d V_{D \cap A}\right) .
$$

For other Bergman spaces we obtain an $\epsilon$-optimal result.
Theorem 1.4. Assume that $D$ is a bounded convex domain of finite type defined by a function $r$ which is smooth on some neighbourhood of $\bar{D}$ and
$d r \neq 0$ on $b D$. Let $\omega \in D$ and $e \in \mathbb{C}^{n}$ with $e \neq 0$. For any $\epsilon>0$ and $1<p<\infty$ there exists a bounded operator

$$
E_{A(\omega, e)}: H^{p}\left(D \cap A(\omega, e),\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{2-\epsilon} d V_{D \cap A(\omega, e)}\right) \rightarrow H^{p}(D)
$$

such that

$$
R_{D \cap A} \circ E_{A(\omega, e)}=\operatorname{id}_{H^{p}\left(D \cap A(\omega, e),\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{2-\epsilon} d V_{D \cap A(\omega, e)}\right.} .
$$

We now explain the notation used in Theorems 1.1 1.4. The symbol $d V_{D \cap A}$ stands for the measure induced by the volume element of the complex subvariety $A=A(\omega, e)$, and $\left|\partial h_{\omega, e}\right|_{\mathcal{N}}$ is a special non-isotropic norm of the $(1,0)$-covector $\partial h_{\omega, e}$. It is important to realize that although $h_{\omega, e}$ is affine linear, the function $z \mapsto\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{2}(z)=\left|\partial h_{\omega, e}(z)\right|_{\mathcal{N}}^{2}$ is not constant. To define the norm we first recall an object which is of key importance in convex finite type domains.

The complex boundary distance is defined for $z$ in $U$, a small neighbourhood of $b D, v \in \mathbb{C}^{n}$ and $\varepsilon>0$ in the following way:

$$
\tau(z, v, \varepsilon):=\sup \{c:|r(z+\lambda v)-r(z)|<\varepsilon,|\lambda|<c\} .
$$

This notion was introduced by J. D. McNeal [28], [29].
Assume that $\Omega$ is a $(1,0)$-covector at a point $\zeta$. We define its non-isotropic norm by

$$
|\Omega|_{\mathcal{N}}(\zeta):=\sup \{|\Omega(v)| \tau(\zeta, v,|r(\zeta)|): v \neq 0\}
$$

The norm $|\cdot|_{\mathcal{N}}$ was introduced by J. Bruna, P. Charpentier and Y. Dupain [7] when constructing zero varieties of Nevanlinna class functions. Roughly speaking, its role in Theorems 1.1 1.4 is to compensate in Wirtinger's formula for a lacking variable in the volume form $d V_{D \cap A}$.

In the proof of Theorems 1.1 and 1.4 we use extension operators constructed by B. Berndtsson [4]. The construction is based on integral formulae developed by M. Andersson and B. Berndtsson [5]. The fundamental element of the method is the support function constructed for convex finite type domains by K. Diederich and J. E. Fornæss [14]. In order to prove our results we first obtain certain non-isotropic estimates (Lemma 3.1). This suffices to prove Theorem 1.1 and, as a result, also Theorem 1.2. In order to prove Theorem 1.4 we have to modify Schur's test (Proposition 3.2). The proof of Theorem 1.4 is completed once we prove additional non-isotropic estimates (Lemma 3.3).

One may wonder what is the reason for the $\epsilon$-gap between the conditions in Theorems 1.4 and 1.1. The gap is a consequence of the fact that in Schur's test (and its modified version) one needs to integrate in both variables in order to have boundedness on $L^{p}$ spaces when $1<p<\infty$. In the $L^{1}$ case, control over only one variable is needed.

The problem of extension from linear subvarieties for bounded holomorphic functions was considered by K. Diederich and E. Mazzilli [15] who generalized to convex finite type domains the result by G. Henkin [22]. The same problem for hypersurfaces which are not affine linear was investigated in [1]. Extension problems were also considered by E. Amar [3], [2], A. Cumenge [11] and E. Mazzilli [27]. Other aspects of function theory on convex finite type domains have also been studied. We list only those most relevant to our work. Regularity of the $\bar{\partial}$-equation on convex finite type domains was investigated by K. Diederich, J. E. Fornæss and B. Fischer [13], B. Fischer [18], [19] and T. Hefer [20], [21]. The Henkin-Skoda problem for convex finite type domains was solved by J. Bruna, P. Charpentier and Y. Dupain [7]. Duality problems were investigated by S. G. Krantz and S.-Y. Li [26]. The present author also studied extension problems for varieties which are not linear [23]. The elementary example of the domain $D=\left\{\left(z_{1}, z_{2}, z_{3}\right) \in \mathbb{C}^{3}:\left|z_{1}\right|^{2}+\left|z_{2}\right|^{4}+\left|z_{3}\right|^{2}<1\right\}$ and the subvariety $A=\left\{z_{3}=0\right\}$ shows that neither Theorem 1.1 nor Theorem 1.4 is a consequence of the results of [23].

The paper is divided into three sections. In the next one we provide background on analysis on convex finite type domains, and construction of the support function and the extension operator. In order to make the paper self-contained we recall both definitions and properties of the objects we use. The last section contains the proofs of Theorems 1.1, 1.2 and 1.4 .

We write $A \lesssim B$ if there exists a constant $c$ such that $A \leq c B$. If both $A \lesssim B$ and $B \lesssim A$, then we write $A \sim B$.

## 2. Preliminaries

2.1. Geometry of convex domains of finite type. In this section we recall basic information concerning smoothly bounded convex domains of finite type in $\mathbb{C}^{n}, n>1$. Such a domain will be denoted by $D$ throughout the paper. The domain $D$ is assumed to be defined by a smooth function $r$ with $d r \neq 0$ on the boundary of $D$. Without loss of generality we may assume that $D$ contains 0 and $r=p_{D}-1$ with $p_{D}$ standing for the Minkowski functional of $D$. As a result, we may assume that $r$ is convex on some neighbourhood of $b D$. Notice that with this choice of $r$, sublevels of the defining function are just dilations of the boundary. Thus, for small $|t|$ the domains $D_{t}:=\left\{z \in \mathbb{C}^{n}: r(z)<t\right\}$ are convex as well. We write $\varrho(\zeta)$ to denote $|r(\zeta)|$.

Recall that $p \in b D$ is said to be of finite type if the maximal order of contact at $p$ of the hypersurface $b D$ with germs of non-singular analytic sets is finite. The domain $D$ is said to be of finite type if each of its boundary points is of finite type. Under the assumption that $D$ is convex it suffices
to take into account only germs of complex lines. This was proved in 6] and 31. The maximal order of contact of points $p \in b D$ with complex lines is called the type of the domain.

We shall make use of concepts introduced by J. D. McNeal [28], [29], H. P. Boas and E. Straube [6, J. Bruna, P. Charpentier and Y. Dupain [7], K. Diederich and J. E. Fornæss [14] and others. In order to make the paper self-contained we recall the concepts we will use.

The symbol $U$ stands for a sufficiently small open neighbourhood of $b D$. The complex boundary distance is defined for $z \in U, v \in \mathbb{C}^{n}$ and $\varepsilon>0$ by

$$
\tau(z, v, \varepsilon):=\sup \{c:|r(z+\lambda v)-r(z)|<\varepsilon,|\lambda|<c\}
$$

The function $\tau$ may also be considered to be defined by the condition

$$
\begin{equation*}
\sum_{1 \leq i+j \leq M}\left|a_{i j}(z, v)\right| \tau(z, v, \varepsilon)^{i+j}=\varepsilon \tag{1}
\end{equation*}
$$

where

$$
a_{i j}(z, v)=\left.\frac{\partial^{i+j}}{\partial \lambda^{i} \partial \bar{\lambda}^{j}} r(z+\lambda v)\right|_{\lambda=0}
$$

and $M$ in (1) stands for the type of the domain. As a result,

$$
\begin{equation*}
\tau(z, v, \varepsilon) \sim \min _{1 \leq k \leq M}\left\{\left(\frac{\varepsilon}{\sum_{i+j=k}\left|a_{i j}(z, v)\right|}\right)^{1 / k}\right\} \tag{2}
\end{equation*}
$$

Formula (1) implies in particular that $\tau(z, v, \varepsilon) \lesssim \varepsilon^{1 / M}$ and the estimate is uniform for $z \in U$ and $|v|=1$.

Definition 2.1 ( $\varepsilon$-extremal basis). Let $D=\{r<0\}$ be a smooth convex domain of finite type $M$, with $r$ convex and smooth. For $\zeta \in \bar{D}$ and $\varepsilon>0$ the $\varepsilon$-extremal basis

$$
u_{1}^{\zeta, \varepsilon}, \ldots, u_{n}^{\zeta, \varepsilon}
$$

at $\zeta$ is defined as follows: Choose a point $q_{1}$ with $r\left(q_{1}\right)=r(\zeta)+\varepsilon$ in the direction of the line given by the gradient $\partial r(\zeta)$. Then $\left|q_{1}-\zeta\right|$ is comparable to the distance from $\zeta$ to the level set $b D_{\zeta, \varepsilon}:=\{z: r(z)=r(\zeta)+\varepsilon\}$. Let $u_{1}^{\zeta, \varepsilon}$ be the unit vector in the direction of $q_{1}-\zeta$. Then choose a unit vector $u_{2}^{\zeta, \varepsilon}$ orthogonal to $\operatorname{Span}_{\mathbb{C}}\left\{u_{1}^{\zeta, \varepsilon}\right\}$ such that the maximal distance from $\zeta$ to $b D_{\zeta, \varepsilon}$ along directions orthogonal to $\operatorname{Span}_{\mathbb{C}}\left\{u_{1}^{\zeta, \varepsilon}\right\}$ is achieved along the line given by $u_{2}^{\zeta, \varepsilon}$ at a point $q_{2}$. Now continue by choosing a unit vector $u_{3}^{\zeta, \varepsilon}$ orthogonal to $\operatorname{Span}_{\mathbb{C}}\left\{u_{1}^{\zeta, \varepsilon}, u_{2}^{\zeta, \varepsilon}\right\}$ etc. until the basis is constructed.

Extremal bases are used to define certain polydisks. Namely, fix $\zeta \in U$ and let $\varepsilon>0$ be small enough. Let, for $j=1, \ldots, n$,

$$
\tau_{j}(\zeta, \varepsilon):=\left|q_{j}-\zeta\right|=\tau\left(\zeta, u_{j}^{\zeta, \varepsilon}, \varepsilon\right)
$$

For $C \in \mathbb{R}_{0}^{+}$, define polydisks
$C P_{\varepsilon}(\zeta):=\left\{z=\zeta+\sum_{j=1}^{n} z_{\zeta, \varepsilon, j} u_{j}^{\zeta, \varepsilon} \in \mathbb{C}^{n}:\left|z_{\zeta, \varepsilon, j}\right|<C \tau_{j}^{e}(\zeta, \varepsilon)\right.$ for $\left.j=1, \ldots, n\right\}$.
We now recall properties of these objects. First of all, if $z \in P_{\varepsilon}(\zeta)$, then

$$
\begin{equation*}
\tau(\zeta, v, \varepsilon) \sim \tau(z, v, \varepsilon) \tag{3}
\end{equation*}
$$

This is Proposition 2.3 in [29]. This implies that if $z \in P_{\varepsilon}(\zeta)$ then

$$
\begin{equation*}
V\left(P_{\varepsilon}(z)\right) \sim V\left(P_{\varepsilon}(\zeta)\right) \tag{4}
\end{equation*}
$$

Proposition 2.2 ([13, Proposition 1.3]). Let $U$ be a sufficiently small neighbourhood of $b D$.
(i) There exists a constant $C_{1}$ such that if $\zeta_{1}, \zeta_{2} \in U$ and $\varepsilon>0$ and

$$
P_{\varepsilon}\left(\zeta_{1}\right) \cap P_{\varepsilon}\left(\zeta_{2}\right) \neq \emptyset
$$

then

$$
P_{\varepsilon}\left(\zeta_{1}\right) \subset P_{C_{1} \varepsilon}\left(\zeta_{2}\right) \quad \text { and } \quad P_{\varepsilon}\left(\zeta_{2}\right) \subset P_{C_{1} \varepsilon}\left(\zeta_{1}\right) .
$$

(ii) For each constant $K$ there are constants $c(K), C(K)$ such that for each $\zeta \in U$ and $\varepsilon>0$,

$$
\begin{aligned}
& P_{c(K) \varepsilon}(\zeta) \subset K P_{\varepsilon}(\zeta) \subset P_{C(K) \varepsilon}(\zeta), \\
& c(K) P_{\varepsilon}(\zeta) \subset P_{K \varepsilon}(\zeta) \subset C(K) P_{\varepsilon}(\zeta)
\end{aligned}
$$

(iii) There are constants $c_{2}<1, C_{2}>1$ such that

$$
\begin{aligned}
& \frac{1}{2} P_{\varepsilon}(\zeta) \subset C_{2} P_{\varepsilon / 2}(\zeta), \\
& C_{2} P_{t}(\zeta) \subset P_{\varepsilon}(\zeta) \quad \text { if } t<c_{2} \varepsilon .
\end{aligned}
$$

(iv) There exists a constant $c_{3}$ such that for each $\zeta \in D$,

$$
c_{3} P_{|r(\zeta)|}(\zeta) \subset D
$$

For $i \in \mathbb{N}_{0}$ we introduce the polyannuli

$$
P_{\varepsilon}^{i}(z):=C P_{2^{i} \varepsilon}(z) \backslash \frac{1}{2} P_{2^{i} \varepsilon}(z)
$$

with a suitably defined constant $C>0$. Proposition 2.2 implies that if $\varepsilon_{0}>0$ is sufficiently small, then

$$
P_{\varepsilon_{0}}(z) \backslash P_{\varepsilon}(z) \subset \bigcup_{i=0}^{C_{5}\left[\log \left(\varepsilon_{0} / \varepsilon\right)\right\rceil} P_{\varepsilon}^{i}(z)
$$

with a uniform constant $C_{5}$.
We will need to compare $\tau(z, v, \varepsilon)$ for different values of $\varepsilon$.
Lemma 2.3 ([15, Proposition 3.3]). Let $D$ be a convex domain of finite type defined by a smooth function $r$ such that $d r \neq 0$ on $b D$. If $\varepsilon_{1} \geq \varepsilon_{2}$ then

$$
\tau\left(z, v, \varepsilon_{1}\right) \lesssim \frac{\varepsilon_{1}}{\varepsilon_{2}} \tau\left(z, v, \varepsilon_{2}\right) .
$$

2.2. Support functions. In [14 K. Diederich and J. E. Fornæss constructed support functions for convex domains of finite type in $\mathbb{C}^{n}$. We now recall elements of this construction.

Assume that $D=\{z: r(z)<0\}$, where $r$ is chosen in such a way that $|\operatorname{grad} r|>1 / 2$ in an open set $U$ containing $b D$ and

$$
D_{t}:=\{z: r(z)<t\}
$$

are convex domains of type $M$ for $t=r(\zeta), \zeta \in U$. Let $n_{\zeta}$ be the unit outer normal vector to the hypersurface $\{z: r(z)=r(\zeta)\}$ at the point $\zeta$. There exists a family of unitary transformations $\Phi(\zeta): \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}, \zeta \in U$,

$$
\Phi(\zeta)^{\star} \Phi(\zeta)=\Phi(\zeta) \Phi(\zeta)^{\star}=I
$$

such that $\Phi(\zeta) n_{\zeta}=(1,0, \ldots, 0)$ for all $\zeta \in U$. The family $\Phi(\zeta), \zeta \in U$, may be chosen to depend smoothly on $\zeta$ (cf. [14]). Define

$$
\begin{aligned}
& r_{\zeta}(w):=r\left(\zeta+\Phi(\zeta)^{\star} w\right) \\
& S_{\zeta}(w)=3 w_{1}+K_{1} w_{1}^{2}-c \sum_{j=2}^{M} K_{2} \sigma_{j} \sum_{|\alpha|=j, \alpha_{1}=0} \frac{1}{\alpha!} \frac{\partial^{j} r_{\zeta}}{\partial w^{\alpha}}(0) w^{\alpha}
\end{aligned}
$$

for $K_{1}, K_{2}$ suitably large and $c>0$ suitably small. The only symbol which needs an explanation is $\sigma_{j}$ :

$$
\sigma_{j}:= \begin{cases}1 & \text { if } j \equiv 0 \bmod 4 \\ -1 & \text { if } j \equiv 2 \bmod 4 \\ 0 & \text { otherwise }\end{cases}
$$

Define

$$
S(z, \zeta):=S_{\zeta}(\Phi(\zeta)(z-\zeta))
$$

The following fundamental fact was proved by K. Diederich and J. E. Fornæss:
Theorem 2.4 (Diederich-Fornæss [14). Let $D \subset \subset \mathbb{C}^{n}$ be a smooth convex domain of finite type $M$ and $r$ a convex defining function of $D$ in a neighbourhood $U$ of $b D$. Then the function $S=S(z, \zeta) \in C^{\infty}\left(\bar{D} \times \mathbb{C}^{n}\right)$, holomorphic in $z$, constructed in [14], has the following property:

Let $\zeta \in U$, let $n_{\zeta}$ denote the outer unit normal to the level set $\{\eta$ : $r(\eta)=r(\zeta)\}$ and let $v$ be any unit vector complex tangential to this level set at $\zeta$. Define

$$
a_{\alpha \beta}:=\left.\frac{\partial^{\alpha+\beta}}{\partial \lambda^{\alpha} \partial \bar{\lambda}^{\beta}} r(\zeta+\lambda v)\right|_{\lambda=0}
$$

Then there are constants $K, c, d>0$ such that for all $z=\zeta+\mu n_{\zeta}+\lambda v$ with
$\lambda, \mu \in \mathbb{C}$, we have

$$
\begin{aligned}
& \Re S(z, \zeta) \\
& \leq-\left|\frac{\Re \mu}{2}\right|-\frac{K}{2}(\Im \mu)^{2}-c \sum_{j=2}^{M} \sum_{\alpha+\beta=j}\left|a_{\alpha \beta}\right||\lambda|^{j}+d \sup \{0, r(z)-r(\zeta)\}
\end{aligned}
$$

The existence of support functions was proved in [14]. We repeated however the formulation of Theorem 2.4 after [17]. We can replace the function $S(z, \zeta)$ by $\frac{1}{2 d} S(z, \zeta)$. Therefore, we may assume that

$$
\begin{aligned}
& \Re S(z, \zeta) \\
& \leq-\left|\frac{\Re \mu}{2}\right|-\frac{K}{2}(\Im \mu)^{2}-c \sum_{j=2}^{M} \sum_{\alpha+\beta=j}\left|a_{\alpha \beta}\right||\lambda|^{j}+\frac{1}{2} \sup \{0, r(z)-r(\zeta)\}
\end{aligned}
$$

We now recall some crucial properties of the function $S$.
LEMmA 2.5 ([18, Lemma 3.2]). Let $U$ be a sufficiently small neighbourhood of $b D$ and $\varepsilon_{0}>0$ sufficiently small. For all $z, \zeta \in U$ and $\varepsilon<\varepsilon_{0}$ we have

$$
|S(z, \zeta)| \gtrsim \varepsilon
$$

for all $\zeta \in P_{\varepsilon}^{0}(z)$ or $z \in P_{\varepsilon}^{0}(\zeta)$.
Notice that for $z, \zeta \in D$,

$$
\begin{aligned}
r(\zeta)+\frac{1}{2} \max \{0, r(z)-r(\zeta)\} & = \begin{cases}r(\zeta) & \text { if } r(z)-r(\zeta)<0 \\
\frac{1}{2} r(z)+\frac{1}{2} r(\zeta) & \text { if } r(z)-r(\zeta) \geq 0\end{cases} \\
& \leq \frac{1}{2} r(\zeta)
\end{aligned}
$$

In view of Proposition 2.4 , this suffices to prove the following fact:
Lemma 2.6. For each $z, \zeta \in D$,

$$
|r(\zeta)+S(z, \zeta)| \gtrsim \varrho(\zeta)
$$

We will also use the following lemma:
LEMmA 2.7. There exists an open set $U \supset b D$ and $a$ constant $c>0$ such that if $z, \zeta \in D \cap U$ and $\zeta \in P_{c}(z) \backslash P_{2^{i} \varrho(z)}(z)$ with $2^{i} \varrho(z)<c$, then

$$
|r(\zeta)+S(z, \zeta)| \gtrsim 2^{i} \varrho(z)
$$

The proof of Lemma 2.7 is exactly the same as the proof of Lemma 4.2 in [13] or Lemma 3.3 in [17], therefore we omit it. Next one defines $n$ functions $Q_{1}, \ldots, Q_{n}:(U \cap D) \times U \rightarrow \mathbb{C}$ holomorphic in the first variable and $C^{\infty}$ in the second such that

$$
S(z, \zeta)=\sum_{j=1}^{n} Q_{j}(z, \zeta)\left(z_{j}-\zeta_{j}\right)
$$

This is accomplished in the following way:

$$
\begin{equation*}
Q(z, \zeta):=\Phi(\zeta)^{T} Q_{\zeta}(\Phi(\zeta)(z-\zeta)), \tag{5}
\end{equation*}
$$

where

$$
\begin{aligned}
Q_{\zeta}^{1}(w) & :=3+K_{1} w_{1} \\
Q_{\zeta}^{k}(w) & :=-c \sum_{j=2}^{M} K_{2}^{2^{j}} \sigma_{j} \sum_{|\alpha|=j, \alpha_{1}=0, \alpha_{k}>0} \frac{\alpha_{k}}{j \alpha!} \frac{\partial^{j} r_{\zeta}}{\partial w^{\alpha}}(0) \frac{w^{\alpha}}{w_{k}}, \quad k=2, \ldots, n
\end{aligned}
$$

With the function $Q=\left(Q_{1}, \ldots, Q_{n}\right)$ defined in (5) one associates the (1,0)form

$$
\sum_{j=1}^{n} Q_{j}(z, \zeta) d \zeta_{j} .
$$

Fix $\zeta_{0} \in D \cap U$ and choose an $\varepsilon$-extremal basis $\left(u_{1}, \ldots, u_{n}\right)$ at $\zeta_{0}$. Write

$$
z=\zeta_{0}+\sum_{j=1}^{n} w_{j} u_{j}, \quad \zeta=\zeta_{0}+\sum_{j=1}^{n} \eta_{j} u_{j} .
$$

Let $\Phi$ be a unitary transformation such that $w=\Phi\left(z-\zeta_{0}\right)$ and $\eta=\Phi\left(\zeta-\zeta_{0}\right)$ and set

$$
\varphi(w):=\zeta_{0}+\Phi^{\star} w .
$$

Consider the pull-back of the form $\sum_{j=1}^{n} Q_{j}(z, \zeta) d \zeta_{j}$,

$$
\begin{equation*}
\varphi^{*}\left(\sum_{j=1}^{n} Q_{j}(z, \zeta) d \zeta_{j}\right)=\sum_{j=1}^{n} Q_{j}\left(z, \zeta_{0}+\Phi^{\star} \eta\right) \varphi^{*}\left(d \zeta_{j}\right)=\sum_{j=1}^{n} \tilde{Q}_{j}(w, \eta) d \eta_{j}, \tag{6}
\end{equation*}
$$

with $\tilde{Q}$ defined by

$$
\tilde{Q}(w, \eta):=\bar{\Phi} Q\left(\zeta_{0}+\Phi^{\star} w, \zeta_{0}+\Phi^{\star} \eta\right) .
$$

We use the following estimates of the function $\tilde{Q}$.
Proposition 2.8 ([18, Lemma 3.3]). For all $\eta$ with $\left|\eta_{j}\right|<\tau_{j}\left(\zeta_{0}, \varepsilon\right)$,

$$
\begin{aligned}
\left|\tilde{Q}_{k}(0, \eta)\right| & \lesssim \frac{\varepsilon}{\tau_{k}\left(\zeta_{0}, \varepsilon\right)}, \\
\left|\frac{\partial}{\partial \bar{\eta}_{j}} \tilde{Q}_{k}(0, \eta)\right| & \lesssim \frac{\varepsilon}{\tau_{j}\left(\zeta_{0}, \varepsilon\right) \tau_{k}\left(\zeta_{0}, \varepsilon\right)},
\end{aligned}
$$

and the constants involved are independent of $\zeta_{0}$ and $\varepsilon$.
Proposition 2.9 ([18, Lemma 3.4]). For all $w$ with $\left|w_{j}\right|<\tau_{j}\left(\zeta_{0}, \varepsilon\right)$,

$$
\left|\tilde{Q}_{k}(w, 0)\right| \lesssim \frac{\varepsilon}{\tau_{k}\left(\zeta_{0}, \varepsilon\right)}, \quad\left|\frac{\partial}{\partial \bar{\eta}_{j}} \tilde{Q}_{k}(w, 0)\right| \lesssim \frac{\varepsilon}{\tau_{j}\left(\zeta_{0}, \varepsilon\right) \tau_{k}\left(\zeta_{0}, \varepsilon\right)}
$$

and the constants involved are independent of $\zeta_{0}$ and $\varepsilon$.
2.3. Extension operator. Assume as before that $D$ is a smoothly bounded convex domain of finite type defined by a smooth function $r$ such that $d r \neq 0$ on $b D$. We intend to recall the construction of an extension operator. Although our results concern affine linear hypersurfaces, we consider a more general setting now. Namely, let $V \supset \bar{D}$ be an open set and $h: V \rightarrow \mathbb{C}$ a holomorphic function. Define

$$
A:=\{z \in V: h(z)=0\}
$$

The variety $A$ is assumed to be non-singular and to cut the boundary $b D$ transversally. In other words, we assume that $\partial h \neq 0$ on $A$ and $\partial h \wedge \partial r \neq 0$ at each point of $A \cap b D$.

In order to be able to use integral formulae from [4] we need to define

$$
\mathcal{Q}^{1}(\zeta, z):=\frac{1}{r(\zeta)}\left((1-\phi(\zeta)) \sum_{j=1}^{n} Q_{j}(z, \zeta)+\phi(\zeta) \sum_{j=1}^{n} \frac{\partial r}{\partial \zeta_{j}} d \zeta_{j}\right)
$$

The symbol $\phi$ stands for a smooth cut-off function supported on a compact subset of $D$.

With this definition we are ready to recall the construction developed in 4].

Proposition 2.10. For any $N>1$ the integral operator $E_{A}^{N}$ defined on any function $f \in H^{\infty}(D \cap A)$ for any $z \in D$ by

$$
\begin{aligned}
& E_{A}^{N} f(z):=\int_{D \cap A} f(\zeta) \\
& \cdot\left[d V^{\#}\right\rfloor\left(\frac{r^{N+n-1}(\zeta)}{\left(r(\zeta)+(1-\phi(\zeta)) S(z, \zeta)+\phi(\zeta) \sum_{j=1}^{n} \frac{\partial r}{\partial \zeta_{j}}(\zeta)\left(z_{j}-\zeta_{j}\right)\right)^{N+n-1}}\right. \\
& \\
& \left.\left.\quad \cdot\left(\bar{\partial} \mathcal{Q}^{1}(\zeta, z)\right)^{n-1} \wedge \frac{\overline{\partial h(\zeta)} \wedge\left(\sum_{j=1}^{n} h_{j}(\zeta, z) d \zeta_{j}\right)}{\|\partial h\|^{2}}\right)\right] d V_{D \cap A}
\end{aligned}
$$

is a linear extension operator. Furthermore, the function $E_{A}^{N} f(\cdot)$ is continuous on $\bar{D} \backslash(b D \cap A)$.

The holomorphic functions $h_{j}: V \times V \rightarrow \mathbb{C}$ are defined by

$$
h(z)-h(\zeta)=\sum_{j=1}^{n} h_{j}(\zeta, z)\left(z_{j}-\zeta_{j}\right)
$$

We now explain the meaning of the symbols used in Proposition 2.10. For an $(n, n)$-form $\Omega$ the symbol $\left.d V^{\#}\right\rfloor \Omega$ stands for the contraction of the $(n, n)$ vector $d V^{\#}$, which is dual to the volume form, with the form $\Omega$. The duality between the exterior algebras of the complexified tangent and cotangent bundles is induced by the duality between vectors and covectors. In order to make this statement clear, observe that once holomorphic coordinates
$\left(\zeta_{1}, \ldots, \zeta_{n}\right)$ are chosen in such a way that

$$
d V=c d \zeta_{1} \wedge d \bar{\zeta}_{1} \wedge \cdots \wedge d \zeta_{n} \wedge d \bar{\zeta}_{n}
$$

for some constant $c$, which is the case in our situation, and

$$
\Omega=\Omega_{n} d \zeta_{1} \wedge d \bar{\zeta}_{1} \wedge \cdots \wedge d \zeta_{n} \wedge d \bar{\zeta}_{n}
$$

then

$$
\begin{equation*}
\left.d V^{\#}\right\rfloor \Omega=c \Omega_{n} . \tag{7}
\end{equation*}
$$

Thus, for an $(n, n)$-form $\Omega$ the expression $\left.d V^{\#}\right\rfloor \Omega$ is a smooth function, and consequently

$$
\begin{array}{r}
{\left[d V^{\#}\right\rfloor\left(\frac{r^{N+n-1}(\zeta)}{\left(r(\zeta)+(1-\phi(\zeta)) S(z, \zeta)+\phi(\zeta) \sum_{j=1}^{n} \frac{\partial r}{\partial \zeta_{j}}(\zeta)\left(z_{j}-\zeta_{j}\right)\right)^{N+n-1}}\right.} \\
\left.\left.\cdot\left(\bar{\partial} \mathcal{Q}^{1}(\zeta, z)\right)^{n-1} \wedge \frac{\overline{\partial h(\zeta)} \wedge\left(\sum_{j=1}^{n} h_{j}(\zeta, z) d \zeta_{j}\right)}{\|\partial h\|^{2}}\right)\right] d V_{D \cap A}
\end{array}
$$

is an ( $n-1, n-1$ )-form. Thus the integral in Proposition 2.10 is meaningful.
One more comment is in order. The operator $E_{A}^{N}$ in Proposition 2.10 is defined for $f \in H^{\infty}(D \cap A)$ and under this assumption is an extension operator. It is easy to observe however that for an appropriate $N$ the operator $E_{A}^{N}$ is well-defined and is also an extension operator for those holomorphic functions which we consider. This will also follow from estimates which we prove in the next section.
3. Proofs. We shall deal now with extension operators. But first we need some auxiliary remarks. Assume that $A$ and $B$ are $(p, q)$-forms,

$$
\begin{aligned}
& A=\sum_{\alpha, \beta} A_{\alpha \beta} Z^{* \alpha} \wedge \bar{Z}^{* \beta}=\sum_{\alpha, \beta} A_{\alpha \beta} Z_{\alpha_{1}}^{*} \wedge \cdots \wedge Z_{\alpha_{p}}^{*} \wedge \bar{Z}_{\beta_{1}}^{*} \wedge \cdots \wedge \bar{Z}_{\beta_{q}}^{*}, \\
& B=\sum_{\alpha, \beta} B_{\alpha \beta} Z^{* \alpha} \wedge \bar{Z}^{* \beta}=\sum_{\alpha, \beta} B_{\alpha \beta} Z_{\alpha_{1}}^{*} \wedge \cdots \wedge Z_{\alpha_{p}}^{*} \wedge \bar{Z}_{\beta_{1}}^{*} \wedge \cdots \wedge \bar{Z}_{\beta_{q}}^{*},
\end{aligned}
$$

and $\varphi$ is a differentiable map. The symbols $Z_{1}^{*}, \ldots, Z_{n}^{*}$ stand for the frame of $(1,0)$-differential forms, which is dual to a frame $Z_{1}, \ldots, Z_{n}$ of $(1,0)$-vectors. Thus

$$
A^{\#}=\sum_{\alpha} A_{\alpha \beta} Z_{\alpha_{1}} \wedge \cdots \wedge Z_{\alpha_{p}} \wedge \bar{Z}_{\beta_{1}} \wedge \cdots \wedge \bar{Z}_{\beta_{q}} .
$$

The pull-back of $\left.A^{\#}\right\rfloor B$ by the map $\varphi$ satisfies

$$
\left.\left.\varphi^{*}\left(A^{\#}\right\rfloor B\right)=\left(\varphi^{*} A\right)^{\#}\right\rfloor\left(\varphi^{*} B\right) .
$$

We will use this fact below in the proofs of Lemmas 3.1 and 3.3 .

Lemma 3.1. Assume that $\omega \in D$ and $e \in \mathbb{C}^{n}$ is a unit vector. Let, as before,

$$
A(\omega, e):=\left\{z \in \mathbb{C}^{n}: h_{\omega, e}(z)=\langle z-\omega, e\rangle=0\right\}
$$

be the complex affine linear hypersurface determined by $\omega$ and $e$. For the variety $A(\omega, e)$ consider the operator $E_{A(\omega, e)}^{N}$ from Proposition 2.10. Denote by $E_{A(\omega, e)}^{N}(\cdot, \cdot)$ the kernel function of this operator. If $N>2$ then there exists a constant $C>0$, which depends neither on $\omega$ nor on $e$, such that

$$
\begin{equation*}
\int_{D}\left|E_{A(\omega, e)}^{N}(\zeta, z)\right| d V(z)<C\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{2}(\zeta) \tag{8}
\end{equation*}
$$

Proof. Notice that

$$
\bar{\partial} \mathcal{Q}^{1}(\zeta, z)=-\frac{\bar{\partial} r}{r^{2}(\zeta)} \wedge \sum_{j=1}^{n} Q_{j}(z, \zeta) d \zeta_{j}+\frac{1}{r(\zeta)} \sum_{j=1}^{n} \bar{\partial} Q_{j}(z, \zeta) \wedge d \zeta_{j}
$$

As a result,

$$
\left.\begin{array}{rl}
\left(\bar{\partial} \mathcal{Q}^{1}(\zeta, z)\right)^{n-1} & =\frac{1}{r^{n-1}(\zeta)}\left(\sum_{j=1}^{n} \bar{\partial} Q_{j}(z, \zeta) \wedge d \zeta_{j}\right)^{n-1} \\
-(n-1) \frac{\bar{\partial} r(\zeta)}{r^{n}(\zeta)} & \wedge\left(\sum_{j=1}^{n} Q_{j}(z, \zeta) d \zeta_{j}\right)
\end{array}\right)\left(\sum_{j=1}^{n} \bar{\partial} Q_{j}(z, \zeta) \wedge d \zeta_{j}\right)^{n-2} .
$$

Thus

$$
\begin{align*}
& r^{N+n-1}(\zeta)\left(\mathcal{Q}^{1}(\zeta, z)\right)^{n-1} \wedge \Omega\left[h_{\omega, e}\right](\zeta, z)  \tag{9}\\
&= r^{N}(\zeta)\left(\sum_{j=1}^{n} \bar{\partial} Q_{j}(z, \zeta) \wedge d \zeta_{j}\right)^{n-1} \wedge \Omega\left[h_{\omega, e}\right](\zeta, z) \\
&-(n-1) r^{N-1}(\zeta) \bar{\partial} r(\zeta) \wedge\left(\sum_{j=1}^{n} Q_{j}(z, \zeta) d \zeta_{j}\right) \\
& \wedge\left(\sum_{j=1}^{n} \bar{\partial} Q_{j}(z, \zeta) \wedge d \zeta_{j}\right)^{n-2} \wedge \Omega\left[h_{\omega, e}\right](\zeta, z)
\end{align*}
$$

where

$$
\Omega\left[h_{\omega, e}\right](\zeta, z):=\frac{\overline{\partial h_{\omega, e}(\zeta)} \wedge\left(\sum_{j=1}^{n} h_{\omega, e, j}(\zeta, z) d \zeta_{j}\right)}{\left\|\partial h_{\omega, e}\right\|^{2}}
$$

We will deal with the part $E_{1}^{N}$ of the kernel $E_{A}^{N}(\zeta, z)$ which corresponds to the first term on the right-hand side of (9).

We may assume that $\zeta \in U \cap D$, since otherwise the estimate is trivial. For such a fixed $\zeta$ consider a cover $\left\{c_{3} P_{\varrho(\zeta)}(\zeta), P_{\varrho(\zeta)}^{i}(\zeta)\right\}_{i \in \mathbb{N}}$ of $D$ (the constant $c_{3}$
was defined in Proposition 2.2. It follows from Lemma 2.6 that

$$
\begin{equation*}
|r(\zeta)+S(z, \zeta)| \gtrsim \varrho(\zeta) . \tag{10}
\end{equation*}
$$

Furthermore, there exists $i_{0} \in \mathbb{N}$ such that if $i \geq i_{0}$ and $z \in P_{\rho(\zeta)}^{i}(\zeta)$, then

$$
\begin{equation*}
|r(\zeta)+S(z, \zeta)| \geq|S(z, \zeta)|-\varrho(\zeta) \gtrsim 2^{i} \varrho(\zeta), \tag{11}
\end{equation*}
$$

by Lemma 2.5. Since estimate (11) may only fail for $i \leq i_{0}$ with a uniform $i_{0}$, we may assume in view of that it holds for each $i \in \mathbb{N}$.

As a consequence, for each $\zeta, z \in D$,

$$
\begin{align*}
& \left|E_{1}^{N}(\zeta, z)\right|  \tag{12}\\
& \left.\lesssim \varrho^{-(n-1)}(\zeta) \mid d V^{\#}\right\rfloor\left(\left(\sum_{j=1}^{n} \bar{\partial} Q_{j}(z, \zeta) \wedge d \zeta_{j}\right)^{n-1} \wedge \Omega\left[h_{\omega, e}\right](\zeta, z)\right) \mid,
\end{align*}
$$

and if additionally $z \in P_{\varrho(\zeta)}^{i}(\zeta)$, then

$$
\begin{equation*}
\left.\left.\lesssim\left(2^{i}\right)^{-N}\left(2^{i} \varrho(\zeta)\right)^{-(n-1)} \mid\left(d V^{\#}\right)\right\rfloor\left(\sum_{j=1}^{n} \bar{\partial} Q_{j}(z, \zeta) \wedge d \zeta_{j}\right)^{n-1} \wedge \Omega\left[h_{\omega, e}\right](\zeta, z)\right) \mid \tag{13}
\end{equation*}
$$

In order to estimate the right-hand side in (12) and (13), we change coordinates. Choose a $2^{i} \varrho(\zeta)$-extremal basis $\left(u_{1}^{\zeta, 2^{2} \varrho(\zeta)}, \ldots, u_{n}^{\zeta, 2^{2}} \varrho(\zeta)\right)$ at the point $\zeta$ and let $\left(w_{1}(z), \ldots, w_{n}(z)\right)$ be the corresponding coordinates of a point $z$. Then

$$
w=\left(\Phi^{\zeta, 2^{i}} \varrho(\zeta)\right)^{-1}(z-\zeta)
$$

with $\Phi^{\zeta, 2^{i}} \varrho(\zeta)$ standing for a unitary transformation and

$$
z=\Phi^{\zeta, 2^{i}} \varrho(\zeta)(w)+\zeta=\varphi^{\zeta, 2^{i} \varphi(\zeta)}(w)
$$

Naturally,

$$
P_{2^{i}} \varrho(\zeta)(\zeta)=\varphi^{\zeta, 2^{i}} \varrho(\zeta)\left(\left\{w \in \mathbb{C}^{n}:\left|w_{j}\right|<\tau\left(\zeta, u_{j}^{\zeta, 2^{i}} \varrho(\zeta), 2^{i} \varrho(\zeta)\right), j=1, \ldots, n\right\}\right)
$$

To simplify the notation we write $\varphi, \Phi$ for $\varphi^{\zeta, 2^{i} \varrho(\zeta)}, \Phi^{\zeta, 2^{i}} \varrho(\zeta)$, respectively, if $\zeta$ and $i$ are fixed.

Denote

$$
\mathcal{E}(\zeta, z):=\left(\sum_{j=1}^{n} \bar{\partial} Q_{j}(z, \zeta) \wedge d \zeta_{j}\right)^{n-1} \wedge \Omega\left[h_{\omega, e}\right](\zeta, z) .
$$

With this notation we can write

$$
\begin{aligned}
\left.\left(d V^{\#}\right\rfloor \mathcal{E}\right)(\zeta, z) & \left.=\left(d V^{\#}\right\rfloor \mathcal{E}\right)\left(\varphi \varphi^{-1}(\zeta), \varphi \varphi^{-1}(z)\right) \\
& \left.=\varphi^{*}\left(d V^{\#}\right\rfloor \mathcal{E}(\cdot, \varphi(w))\right)(\eta) \\
& \left.=\left(\left(\varphi^{*} d V\right)^{\#}\right\rfloor \varphi^{*} \mathcal{E}(\cdot, \varphi(w))\right)(\eta)
\end{aligned}
$$

Notice that

$$
\varphi^{*}\left(\partial h_{\omega, e}\right)=\sum_{j=1}^{n} \frac{\partial\left(h_{\omega, e} \circ \varphi\right)}{\partial \eta_{j}} d \eta_{j}
$$

and

$$
h_{\omega, e}(z)-h_{\omega . e}(\zeta)=\sum_{j=1}^{n} \frac{\partial h_{\omega, e}}{\partial \zeta_{j}}\left(z_{j}-w_{j}\right)=\sum_{j=1}^{n} h_{\omega, e, j}(\zeta, z)\left(z_{j}-\zeta_{j}\right)
$$

with $h_{\omega, e, j}=\frac{\partial h_{\omega . e}}{\partial \zeta_{j}}$. This implies that

$$
\sum_{j=1}^{n} h_{\omega, e, j}(\zeta, z) d \zeta_{j}=\partial_{\zeta} h_{\omega, e}
$$

and, as a result,

$$
\begin{align*}
\varphi^{*}\left(\overline{\partial h_{\omega, e}} \wedge \sum_{j=1}^{n} h_{\omega, e, j}(\zeta, z) d \zeta_{j}\right)=\overline{\partial\left(h_{\omega, e} \circ \varphi\right)} \wedge \partial\left(h_{\omega, e} \circ \varphi\right)  \tag{14}\\
=\sum_{j, l=1}^{n} \frac{\overline{\partial\left(h_{\omega, e} \circ \varphi\right)}}{\partial \eta_{j}} \frac{\partial\left(h_{\omega, e} \circ \varphi\right)}{\partial \eta_{l}} d \bar{\eta}_{j} \wedge d \eta_{l}
\end{align*}
$$

Thus we obtain

$$
\begin{aligned}
\left(\varphi^{*} \mathcal{E}\right)(0, \varphi(w))= & \left(\sum_{i, j=1}^{n} \frac{\partial \tilde{Q}_{j}}{\partial \bar{\eta}_{i}}(w, 0) d \bar{\eta}_{i} \wedge d \eta_{j}\right)^{n-1} \\
& \wedge \sum_{k, l=1}^{n} \overline{\frac{\partial\left(h_{\omega, e} \circ \varphi\right)}{\partial \eta_{k}}} \frac{\partial\left(h_{\omega, e} \circ \varphi\right)}{\partial \eta_{l}} d \bar{\eta}_{k} \wedge d \eta_{l}
\end{aligned}
$$

with the notation of Propositions 2.8 and 2.9 . We can now complete the estimates of 12 and (13):

$$
\begin{aligned}
&\left.\mid\left(d V^{\#}\right)\right\rfloor\left(\sum_{j=1}^{n} \bar{\partial} Q_{j}(z, \zeta)\right.\left.\left.\wedge d \zeta_{j}\right)^{n-1} \wedge \Omega\left[h_{\omega, e}\right](\zeta, z)\right) \mid \\
& \leq \sum_{\alpha, \beta} \prod_{j=1}^{n-1}\left|\frac{\partial \tilde{Q}_{\alpha_{j}}}{\partial \bar{\eta}_{\beta_{j}}}(w, 0)\right|\left|\frac{\partial\left(h_{\omega, e} \circ \varphi\right)}{\partial \eta_{\alpha_{n}}} \frac{\overline{\partial\left(h_{\omega, e} \circ \varphi\right)}}{\partial \eta_{\beta_{n}}}\right|
\end{aligned}
$$

where the sum is over all permutations $\alpha, \beta$ of $1, \ldots, n$. In order to estimate derivatives of the function $\tilde{Q}$ we apply Proposition 2.9. Eventually, we obtain for $z \in P_{\varrho(\zeta)}^{i}(\zeta)$ the estimate

$$
\begin{aligned}
& \left|E_{1}^{N}(\zeta, z)\right| \\
& \left.\quad \lesssim 2^{-i N}\left(2^{i} \varrho(\zeta)\right)^{-(n-1)} \mid\left(d V^{\#}\right)\right\rfloor\left(\left(\sum_{j=1}^{n} \bar{\partial} Q_{j}(z, \zeta) \wedge d \zeta_{j}\right)^{n-1} \wedge \Omega\left[h_{\omega, e}\right](\zeta, z)\right) \mid
\end{aligned}
$$

$$
\begin{aligned}
& \lesssim 2^{-i N} \sum_{j, l=1}^{n} \frac{1}{\prod_{\alpha \neq j, \beta \neq l} \tau_{\alpha}\left(\zeta, 2^{i} \varrho(\zeta)\right) \tau_{\beta}\left(\zeta, 2^{i} \varrho(\zeta)\right)}\left|\frac{\partial\left(h_{\omega, e} \circ \varphi\right)}{\partial \eta_{j}} \frac{\partial\left(h_{\omega, e} \circ \varphi\right)}{\partial \eta_{l}}\right| \\
& \lesssim 2^{-i N} \sum_{j=1}^{n} \frac{1}{\prod_{\alpha \neq j} \tau_{\alpha}^{2}\left(\zeta, 2^{i} \varrho(\zeta)\right)}\left|\frac{\partial\left(h_{\omega, e} \circ \varphi\right)}{\partial \eta_{j}}\right|^{2},
\end{aligned}
$$

and a similar one for $z \in P_{\varrho(\zeta)}(\zeta)$.
As a consequence, it follows from Lemma 2.3 that

$$
\begin{aligned}
\int_{P_{e(\zeta)}^{i}(\zeta)}\left|E_{1}^{N}(\zeta, z)\right| d V(z) & \leq 2^{-i N} \sum_{j=1}^{n}\left|\frac{\partial\left(h_{\omega, e} \circ \varphi\right)}{\partial \eta_{j}}\right|^{2} \tau\left(\zeta, u_{j}^{\zeta, 2^{i} \varrho(\zeta)}, 2^{i} \varrho(\zeta)\right)^{2} \\
& \lesssim 2^{-i(N-2)}\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{2}(\zeta),
\end{aligned}
$$

since

$$
V\left(P_{\varrho(\zeta)}^{i}\right) \leq V\left(P_{2^{i} \varrho(\zeta)}(\zeta)\right) \sim \prod_{j=1}^{n} \tau^{2}\left(\zeta, u_{j}^{\zeta, 2^{i} \varrho(\zeta)}, 2^{i} \varrho(\zeta)\right)
$$

This completes the proof of the lemma.
The estimate in Lemma 3.1 suffices to prove Theorem 1.1 .
Proof of Theorem 1.1. The proof follows immediately from estimate (8) in Lemma 3.1 and Fubini's Theorem.

Observe that Theorems 1.1 and 1.3 immediately imply Theorem 1.2 .
We now proceed to prove Theorem 1.4. Recall that Schur's test is a tool which allows one to prove that an integral operator

$$
T f(x)=\int_{X} K(x, y) f(y) d \mu(y)
$$

is bounded from $L^{p}(X, d \mu)$ into $L^{p}(X, d \nu)$ when $\mu$ and $\nu$ are positive measures on $X$, and $K$ is a non-negative kernel. However, the situation which we come across in Theorem 1.4 does not fit exactly into the pattern of Schur's test. The measure which appears in the definition of the operator $E_{A(\omega, e)}^{N}$ differs from the measures which define the $L^{p}$ spaces. We therefore need to modify Schur's criterion:

Proposition 3.2. Let $\mu, \nu$ be positive Borel measures on $X$ and let $m$ be a positive weight function. If there exist non-negative functions $h_{1}, h_{2}$ such that

$$
\begin{aligned}
& \int_{X} K(x, y) h_{1}(y)^{q} m(y)^{-q / p} d \mu(y) \leq C_{1} h_{2}(x)^{q} \\
& \int_{X} K(x, y) h_{2}(x)^{p} d \nu(x) \leq C_{2} h_{1}(y)^{p}
\end{aligned}
$$

then the operator

$$
T f(x)=\int_{X} f(y) K(x, y) d \mu(y)
$$

is bounded between $L^{p}(X, m d \mu)$ and $L^{p}(X, d \nu)$.
For the sake of completeness we include the proof which is a minor modification of the standard case.

Proof. We can write

$$
\begin{aligned}
T f(x)= & \int_{X} K(x, y) h_{1}(y) h_{1}(y)^{-1} f(y) m(y)^{-1 / p} m(y)^{1 / p} d \mu(y) \\
\leq & \left(\int_{X} K(x, y) h_{1}(y)^{q} m(y)^{-q / p} d \mu(y)\right)^{1 / q} \\
& \times\left(\int_{X} K(x, y) h_{1}(y)^{-p} m(y)|f(y)|^{p} d \mu(y)\right)^{1 / p} \\
\leq & C_{1}^{1 / q} h_{2}(x)\left(\int_{X} K(x, y) h_{1}(y)^{-p} m(y)|f(y)|^{p} d \mu(y)\right)^{1 / p} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\int_{X}|T f(x)|^{p} d \nu(x) & \leq C_{1}^{p / q} \int_{X} h_{2}(x)^{p} \int_{X} K(x, y) h_{1}(y)^{-p} m(y)|f(y)|^{p} d \mu(y) d \nu(x) \\
& =C_{1}^{p / q} \int_{X}|f(y)|^{p} h_{1}(y)^{-p} m(y) \int_{X} K(x, y) h_{2}(x)^{p} d \nu(x) d \mu(y) \\
& \leq C_{1}^{p / q} C_{2} \int_{X}|f(y)|^{p} m(y) d \mu(y) .
\end{aligned}
$$

Thus

$$
\left(\int_{X}|T f(x)|^{p} d \nu(x)\right)^{1 / p} \leq C_{1}^{1 / q} C_{2}^{1 / p}\left(\int_{X}|f(x)|^{p} m(x) d \mu(x)\right)^{1 / p}
$$

We now apply Proposition 3.2 with $d \nu=d V, d \mu=d V_{D \cap A(\omega, e)}$ and $m=\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{2-\epsilon}$ for some $\epsilon>0$. Set $h_{2} \equiv 1$ and $h_{1}(\zeta)=\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{2 / p}(\zeta)$. Lemma 3.1 says that the second estimate in Proposition 3.2 holds true with this choice of measures and functions. In order to prove that

$$
E_{A(\omega, e)}^{N}: H^{p}\left(D \cap A(\omega, e),\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{2-\epsilon}\right) \rightarrow H^{p}(D)
$$

with $1<p<\infty$ and $\epsilon>0$ we therefore need to show that for some constant $C_{\epsilon}$,

$$
\int_{D \cap A}\left|E_{A(\omega, e)}^{N}(\zeta, z)\right|\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{2 q / p}\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{-q / p(2-\varepsilon)} d V_{D \cap A(\omega, e)} \leq C_{\epsilon}
$$

This means that the proof of Theorem 1.4 will be completed once we prove the following lemma:

Lemma 3.3. Assume that $\omega \in D$ and $e \in \mathbb{C}^{n}$ is a unit vector. Let, as before,

$$
A(\omega, e):=\left\{z \in \mathbb{C}^{n}: h_{\omega, e}(z)=\langle z-\omega, e\rangle=0\right\}
$$

be the complex affine linear hypersurface determined by $\omega$ and $e$. For the variety $A(\omega, e)$ consider the operator $E_{A(\omega, e)}^{N}$ from Proposition 2.10. Denote by $E_{A(\omega, e)}^{N}(\cdot, \cdot)$ the kernel function of this operator. If $N>2$ and $\epsilon>0$ then there exists a constant $C_{\epsilon}>0$, which depends neither on $\omega$ nor on $e$, such that

$$
\begin{equation*}
\int_{D \cap A(\omega, e)}\left|E_{A(\omega, e)}^{N}(\zeta, z)\right|\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{\epsilon}(\zeta) d V_{D \cap A_{\omega, e}}(\zeta)<C_{\epsilon} \tag{15}
\end{equation*}
$$

Proof. Fix $z \in D$. It is enough to provide estimates under the assumption that $\zeta \in P_{c}(z)$ for some small fixed $c>0$ which is independent of $z$. Indeed, it follows from Lemmas 2.5 and 2.6 that

$$
\int_{(D \cap A(\omega, e)) \backslash P_{c}(z)}\left|E_{A(\omega, e)}^{N}(\zeta, z)\right|\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{\epsilon}(\zeta) d V_{D \cap A(\omega, e)} \lesssim 1
$$

Consider a family $P_{\varrho(z)}^{i}(z)$ with $2^{i} \varrho(z)<C c$ with a uniform $C>0$ which is chosen in such a way that

$$
P_{c}(z) \backslash \frac{1}{2} P_{\varrho(z)}(z) \subset \bigcup_{i=0}^{\left\lceil\log _{2} \frac{C_{c}}{\varrho(z)}\right\rceil} P_{\varrho(z)}^{i}(z)
$$

In order to prove the lemma we need to deal with the following integrals:

$$
\begin{array}{r}
\int_{D \cap A(\omega, e) \cap \frac{1}{2} P_{\varrho(z)}(z)}\left|E_{A(\omega, e)}^{N}(\zeta, z)\right|\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{\epsilon}(\zeta) d V_{D \cap A}(\zeta), \\
\int_{D \cap A(\omega, e) \cap P_{\varrho(z)}^{i}(z)}\left|E_{A(\omega, e)}^{N}(\zeta, z)\right|\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{\epsilon}(\zeta) d V_{D \cap A}(\zeta),
\end{array}
$$

for $i=0, \ldots,\left\lceil\log _{2} \frac{C c}{\varrho(z)}\right\rceil$.
As in Lemma 3.1, we estimate the kernel function $E_{1}^{N}(\zeta, z)$. This time however $z$ is fixed.

We may assume that if $\zeta \in \frac{1}{2} P_{\varrho(z)}(z)$ then $\varrho(\zeta) \lesssim \varrho(z)$. It then follows from Lemma 2.6 that

$$
|r(\zeta)+S(z, \zeta)| \gtrsim \varrho(z)
$$

As a consequence, for $\zeta \in \frac{1}{2} P_{\varrho(z)}(z)$,

$$
\begin{align*}
& \left|E_{1}^{N}(\zeta, z)\right|  \tag{16}\\
& \left.\quad \lesssim \varrho^{-(n-1)}(z) \mid d V^{\#}\right\rfloor\left(\left(\sum_{j=1}^{n} \bar{\partial} Q_{j}(z, \zeta) \wedge d \zeta_{j}\right)^{n-1} \wedge \Omega\left[h_{\omega, e}\right](\zeta, z)\right) \mid
\end{align*}
$$

If $\zeta \in P_{\varrho(z)}^{i}(z)$ then it follows from Lemmas 2.6 and 2.7 that

$$
\left.\left.\left|E_{1}^{N}(\zeta, z)\right| \lesssim \frac{1}{\left(2^{i} \varrho(z)\right)^{n-1}} \right\rvert\, d V^{\#}\right\rfloor\left(\left(\sum_{j=1}^{n} \bar{\partial} Q_{j}(z, \zeta) \wedge d \zeta_{j}\right)^{n-1} \wedge \Omega\left[h_{\omega, e}\right](\zeta, z)\right) \mid
$$

Also,

$$
\begin{aligned}
\left|\partial h_{\omega, e}\right|_{\mathcal{N}}(\zeta) & =\sup \left\{\left|\partial h_{\omega, e}(v)\right| \tau(\zeta, v, \varrho(\zeta)): v \neq 0\right\} \\
& =\sup \left\{\left|\partial h_{\omega, e}\left(|v| \frac{v}{|v|}\right)\right| \tau(\zeta, v, \varrho(\zeta)): v \neq 0\right\} \\
& =\sup \left\{\left|\partial h_{\omega, e}\left(\frac{v}{|v|}\right)\right| \tau\left(\zeta, \frac{v}{|v|}, \varrho(\zeta)\right): v \neq 0\right\}
\end{aligned}
$$

and, as a result, uniformly

$$
\left|\partial h_{\omega, e}\right|_{\mathcal{N}}(\zeta)=\sup \left\{\left|\partial h_{\omega, e}(v)\right| \tau(\zeta, v, \varrho(\zeta)):|v|=1\right\} \lesssim \varrho(\zeta)^{1 / M}
$$

If $\zeta \in \frac{1}{2} P_{\varrho(z)}(z)$ then $\varrho(\zeta) \lesssim \varrho(z)$, and if $\zeta \in P_{\varrho(z)}^{i}(z)$ then $\varrho(\zeta) \lesssim 2^{i} \varrho(z)$. Thus

$$
\begin{aligned}
& \int_{D \cap A(\omega, e) \cap \frac{1}{2} P_{\varrho(z)}(z)}\left|E_{1}^{N}(\zeta, z)\right|\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{\epsilon}(\zeta) d V_{D \cap A}(\zeta) \\
& \lesssim(\varrho(z))^{\epsilon / M} \frac{1}{(\varrho(z))^{n-1}} \int_{D \cap A(\omega, e) \cap \frac{1}{2} P_{\varrho(z)}(z)}\left|\left(\left(d V^{\#}\right) \mid \mathcal{E}\right)(\zeta, z)\right| d V_{D \cap A}(\zeta),
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{D \cap A(\omega, e) \cap P_{\varrho(z)}^{i}(z)}\left|E_{1}^{N}(\zeta, z)\right|\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{\epsilon}(\zeta) d V_{D \cap A}(\zeta) \\
& \left.\left.\lesssim\left(2^{i} \varrho(z)\right)^{\epsilon / M} \frac{1}{\left(2^{i} \varrho(z)\right)^{n-1}} \int_{D \cap A(\omega, e) \cap P_{\varrho(z)}^{i}(z)} \right\rvert\,\left(\left(d V^{\#}\right)\right\rfloor \mathcal{E}\right)(\zeta, z) \mid d V_{D \cap A}(\zeta),
\end{aligned}
$$

where, as in Lemma 3.1.

$$
\mathcal{E}(\zeta, z):=\left(\sum_{j=1}^{n} \bar{\partial} Q_{j}(z, \zeta) \wedge d \zeta_{j}\right)^{n-1} \wedge \Omega\left[h_{\omega, e}\right](\zeta, z)
$$

We have therefore to estimate

$$
\left.\left.\int_{u, e) \cap \frac{1}{2} P_{\varrho(z)}(z)} \right\rvert\,\left(\left(d V^{\#}\right)\right\rfloor \mathcal{E}\right)(\zeta, z) \mid d V_{D \cap A}(\zeta)
$$

and

$$
\left.\int_{\omega, e) \cap P_{\varrho(z)}^{i}(z)} \mid\left(\left(d V^{\#}\right)\right\rfloor \mathcal{E}\right)(\zeta, z) \mid d V_{D \cap A}(\zeta)
$$

We consider the latter integral; the former is treated in the same way. Choose a $2^{i} \varrho(z)$-extremal basis at $z$ and as in Proposition 2.8 let

$$
\eta=\Phi(\zeta-z)
$$

for a unitary transformation $\Phi$, and

$$
\zeta=\varphi(\eta)=z+\Phi^{\star} \eta
$$

We change variables and put $z=\varphi(0)$ to obtain

$$
\begin{aligned}
& \left.\int_{A(\omega, e) \cap P_{\varrho(z)}^{i}(z)} \mid\left(d V^{\#}\right\rfloor \mathcal{E}\right)(\zeta, z) \mid d V_{D \cap A}(\zeta) \\
\leq & \left.\left.\int_{D \cap A(\omega, e) \cap \varphi\left(\left\{\eta:\left|\eta_{j}\right|<\tau_{j}\left(z, 2^{i} \varrho(z)\right), j=1, \ldots, n\right\}\right)} \mid\left(d V^{\#}\right\rfloor \mathcal{E}\right)(\zeta, z)\right) \mid d V_{D \cap A}(\zeta) \\
= & \left.\int_{\left\{\eta:\left|\eta_{j}\right|<\tau_{j}\left(z, 2^{i} \varrho(z)\right), j=1, \ldots, n\right\} \cap \varphi^{-1}(D \cap A)} \mid \varphi^{*}\left(\left(d V^{\#}\right\rfloor \mathcal{E}(\zeta, z)\right)\right) \mid \varphi^{*}\left(d V_{D \cap A}\right)(\eta) \\
= & \left.\int_{\left\{\eta:\left|\eta_{j}\right|<\tau_{j}\left(z, 2^{i} \varrho(z)\right), j=1, \ldots, n\right\} \cap \varphi^{-1}(D \cap A)} \mid\left(\left(\varphi^{*} d V^{\#}\right)\right\rfloor\left(\varphi^{*} \mathcal{E}\right)\right)(\eta, \varphi(0)) \mid \\
& \cdot \varphi^{*}\left(d V_{D \cap A}\right)(\eta) .
\end{aligned}
$$

Since

$$
\varphi^{*} d V \sim d \eta_{1} \wedge d \bar{\eta}_{1} \wedge \cdots \wedge d \eta_{n} \wedge d \bar{\eta}_{n}
$$

the function $\left.\left(\varphi^{*} d V^{\#}\right)\right\rfloor\left(\varphi^{*} \mathcal{E}\right)$ is, up to a constant, equal to the coefficient of

$$
d \eta_{1} \wedge d \bar{\eta}_{1} \wedge \cdots \wedge d \eta_{n} \wedge d \bar{\eta}_{n}
$$

in $\varphi^{*} \mathcal{E}$ (cf. comments preceding (7)). With the same notation as in (6) and (14) we obtain

$$
\left.\mid\left(\left(\varphi^{*} d V^{\#}\right)\right\rfloor\left(\varphi^{*} \mathcal{E}\right)\right)(\eta, \varphi(0))\left|\leq \sum_{\alpha, \beta} \prod_{j=1}^{n-1}\right| \frac{\partial \tilde{Q}_{\alpha_{j}}}{\partial \eta_{\beta_{j}}}(0, \eta)\left|\left|\frac{\partial\left(h_{\omega, e} \circ \varphi\right)}{\partial \eta_{\alpha_{n}}} \frac{\overline{\partial\left(h_{\omega, e} \circ \varphi\right)}}{\partial \eta_{\beta_{n}}}\right|\right.
$$

where the sum is over all permutations $\alpha, \beta$ of $1, \ldots, n$. Therefore it follows
from Proposition 2.8 that

$$
\begin{equation*}
\left.\int_{D \cap A(\omega, e) \cap P_{\varrho(z)}^{i}(z)} \mid\left(d V^{\#}\right\rfloor \mathcal{E}\right)(\zeta, z) \mid d V_{D \cap A} \tag{17}
\end{equation*}
$$

$\lesssim \sum_{j=1}^{n} \frac{\left(2^{i} \varrho(z)\right)^{n-1}}{\prod_{k \neq j} \tau_{k}^{2}\left(z, 2^{i} \varrho(z)\right)} \int_{\left\{\eta:\left|\eta_{j}\right|<\tau_{j}\left(z, 2^{i} \varrho(z)\right)\right\} \cap \varphi^{-1}(D \cap A)}\left|\frac{\partial\left(h_{\omega, e} \circ \varphi\right)}{\partial \eta_{j}}\right|^{2} \varphi^{*}\left(d V_{D \cap A}\right)$.
Thus we need to estimate $\varphi^{*}\left(d V_{D \cap A}\right)$. Consider a $d$-dimensional complex submanifold $N \subset D \subset \subset \mathbb{C}^{n}$. According to Wirtinger's formula, if

$$
\sum_{j, l=1}^{n} h_{j l} d z_{j} \otimes \overline{d z_{l}}
$$

is a Hermitian metric in $D \subset \mathbb{C}^{n}$ (in general on an $n$-dimensional complex manifold), then

$$
\left(\frac{\sqrt{-1}}{2 d!}\right)^{d}\left(\sum_{j, l=1}^{n} h_{j \bar{l}} d z_{j} \wedge d \bar{z}_{l}\right)^{d}
$$

restricted to $N$ is equal to the volume form on $N$ induced by the metric in $\mathbb{C}^{n}$ on $N$. This means that

$$
d V_{D \cap A} \sim\left(\sum_{j=1}^{n} d \zeta_{j} \wedge d \bar{\zeta}_{j}\right)_{\mid D \cap A}^{n-1}
$$

and consequently

$$
\varphi^{*}\left(d V_{D \cap A}\right) \sim\left(\sum_{j=1}^{n} d \eta_{j} \wedge d \bar{\eta}_{j}\right)_{\mid \varphi^{-1}(D \cap A)}^{n-1}
$$

Since $A(\omega, e)=\left\{\zeta: h_{\omega, e}(\zeta)=0\right\}$, we have

$$
0=\sum_{j=1}^{n} \frac{\partial\left(h_{\omega, e} \circ \varphi\right)}{\partial \eta_{j}} d \eta_{j}
$$

on $\varphi^{-1}(A(\omega, e))$. As a result, if $\frac{\partial\left(h_{\omega, \varepsilon} \circ \varphi\right)}{\partial \eta_{j}} \neq 0$, then

$$
\begin{equation*}
\varphi^{*}\left(d V_{D \cap A}\right) \tag{18}
\end{equation*}
$$

$$
\lesssim(\sqrt{-1})^{n-1} \frac{d \eta_{1} \wedge d \bar{\eta}_{1} \wedge \ldots \wedge d \eta_{j-1} \wedge d \bar{\eta}_{j-1} \wedge d \eta_{j+1} \wedge d \bar{\eta}_{j+1} \wedge \ldots \wedge d \eta_{n} \wedge d \bar{\eta}_{n}}{\left|\frac{\partial\left(h_{\omega, e} \circ \varphi\right)}{\partial \eta_{j}}\right|^{2}}
$$

with a uniform constant.

Therefore it follows from (17) that

$$
\begin{aligned}
& \int_{A \cap P_{\rho(z)}^{i}(z)}\left|E_{1}^{N}(\zeta, z)\right|\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{\epsilon}(\zeta) d V_{D \cap A}(\zeta) \\
& \lesssim \sum_{j=1}^{n}\left(2^{i} \varrho(z)\right)^{\epsilon / M} \frac{1}{\prod_{k \neq j} \tau_{k}^{2}\left(z, 2^{i} \varrho(z)\right)} \\
& \quad \cdot \int_{P_{j}^{i}} d \Re \eta_{1} d \Im \eta_{1} \ldots d \Re \eta_{j-1} d \Im \eta_{j-1} d \Re \eta_{j+1} d \Im \eta_{j+1} \ldots d \Re \eta_{n} d \Im \eta_{n} \\
& \lesssim(2 i \varrho(z))^{\epsilon / M},
\end{aligned}
$$

where we used the symbol $P_{j}^{i}$ to denote the projection of $\varphi^{-1}\left(P_{2^{i} \varrho(z)}(z)\right)$ onto the hyperplane $\left\{\eta_{j=0}\right\} \cong \mathbb{C}^{n-1}$. Consequently,

$$
\begin{aligned}
& \quad \int_{D \cap A}\left|E_{1}^{N}(\zeta, z)\right|\left|\partial h_{\omega, e}\right|_{\mathcal{N}}^{\epsilon} d V_{D \cap A}(\zeta) \lesssim 1+\varrho(z)^{\epsilon / M} \sum_{i=0}^{\left\lceil\left[\log _{2} \frac{C_{c}}{\varrho(z)}\right\rceil\right.} 2^{\epsilon i / M} \lesssim 1, \\
& \text { which completes the proof. }
\end{aligned}
$$

## References

[1] W. Alexandre, Problèmes d'extension dans les domaines convexes de type fini, Math. Z. 253 (2006), 263-280.
[2] E. Amar, Cohomologie complexe et applications, J. London Math. Soc. 29 (1984), 127-140.
[3] E. Amar, Extension de fonctions holomorphes et courants, Bull. Sci. Math. 107 (1983), 25-48.
[4] B. Berndtsson, A formula for interpolation and division in $\mathbb{C}^{n}$, Math. Ann. 263 (1983), 399-418.
[5] B. Berndtsson and M. Andersson, Henkin-Ramirez formulas with weight factors, Ann. Inst. Fourier (Grenoble) 32 (1982), no. 3, 91-110.
[6] H. P. Boas and E. J. Straube, On equality of line and variety type of real hypersurfaces in $\mathbb{C}^{n}$, J. Geom. Anal. 2 (1992), 95-98.
[7] J. Bruna, P. Charpentier and Y. Dupain, Zero varieties for the Nevanlinna class in convex domains of finite type, Ann. of Math. 147 (1998), 391-415.
[8] J. Bruna, A. Nagel and S. Waigner, Convex hypersurfaces and Fourier transforms, Ann. of Math. 127 (1988), 333-365.
[9] D. Catlin, Necessary conditions for subellipticity of the $\bar{\partial}$-Neumann problem, Ann. of Math. 117 (1983), 147-171.
[10] D. Catlin, Subelliptic estimates for the $\bar{\partial}$-Neumann problem on pseudoconvex domains, Ann. of. Math. 126 (1987), 131-191.
[11] A. Cumenge, Extension dans des classes de Hardy de fonctions holomorphes et estimations de type «mesures de Carleson» pour l'équation $\bar{\partial}$, Ann. Inst. Fourier (Grenoble) 33 (1983), no. 3, 59-97.
[12] J. P. D'Angelo, Real hypersurfaces, order of contact, and applications, Ann. of Math. 115 (1982), 615-637.
[13] K. Diederich, B. Fischer and J. E. Fornæss, Hölder estimates on convex domains of finite type, Math. Z. 232 (1999), 43-61.
[14] K. Diederich and J. E. Fornæss, Support functions for convex domains of finite type, Math. Z. 230 (1999), 145-164.
[15] K. Diederich and E. Mazzilli, Extension of bounded holomorphic functions in convex domains, Manuscripta Math. 105 (2001), 1-12.
[16] K. Diederich and E. Mazzilli, Extension and restriction of holomorphic functions, Ann. Inst. Fourier (Grenoble) 47 (1997), 1079-1099.
[17] K. Diederich and E. Mazzilli, Zero varieties for the Nevanlinna class on all convex domains of finite type, Nagoya Math. J. 163 (2001), 215-227.
[18] B. Fischer, $L^{p}$ estimates on convex domains of finite type, Math. Z. 236 (2001), 401-418.
[19] B. Fischer, Nonisotropic Hölder estimates on convex domains of finite type, Michigan Math. J. 52 (2004), 219-239.
[20] T. Hefer, Hölder and $L^{p}$ estimates for $\bar{\partial}$ on convex domains of finite type depending on Catlin's multitype, Math. Z. 242 (2002), 367-398.
[21] T. Hefer, Extremal bases and Hölder estimates for $\bar{\partial}$ on convex domains of finite type, Michigan Math. J. 52 (2004), 573-602.
[22] G. M. Henkin, Continuation of bounded holomorphic functions from submanifolds in general position in a strictly pseudoconvex domain, Izv. Akad. Nauk SSSR Ser. Mat. 36 (1972), 540-567 (in Russian).
[23] M. Jasiczak, Extension and restriction of holomorphic functions on convex finite type domains, Illinois J. Math. 54 (2010), 509-542.
[24] J. J. Kohn, Boundary behavior of $\bar{\partial}$ on weakly pseudo-convex manifolds of dimension two, J. Differential Geom. 6 (1972), 523-542.
[25] J. J. Kohn, Subellipticity of the $\bar{\partial}$-Neumann problem on pseudo-convex domains: sufficient conditions, Acta Math. 142 (1979), 79-122.
[26] S. G. Krantz and S.-Y. Li, Duality theorems for Hardy and Bergman spaces on convex domains of finite type in $\mathbb{C}^{n}$, Ann. Inst. Fourier (Grenoble) 45 (1995), 13051327.
[27] E. Mazzilli, Extension of holomorphic functions in pseudoellipsoids, Math. Z. 227 (1998), 607-622.
[28] J. D. McNeal, Convex domains of finite type, J. Funct. Anal. 108 (1992), 361-373.
[29] J. D. McNeal, Estimates on the Bergman kernels of convex domains, Adv. Math. 109 (1994), 108-139.
[30] T. Ohsawa and K. Takegoshi, On the extension of $L^{2}$ holomorphic functions, Math. Z. 195 (1987), 197-204.
[31] J. Yu, Multitype of convex domains, Indiana Univ. Math. J. 41 (1992), 837-849.

Michał Jasiczak
Faculty of Mathematics and Computer Science
Adam Mickiewicz University
Umultowska 87
61-614 Poznań, Poland
E-mail: mjk@amu.edu.pl


[^0]:    2010 Mathematics Subject Classification: Primary 32A36; Secondary 32A26, 32F18, 32F32, 32 T 25.
    Key words and phrases: extension, restriction, holomorphic, Bergman space, convex finite type domain.

