Hamilton–Jacobi functional differential equations
with unbounded delay

by Adam Nadolski (Gdańsk)

Abstract. The Cauchy problem for nonlinear functional differential equations on the Haar pyramid is considered. The phase space for generalized solutions is constructed. An existence theorem is proved by using the method of successive approximations. The theory of characteristics and integral inequalities are used. Examples of phase spaces are given.

1. Introduction. For any metric spaces $U$ and $W$ we denote by $C(U, W)$ the class of all continuous functions defined on $U$ and taking values in $W$. Let $L([0, a], \mathbb{R}^+)$ be the set of summable functions $\alpha : [0, a] \to \mathbb{R}^+ = [0, \infty)$. Vectorial inequalities will be understood to hold componentwise.

Let $H$ denote the Haar pyramid

$$H = \{(t, x) = (t, x_1, \ldots, x_n) \in \mathbb{R}^{1+n} : t \in [0, a], -b + h(t) \leq x \leq b - h(t)\}$$

and

$$E = (-\infty, 0] \times [-b, b] \subset \mathbb{R}^{1+n},$$

where $b = (b_1, \ldots, b_n) \in \mathbb{R}^n_+$, and $h = (h_1, \ldots, h_n) \in C([0, a], \mathbb{R}^n_+)$, $a > 0$. We assume that $h$ is nondecreasing, $h(0) = 0$ and $b > h(a)$.

Let $Y$ be a space of initial functions $w : E \to \mathbb{R}$. We assume that $Y$ is a linear space with a norm $\| \cdot \|_Y$ and that $(Y, \| \cdot \|_Y)$ is a Banach space. For $0 < t \leq a$ we put $H_t = H \cap ([0, t] \times \mathbb{R}^n)$. Let $\| \cdot \|_t$ be the supremum norm in $C(H_t, \mathbb{R})$ or $C(H_t, \mathbb{R}^n)$. For each $t$, $0 < t \leq a$, we consider a space $X_t$ of functions $z : E \cup H_t \to \mathbb{R}$. We assume that $X_t$ is a linear space with a norm $\| \cdot \|_{X_t}$.

Write $X = X_a$ and $\| \cdot \|_X = \| \cdot \|_{X_a}$ and assume that $V : X \to C(H, \mathbb{R})$ is a given operator. Let $\Omega = H \times \mathbb{R} \times \mathbb{R}^n$ and assume that $f : \Omega \to \mathbb{R}$ and $\varphi : E \to \mathbb{R}$ are given functions. We consider the functional differential equation

$$\partial_t z(t, x) = f(t, x, (Vz)(t, x), \partial_x z(t, x))$$
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with the initial condition
\[(2) \quad z(t, x) = \varphi(t, x) \quad \text{on } E\]
where \(\partial_x z = (\partial_{x_1} z, \ldots, \partial_{x_n} z)\).

Write \(I[x] = \{ t \in [0, a] : (t, x) \in H \} \) for \(x \in [-b, b]\). We will consider generalized solutions of problem (1), (2). A function \(v : E \cup H_c \to \mathbb{R}, 0 < c \leq a\), is a solution of (1), (2) provided

(i) \(v|_{H_c}\) is continuous and \(\partial_x v(t, x)\) exists for \((t, x) \in H_c\),
(ii) \(v(\cdot, x) : I[x] \to \mathbb{R}\) is absolutely continuous for every \(x \in [-b, b]\),
(iii) for every \(x \in [-b, b]\) the function \(v\) satisfies equation (1) for almost all \(t \in I[x]\) and condition (2) holds.

Two different types of results on nonlinear first order partial differential or functional differential equations appear in the literature. The first type theorems deal with initial or initial boundary problems which are local with respect to \(x\), while those of the second type are global with respect to the spatial variable. We are interested in results of the first type.

Numerous papers have been published concerning nonlinear first order partial differential or functional differential equations on the Haar pyramid. The following questions were considered: differential inequalities, uniqueness and continuous dependence for initial value problems ([2, 6, 11, 16]), difference inequalities and approximate solutions ([10, 14]), existence of classical or generalized solutions ([5, 6, 15, 17]). The papers [1, 3, 4, 18] initiated the investigations of functional differential inequalities generated by initial value problems on the Haar pyramid. Existence results for functional differential equations of the Volterra type with initial conditions can be found in [9]. The monograph [8] contains an exposition of recent developments in hyperbolic functional differential equations. All these problems have the following property: the initial set in the Cauchy problem is bounded.

It is the purpose of this paper to examine Hamilton–Jacobi functional differential equations with unbounded delay. We give sufficient conditions for the existence of generalized solutions of initial value problems. The set of axioms for phase spaces given here seems to be in final form for generalized or classical solutions.

Note that the theory of ordinary functional differential equations with unbounded delay has been described extensively in the monographs [7, 12]. Functional differential problems for quasi-linear hyperbolic systems with unbounded delay were considered in [13].

The paper is organized as follows. The set of axioms for phase spaces is formulated in Section 2. The notion of characteristics for problem (1), (2) and their properties are given in the next section. Then the Cauchy problem is transformed into a system of integral functional equations. This system is
solved in Sections 5 and 6 by the method of successive approximations. The main existence result and a theorem on continuous dependence of solutions on initial functions is presented in the last section of the paper.

2. Function spaces. Let $C^I(H_t, \mathbb{R})$, $0 < t \leq a$, be the set of all continuous functions $w : H_t \to \mathbb{R}$ such that the derivatives $(\partial_{x_1} w, \ldots, \partial_{x_n} w) = \partial_x w$ exist and $\partial_x w \in C(H_t, \mathbb{R}^n)$. For $w \in C^I(H_t, \mathbb{R})$ we put

$$\|w\|_I = \|w\| + \max\{\|\partial_x w(\tau, y)\| : (\tau, y) \in H_t\}.$$ 

We denote by $C^{I+L}(H_t, R)$, $0 < t \leq a$, the set of all $w \in C^I(H_t, \mathbb{R})$ such that

$$\text{Lip} \partial_x w|_{H_t} = \sup\left\{ \frac{\|\partial_x w(\tau, y) - \partial_x w(\tau, \overline{y})\|}{\|y - \overline{y}\|} : (\tau, y), (\tau, \overline{y}) \in H_t, y \neq \overline{y} \right\} < \infty.$$ 

For $w \in C^{I+L}(H_t, \mathbb{R})$ we put

$$\|w\|_{I+L}^L = \|w\|_I + \text{Lip} \partial_x w|_{H_t}.$$ 

Assumption $H[X]$. Suppose that $(Y, \|\cdot\|_Y)$ and $(X_t, \|\cdot\|_{X_t})$, $0 < t \leq a$, are Banach spaces and

1) if $z : E \cup H_t \to \mathbb{R}$ and $z|_E \in Y$, $z|_{H_t} \in C(H_t, \mathbb{R})$ then $z \in X_t$ and

$$\|z\|_{X_t} \leq \|z|_E\|_Y + \|z|_{H_t}\|_t, \tag{1}$$

2) if $w \in Y$ then $|w(0, x)| \leq \|w\|_Y$ for $x \in [-b, b]$,

3) the linear subspaces $X_t^I \subset X_t$, $0 < t \leq a$, and $Y^I \subset Y$ are such that

   (i) $X_t^I$ endowed with the norm $\|\cdot\|_{X_t^I}$ and $Y^I$ endowed with the norm $\|\cdot\|_{Y^I}$ are Banach spaces,

   (ii) if $z : E \cup H_t \to \mathbb{R}$ and $z|_E \in Y^I$, $z|_{H_t} \in C^I(H_t, \mathbb{R})$ then $z \in X_t^I$ and

   $$\|z\|_{X_t^I} \leq \|z|_E\|_{Y^I} + \|z|_{H_t}\|_t^I, \tag{2}$$

   (iii) if $w \in Y^I$ then $\partial_x w(0, x)$ exists for $x \in [-b, b]$ and $|w(0, x)| + \|\partial_x w(0, x)\| \leq \|w\|_{Y^I}$ for $x \in [-b, b]$,

4) the linear subspaces $X_t^{I+L} \subset X_t^I$, $0 < t \leq a$, and $Y^{I+L} \subset Y^I$ are such that

   (i) $X_t^{I+L}$ endowed with the norm $\|\cdot\|_{X_t^{I+L}}$ and $Y^{I+L}$ endowed with the norm $\|\cdot\|_{Y^{I+L}}$ are Banach spaces,

   (ii) if $z : E \cup H_t \to \mathbb{R}$ and $z|_E \in Y^{I+L}$, $z|_{H_t} \in C^{I+L}(H_t, R)$ then $z \in X_t^{I+L}$ and

   $$\|z\|_{X_t^{I+L}} \leq \|z|_E\|_{Y^{I+L}} + \|z|_{H_t}\|_{L}^{I+L}. \tag{3}$$
Suppose that \( \varphi \in Y^{I+L} \) and \( 0 < c \leq a, \ d = (d_0, d_1, d_2) \in \mathbb{R}^3_+ \), \( \lambda = (\lambda_0, \lambda_1), \lambda_0, \lambda_1 \in L([0, c], \mathbb{R}_+) \). We denote by \( C^{I+L}_\varphi[d, \lambda] \) the class of all functions \( z : E \cup H_c \to \mathbb{R} \) such that

(i) \( z(t, x) = \varphi(t, x) \) on \( E \),
(ii) \( z|_{H_c} \) is continuous and \( |z(t, x)| \leq d_0 \) on \( H_c \),
(iii) \( \partial_x z(t, x) \) exists for \( (t, x) \in H_c \) and \( \| \partial_x z(t, x) \| \leq d_1 \) on \( H_c \),
(iv) for \( (t, x), (\bar{t}, \bar{x}), (\tilde{t}, \tilde{x}) \in H_c \) we have

\[
|z(t, x) - z(\bar{t}, x)| \leq \int_0^1 \lambda_0(\xi) \, d\xi,
\]
\[
\| \partial_x z(t, x) - \partial_x z(\bar{t}, \bar{x}) \| \leq \int_0^1 \lambda_1(\xi) \, d\xi + d_2 \| x - \bar{x} \|.
\]

Let \( s = (s_0, s_1) \in \mathbb{R}^2_+ \) and \( \mu \in L([0, c], \mathbb{R}_+) \). We denote by \( C^L_c[s, \mu] \) the class of all functions \( v : H_c \to \mathbb{R}^n \) such that

(i) \( v \in C(H_c, \mathbb{R}^n) \) and \( \| v(t, x) \| \leq s_0 \) on \( H_c \),
(ii) for \( (t, x), (\bar{t}, \bar{x}) \in H_c \) we have

\[
\| v(t, x) - v(\bar{t}, \bar{x}) \| \leq \int_0^1 \mu(\xi) \, d\xi + s_1 \| x - \bar{x} \|.
\]

Under suitable assumptions on the given functions we will prove that there exists a solution \( w \) of problem (1), (2) such that \( w \in C^{I+L}_\varphi[d, \lambda] \) and \( u \in C^L_c[s, \mu] \), where \( u = \partial_x v|_{H_c} \).

Now we formulate assumptions on the operator \( V \).

**ASSUMPTION H[V].** Suppose that \( V : X \to C(H, \mathbb{R}) \) and

1) there is \( L_0 \in \mathbb{R}_+ \) such that for \( z, \bar{z} \in X \) we have

\[
\| Vz - V\bar{z} \|_t \leq L_0 \| z - \bar{z} \|_{X_t},
\]

2) if \( z \in X^I_t, \ 0 < t \leq a, \) then \( Vz \in C^I(H_t, \mathbb{R}) \) and there is \( L \in \mathbb{R}_+ \) such that for \( z, \bar{z} \in X^I_t \) we have

\[
\| Vz - V\bar{z} \|^I_t \leq L \| z - \bar{z} \|_{X^I_t},
\]

3) if \( z \in C^{I+L}(H_t, \mathbb{R}), \ 0 < t \leq a, \) then \( Vz \in C^{I+L}(H_t, \mathbb{R}) \) and there are \( M, C \in \mathbb{R}_+ \) independent of \( z \) such that

\[
\| Vz \|^{I+L}_t \leq M \| z \|_{X^{I+L}_t} + C.
\]

**REMARK 2.1.** If Assumption H[V] is satisfied then the operator \( V \) satisfies the following Volterra condition: if \( (t, x) \in H, \ z, \bar{z} \in X \) and \( z(\tau, y) = \bar{z}(\tau, y) \) for \( (\tau, y) \in E \cup H_t \) then \( (Vz)(t, x) = (V\bar{z})(t, x) \).
Lemma 2.2. Suppose that Assumption $H[V]$ is satisfied and $\theta \in X$ is given by $\theta(\tau, y) = 0$ for $(\tau, y) \in E \cup H$.

If $z \in X$, $0 < t \leq a$, then

$$\|Vz\|_t \leq L_0 \|z\|_{X_t} + A, \quad \text{where} \quad A \geq \|V\theta\|_t.$$  

If $z \in X^I_t$, $0 < t \leq a$, then

$$\|Vz\|^I_t \leq L \|z\|_{X^I_t} + B, \quad \text{where} \quad B \geq \|V\theta\|^I_t.$$  

We omit the proof of the lemma.

Now we give examples of spaces of initial functions.

Example 2.3. Let $\gamma: (-\infty, 0] \to (0, \infty)$ be a given function with $\gamma(0) = 1$. Let $Y$ be the space of all continuous functions $w: E \to \mathbb{R}$ such that

$$\|w\|_Y = \sup \left\{ \frac{|w(t, x)|}{\gamma(t)} : (t, x) \in E \right\} < \infty.$$  

Denote by $Y^I$ the class of all $w \in Y$ such that $(\partial_{x_1} w, \ldots, \partial_{x_n} w) = \partial_x w$ exists on $E$, $\partial_x w \in C(E, \mathbb{R}^n)$ and

$$\|\partial_x w\|_Y = \sup \left\{ \frac{\|\partial_x w(t, x)\|}{\gamma(t)} : (t, x) \in E \right\} < \infty.$$  

For $w \in Y^I$ we put

$$\|w\|_{Y^I} = \|w\|_Y + \|\partial_x w\|_Y.$$  

Let $Y^{I+L}$ be the space of all $w \in Y^I$ which satisfy $\text{Lip} [\partial_x w]_\gamma < \infty$, where

$$\text{Lip} [\partial_x w]_\gamma = \sup \left\{ \frac{\|\partial_x w(t, x) - \partial_x w(t, \overline{x})\|}{\gamma(t) \|x - \overline{x}\|} : (t, x), (t, \overline{x}) \in E, x \neq \overline{x} \right\}.$$  

We define the norm in $Y^{I+L}$ by

$$\|w\|_{Y^{I+L}} = \|w\|_{Y^L} + \text{Lip} [\partial_x w]_\gamma.$$  

Example 2.4. Fix $p \geq 1$. Denote by $\widetilde{Y}$ the class of all functions $w \in C(E, \mathbb{R})$ such that for $x \in [-b, b]$ we have

$$\int_{-\infty}^{0} |w(\tau, x)|^p \, d\tau < \infty.$$  

Write

$$\|w\|_{\widetilde{Y}} = \max \{|w(0, x)| : x \in [-b, b]\}$$  

$$+ \sup \left\{ \left( \int_{-\infty}^{0} |w(\tau, x)|^p \, d\tau \right)^{1/p} : x \in [-b, b] \right\}.$$  

Denote by $Y$ the closure of $\widetilde{Y}$ with the above norm.

Let $Y^I \subset Y$ be the set of all $w \in Y$ such that the derivative $\partial_x w(t, x)$ exists on $E$ and
(i) $\partial_x w$ is continuous on $\{0\} \times [-b, b]$.
(ii) for $x \in [-b, b]$ we have
\[
\|\partial_x w\|_p = \sup \left\{ \left( \int_{-\infty}^{0} \|\partial_x w(\tau, x)\|^p d\tau \right)^{1/p} : x \in [-b, b] \right\} < \infty.
\]
Write
\[
\|w\|_{Y^I} = \|w\|_{Y} + \|\partial_x w\|_p + \max\{\|\partial_x w(0, x)\| : x \in [-b, b]\}.
\]
Let $Y^{I+L}$ be the set of all $w \in Y^I$ such that $\text{Lip} \ [\partial_x w]_p < \infty$, where
\[
\text{Lip} \ [\partial_x w]_p = \sup \left\{ \left( \int_{-\infty}^{0} \|\partial_x w(\tau, x) - \partial_x w(\tau, \bar{x})\|^p d\tau \right)^{1/p} \cdot \|x - \bar{x}\|^{-1} : (t, x), (t, \bar{x}) \in E, x \neq \bar{x} \right\}.
\]
We define the norm in $Y^{I+L}$ by
\[
\|w\|_{Y^{I+L}} = \|w\|_{Y^I} + \text{Lip} \ [\partial_x w]_p.
\]

**Example 2.5.** Let $\tilde{Y}$ be the space of all functions $w \in C(E, \mathbb{R})$ which are bounded and
\[
\|w\|_* = \sup \left\{ -n \int_{-(n+1)}^{-n} |w(\tau, x)| d\tau : x \in [-b, b], n \in \mathbb{N} \right\} < \infty,
\]
where $\mathbb{N}$ is the set of natural numbers. For $w \in \tilde{Y}$ we put
\[
\|w\|_{\tilde{Y}} = \|w\|_* + \max\{\|w(0, x)\| : x \in [-b, b]\}.
\]
Let $Y$ be the closure of $\tilde{Y}$ with the above norm.

Denote by $Y^I$ the class of all $w \in Y$ such that the derivative $\partial_x w$ exists on $E$, $\partial_x w$ is continuous for almost all $t \in (-\infty, 0)$ and
\[
\|\partial_x w\|_* = \sup \left\{ -n \int_{-(n+1)}^{-n} \|\partial_x w(\tau, x)\| d\tau : x \in [-b, b], n \in \mathbb{N} \right\} < \infty.
\]
For $w \in \tilde{Y}$ we put
\[
\|w\|_{Y^I} = \|w\|_{Y} + \|\partial_x w\|_* + \max\{\|\partial_x w(0, x)\| : x \in [-b, b]\}.
\]
Let $Y^{I+L}$ be the space of all $w \in Y^I$ such that $\text{Lip} \ [\partial_x w]_* < \infty$, where
\[
\text{Lip} \ [\partial_x w]_* = \sup \left\{ \int_{-(n+1)}^{-n} \|\partial_x w(\tau, x) - \partial_x w(\tau, \bar{x})\| d\tau \cdot \|x - \bar{x}\| : x, \bar{x} \in [-b, b], n \in \mathbb{N} \right\}.
\]
We define the norm in $Y^{I+L}$ by
\[
\|w\|_{Y^{I+L}} = \|w\|_{Y^I} + \text{Lip} \ [\partial_x w]_*.
\]

It is easy to find suitable spaces $X_t$, $0 < t \leq a$, corresponding to the above sets of initial functions.
3. Characteristics of nonlinear equations. We start with the assumptions on $f$.

ASSUMPTION H[$\partial_q f$]. Suppose that the function $f : \Omega \to \mathbb{R}$ of the variables $(t, x, p, q)$, $q = (q_1, \ldots, q_n)$, is such that

1) the derivative $(\partial_{q_1} f, \ldots, \partial_{q_n} f) = \partial_q f$ exists on $\Omega$ and $\partial_q f(\cdot, x, p, q) : I[x] \to \mathbb{R}^n$ is measurable for $(x, p, q) \in [-b, b] \times \mathbb{R} \times \mathbb{R}^n$,

2) there is $\gamma = (\gamma_1, \ldots, \gamma_n) \in L([0, a], \mathbb{R}_+)$ such that

$$|\partial_q f(t, x, p, q)| \leq \gamma_i(t) \quad \text{on} \quad \Omega \quad \text{for} \quad 1 \leq i \leq n,$$

3) there is $\beta \in L([0, a], \mathbb{R}_+)$ such that

$$\|\partial_q f(t, x, p, q) - \partial_q f(t, \bar{x}, \bar{p}, \bar{q})\| \leq \beta(t)\|x - \bar{x}\| + |p - \bar{p}| + \| q - \bar{q}\|$$

on $\Omega$,

4) for $t \in [0, a]$ we have

$$h(t) = \int_0^t \gamma(\xi) \, d\xi.$$

Now we define the notion of characteristics for equation (1). Suppose that $\varphi \in Y^{1+L}$ and $z \in C^{1+L}_{\varphi, c}[d, \lambda], \ u \in C^L_c[s, \mu]$. We consider the Cauchy problem

$$(3) \quad \eta'(\tau) = -\partial_q f(\tau, \eta(\tau), (Vz)(\tau, \eta(\tau)), u(\tau, \eta(\tau))), \quad \eta(t) = x,$$

where $(t, x) \in H_c$. Let

$$g[z, u](\cdot, t, x) = (g_1[z, u](\cdot, t, x), \ldots, g_n[z, u](\cdot, t, x))$$

be a Carathéodory solution of problem (3). The function $g[z, u]$ is the characteristic of equation (1) corresponding to $[z, u]$.

**Lemma 3.1.** Suppose that Assumptions H[$X$], H[$V$], H[$\partial_q f$] are satisfied and

$$\varphi, \varphi \in Y^{1+L}, \quad z \in C^{1+L}_{\varphi, c}[d, \lambda], \quad \bar{z} \in C^{1+L}_{\varphi, c}[d, \lambda], \quad u, \bar{u} \in C^L_c[s, \mu],$$

where $0 < c \leq a$. Then the characteristics $g[z, u](\cdot, t, x)$ and $g[\bar{z}, \bar{u}](\cdot, t, x)$ are defined on intervals $[0, \kappa(t, x)]$ and $[0, \bar{\kappa}(t, x)]$ such that for $\xi = \kappa(t, x)$, $\bar{\xi} = \bar{\kappa}(t, x)$ we have

$$(\xi, g[z, u](\xi, t, x)) \in \partial H_c, \quad (\bar{\xi}, g[\bar{z}, \bar{u}](\bar{\xi}, t, x)) \in \partial H_c,$$

where $\partial H_c$ is the boundary of $H_c$. Moreover the solutions are unique and we have the estimates

$$\| g[z, u](\tau, t, x) - g[z, u](\tau, \bar{\tau}, \bar{x}) \| \leq \beta^*(\tau, t) \left[ \| x - \bar{x} \| + \int_0^t \| \gamma(\xi) \| \, d\xi \right]$$
for $\tau \in [0, \min\{\kappa(t, x), \kappa(l, \bar{x})\}]$ and
\begin{equation}
\|g[z, u](\tau, t, x) - g[\bar{z}, \bar{u}](\tau, t, x)\|
\leq \beta^*(\tau, t) \left| \int_0^\tau \beta(\xi) \left[ L_0 \|z - \bar{z}\| \chi_\xi + \|u - \bar{u}\|_\xi \right] d\xi \right|
\end{equation}
for $\tau \in [0, \min\{\kappa(t, x), \bar{\kappa}(t, x)\}]$, where
\begin{equation}
\beta^*(\tau, t) = \exp \left[ \frac{\tilde{d}}{\tau} \int_0^\tau \beta(\xi) \right], \quad \tilde{d} = 1 + B + s_1 + L(\|\varphi\|_{Y_1} + d_0 + d_1).
\end{equation}

Proof. The existence and uniqueness of the solution of (3) follows from classical theorems. Note that the right-hand side of the differential system satisfies the Carathéodory assumptions, and the Lipschitz condition
\begin{equation}
\|\partial_q f(\tau, y, (Vz)(\tau, y), u(\tau, y)) - \partial_q f(\tau, \bar{y}, (Vz)(\tau, \bar{y}), u(\tau, \bar{y}))\| \leq \tilde{\beta}(\tau) \|y - \bar{y}\|
\end{equation}
holds on $H_c$, where
\begin{equation}
\tilde{\beta}(\tau) = \beta(\tau) [1 + B + L\|z\|_{X_f} + s_1].
\end{equation}
If we transform problem (3) into an integral equation, then by Assumptions H[V] and H[\partial_q f] we have the integral inequality
\begin{equation}
\|g[z, u](\tau, t, x) - g[z, u](\tau, \bar{t}, \bar{x})\| \leq \|x - \bar{x}\| + \left| \int_0^\tau \gamma(\xi) \right| d\xi
\end{equation}
\begin{equation}
+ \tilde{d} \left| \int_0^\tau \beta(\xi) \|g[z, u](\xi, t, x) - g[z, u](x, \bar{t}, \bar{x})\| d\xi \right|
\end{equation}
for $\tau \in [0, \min\{\kappa(t, x), \kappa(l, \bar{x})\}]$. Now we obtain (4) by the Gronwall inequality.

Analogously by Assumptions H[V] and H[\partial_q f] we get
\begin{equation}
\|g[z, u](\tau, t, x) - g[\bar{z}, \bar{u}](\tau, t, x)\| \leq \left| \int_0^\tau \beta(\xi) \left[ L_0 \|z - \bar{z}\| \chi_\xi + \|u - \bar{u}\|_\xi \right] d\xi \right|
\end{equation}
\begin{equation}
+ \tilde{d} \left| \int_0^\tau \beta(\xi) \|g[z, u](\xi, t, x) - g[\bar{z}, \bar{u}](\xi, t, x)\| d\xi \right|
\end{equation}
for $\tau \in [0, \min\{\kappa(t, x), \bar{\kappa}(t, x)\}]$. Thus (5) follows from the Gronwall inequality. This proves Lemma 3.1.

4. Functional integral operators. Now we formulate further assumptions on $f$ and $\varphi$.

Assumption H[f, \varphi]. Suppose that Assumption H[\partial_q f] is satisfied and
1) there is $\alpha \in L([0, a], \mathbb{R}_+)$ such that $|f(t, x, p, q)| \leq \alpha(t)$ on $\Omega$,
2) the derivatives \( (\partial_{x_1} f, \ldots, \partial_{x_n} f) = \partial_x f \) and \( \partial_p f \) exist on \( \Omega \) and for every \( (x, p, q) \in [-b, b] \times \mathbb{R} \times \mathbb{R}^n \) the functions
\[
\partial_x f(\cdot, x, p, q) : I[x] \to \mathbb{R}^n, \quad \partial_p f(\cdot, x, p, q) : I[x] \to \mathbb{R}
\]
are measurable,

3) there is \( \tilde{\gamma} \in L([0, a], \mathbb{R}_+) \) such that
\[
\|\partial_x f(t, x, p, q)\| \leq \tilde{\gamma}(t), \quad |\partial_p f(t, x, p, q)| \leq \tilde{\gamma}(t)
\]
on \( \Omega \) and the expressions
\[
\|\partial_x f(t, x, p, q) - \partial_x f(t, \bar{x}, \bar{p}, \bar{q})\|, \quad |\partial_p f(t, x, p, q) - \partial_p f(t, \bar{x}, \bar{p}, \bar{q})|
\]
are bounded from above by
\[
\beta(t)[\|x - \bar{x}\| + |p - \bar{p}| + |q - \bar{q}|],
\]

4) the function \( \varphi(0, \cdot) : [-b, b] \to \mathbb{R} \) is continuous, the derivative \( \partial_x \varphi(0, \cdot) = (\partial_{x_1} \varphi(0, \cdot), \ldots, \partial_{x_n} \varphi(0, \cdot)) \) exists on \( [-b, b] \) and
\[
|\varphi(0, x)| \leq r_0, \quad \|\partial_x \varphi(0, x)\| \leq r_1, \quad \|\partial_x \varphi(0, x) - \partial_x \varphi(0, \bar{x})\| \leq r_2\|x - \bar{x}\|,
\]
for \( x, \bar{x} \in [-b, b] \).

**Remark 4.1.** For simplicity of notations, we have assumed the same estimate for \( \partial_x f \) and \( \partial_p f \). We have also assumed the Lipschitz condition for \( \partial_q f, \partial_x f, \partial_p f \) with the same constant.

Now we find a system of integral functional equations which are generated by (1), (2). Write
\[
P[z, u](\tau, t, x) = (\tau, g[z, u](\tau, t, x), (V z)(\tau, g[z, u](\tau, t, x)), u(\tau, g[z, u](\tau, t, x))).
\]
Given \( \varphi \in Y^{L+L}, z \in C^{L+L}_\varphi, c[d, \lambda], u \in C^L_c[s, \mu], \) we define
\[
F[z, u](t, x) = \varphi(0, g[z, u](0, t, x)) + \int_0^t f(P[z, u](\tau, t, x)) \, d\tau
\]
and
\[
G_i[z, u](t, x) = \partial_{x_i} \varphi(0, g[z, u](0, t, x)) + \int_0^t \partial_{x_i} f(P[z, u](\tau, t, x)) \, d\tau
\]
and
\[
+ \int_0^t \partial_p f(P[z, u](\tau, t, x)) \partial_{x_i}(V z)(\tau, g[z, u](\tau, t, x)) \, d\tau, \quad i = 1, \ldots, n.
\]
Moreover we put
\[ G[z, u] = (G_1[z, u], \ldots, G_n[z, u]). \]
We will consider the following system of functional integral equations:
\begin{align*}
(9) & \quad z = F[z, u], \quad u = G[z, u], \quad z = \varphi \quad \text{on } E \\
(10) & \quad g[z, u](\tau, t, x) = x + \int_{\tau}^{t} \partial_q f(P[z, u](\xi, t, x)) \, d\xi.
\end{align*}

The above system is obtained in the following way. We introduce an additional unknown function \( u = (u_1, \ldots, u_n) = \partial_x z \) in (1). Then we consider the following linearization of (1) with respect to \( u \):
\begin{align*}
(11) & \quad \partial_t z(t, x) = f(U) + \sum_{j=1}^{n} \partial_{q_j} f(U) (\partial_{x_j} z(t, x) - u_j(t, x)),
(12) & \quad \partial_t u_i(t, x) = \partial_{x_i} f(U) + \partial_p f(U) \partial_{x_i} (Vz)(t, x) \\
& \quad + \sum_{j=1}^{n} \partial_{q_j} f(U) \partial_{x_j} u_i(t, x), \quad 1 \leq i \leq n.
\end{align*}

We assume the following initial condition for \( u \):
\begin{equation}
(13) \quad u(0, x) = \partial_x \varphi(0, x) \quad \text{for } x \in [-b, b].
\end{equation}

Note that the quasi-linear system (11), (12) has the following property: the differential equations of the characteristics for (11) and (12) are the same and they have the form (3). Considering (11) and (12) along the characteristic \( g[z, u](\cdot, t, x) \), we obtain
\begin{align*}
(14) & \quad \frac{d}{d\tau} z(\tau, g[z, u](\tau, t, x)) = f(P[z, u](\tau, t, x)) \\
& \quad - \sum_{j=1}^{n} \partial_{q_j} f(P[z, u](\tau, t, x)) u_j(\tau, g[z, u](\tau, t, x)),
(15) & \quad \frac{d}{d\tau} u_i(\tau, g[z, u](\tau, t, x)) = \partial_{x_i} f(P[z, u](\tau, t, x)) \\
& \quad + \partial_p f(P[z, u](\tau, t, x)) \partial_{x_i} (Vz)(\tau, g[z, u](\tau, t, x)), \quad 1 \leq i \leq n.
\end{align*}

By integrating (14), (15) on \([0, t]\) with respect to \( \tau \) and using the initial conditions (2), (13) we get (9), (10).

The proof of the existence of a solution of (9), (10) will be based on the following method of successive approximations. We define \( z^{(m)} : E \cup H_c \to \mathbb{R} \).
and \( u^{(m)} : H_c \to \mathbb{R}^n \) in the following way. We put first

\[
\begin{align*}
    z^{(0)}(t, x) &= \begin{cases} \varphi(t, x) & \text{on } E, \\ \varphi(0, x) & \text{on } H_c, \end{cases} \\
    u^{(0)}(t, x) &= \partial_x \varphi(0, x) \quad \text{on } H_c.
\end{align*}
\]

If \( z^{(m)} : E \cup H_c \to \mathbb{R} \) and \( u^{(m)} : H_c \to \mathbb{R}^n \) are known, then

(i) \( u^{(m+1)} \) is a solution of the equation

\[
(18) \quad u = G^{(m)}[u],
\]

where \( G^{(m)} = (G_1^{(m)}, \ldots, G_n^{(m)}) = G[z^{(m)}, u] \),

(ii) \( z^{(m+1)} \) is given by

\[
(19) \quad z^{(m+1)}(t, x) = \begin{cases} \varphi(t, x) & \text{on } E, \\
    F[z^{(m)}, u^{(m+1)}](t, x) & \text{on } H_c.
\end{cases}
\]

The problem of the existence of the sequence \( \{z^{(m)}\}, \{u^{(m)}\} \) is the main difficulty in our method.

5. Existence of the sequence of successive approximations. In this section we prove that the sequences \( \{z^{(m)}\} \) and \( \{u^{(m)}\} \) are defined on \( E \cup H_c \) and \( H_c \) respectively provided \( c \in (0, a] \) is sufficiently small.

**Theorem 5.1.** If Assumptions \( H[X], H[V], H[f, \varphi] \) are satisfied and \( \varphi \in Y^{1+L} \) then there are constants \( (d_0, d_1, d_2) = d \in \mathbb{R}_+^3, (s_0, s_1) = s \in \mathbb{R}_+^2, c \in (0, a] \) and functions \( \mu, \lambda = (\lambda_0, \lambda_1), \mu, \lambda_0, \lambda_1 \in L([0, c], \mathbb{R}_+) \) such that for any \( m \geq 0 \) we have

(I\(_m\)) there exist \( z^{(m)} : E \cup H_c \to \mathbb{R} \) and \( u^{(m)} : H_c \to \mathbb{R}^n \) and

\[
\begin{align*}
    z^{(m)} &\in C^{I+L}[d, \lambda], \\
    u^{(m)} &\in C^L[s, \mu],
\end{align*}
\]

(II\(_m\)) \( \partial_x z^{(m)}(t, x) = u^{(m)}(t, x) \) on \( H_c \).

**Proof.** The proof is divided into a sequence of steps.

I. We begin by defining some functions and constants. Write

\[
\begin{align*}
P &= 1 + B + L(\|\varphi\|_{Y^1} + d_0 + d_1), \\
\tilde{P} &= C + M(\|\varphi\|_{Y^{1+L}} + d_0 + d_1 + d_2), \\
\Gamma(t) &= \beta^*(0, t) \left\{ r_2 + \tilde{P} \int_0^t \beta(\xi) \, d\xi + \tilde{P} \int_0^t \tilde{\gamma}(\xi) \, d\xi \right\}, \\
\tilde{\Gamma}(t) &= \beta^*(0, t) \left\{ r_1 + \int_0^t [\tilde{P}\tilde{\gamma}(\xi) + 2s_1 \|\gamma(\xi)\| + s_0 \tilde{d}\beta(\xi)] \, d\xi \right\},
\end{align*}
\]
where $\beta^*$ is given by (6). Suppose that the constants $d = (d_0, d_1, d_2)$, $s = (s_0, s_1)$, $c \in (0, a]$ and the functions $\lambda = (\lambda_0, \lambda_1)$, $\mu$ satisfy the conditions

\begin{align*}
(20) & \quad s_0 = d_1 \geq r_1 + P \int_0^c \bar{\gamma}(\xi) \, d\xi, \quad s_1 = d_2 \geq \Gamma(c), \\
(21) & \quad \mu(t) = \lambda_1(t) = \Gamma(c)\|\gamma(t)\| + P\bar{\gamma}(t), \\
(22) & \quad d_0 \geq r_0 + \int_0^c [\alpha(\xi) + s_0\|\gamma(\xi)\|] \, d\xi, \\
(23) & \quad \lambda_0(t) = \tilde{\Gamma}(c)\|\gamma(t)\| + \alpha(t).
\end{align*}

Note that if we assume that $s_0 = d_1 > r_1$, $s_1 = d_2 > r_2$ and $d_0 > r_0$ then there is $c \in (0, a]$ such that conditions (20), (22) are satisfied.

II. We prove (I$_m$) and (II$_m$) by induction. It follows from (16), (17) that (I$_0$) and (II$_0$) are satisfied. Supposing now that (I$_m$) and (II$_m$) hold for given $m \geq 0$, we will prove that there exists $u^{(m+1)} : H_c \to \mathbb{R}^n$ and $u^{(m+1)} \in C^{L}_c[s, \mu]$. We claim that

\begin{equation}
G^{(m)} : C^{L}_c[s, \mu] \to C^{L}_c[s, \mu].
\end{equation}

It follows from Assumptions H[V] and H[f, $\varphi$] that

\begin{equation}
\|G^{(m)}[u](t, x)\| \leq r_1 + P \int_0^t \bar{\gamma}(\xi) \, d\xi \leq s_0 \quad \text{on } H_c.
\end{equation}

Assumptions H[V] and H[X] imply the estimates

\begin{align*}
\|\partial_x(V z^{(m)})(\tau, y) - \partial_x(V z^{(m)})(\tau, \bar{y})\| & \leq \bar{P}\|y - \bar{y}\|, \\
\|\partial_x(V z^{(m)})(\tau, y)\| & \leq B + L(\|\varphi\|\gamma + d_0 + d_1),
\end{align*}

for $(\tau, y), (\tau, \bar{y}) \in H_c$. It follows from Assumptions H[f, $\varphi$] and H[V] that the terms

\begin{align*}
\int_0^t \|\partial_x f(P[z^{(m)}, u](\xi, t, x)) - \partial_x f(P[z^{(m)}, u](\xi, \bar{t}, \bar{x}))\| \, d\xi, \\
\int_0^t |\partial_p f(P[z^{(m)}, u](\xi, t, x)) - \partial_p f(P[z^{(m)}, u](\xi, \bar{t}, \bar{x}))| \, d\xi
\end{align*}

can be estimated by

\begin{equation}
\bar{d} \int_0^t \beta(\xi)\|g[z^{(m)}, u](\xi, t, x) - g[z^{(m)}, u](\xi, \bar{t}, \bar{x})\| \, d\xi.
\end{equation}
The above inequalities and Lemma 3.1 imply
\begin{equation}
\|G^{(m)}[u](t, x) - G^{(m)}[\bar{u}](t, x)\| \leq P \int_{t}^{\tau} \tilde{\gamma}(\xi) \, d\xi + \Gamma(c) \left[ \|x - \bar{x}\| + \int_{t}^{\tau} \|\gamma(\xi)\| \, d\xi \right]
\end{equation}
on $H_c$. Conditions (25), (26) and (20)–(23) imply (24).

III. Now we prove that $G^{(m)}$ is a contraction on $C_{c}^{L}[s, \mu]$. If $u, \bar{u} \in C_{c}^{L}[s, \mu]$ then by Assumptions $H[f, \varphi]$ and $H[V]$ we get
\begin{equation}
\|G^{(m)}[u](t, x) - G^{(m)}[\bar{u}](t, x)\| \leq (\Gamma(c) + P) \int_{0}^{t} \beta(\xi) \|u - \bar{u}\| \, d\xi
\end{equation}
for $(t, x) \in H_c$. For $u \in C_{c}^{L}[s, \mu]$ we put
\[\|u\|_{\ast} = \max \left\{ \|u\|_{t} \exp \left[ -2(\Gamma(c) + P) \int_{0}^{t} \beta(\tau) \, d\tau \right] : t \in [0, c] \right\}.\]
Hence, by (27) we get
\begin{align*}
\|G^{(m)}[u] - G^{(m)}[\bar{u}]\|_{t} & \leq (\Gamma(c) + P) \|u - \bar{u}\|_{\ast} \int_{0}^{t} \beta(\xi) \exp \left[ 2(\Gamma(c) + P) \int_{0}^{\xi} \beta(\tau) \, d\tau \right] \, d\xi \\
& \leq \frac{1}{2} \|u - \bar{u}\|_{\ast} \exp \left[ 2(\Gamma(c) + P) \int_{0}^{t} \beta(\tau) \, d\tau \right], \quad t \in [0, a],
\end{align*}
and consequently
\[\|G^{(m)}[u] - G^{(m)}[\bar{u}]\|_{\ast} \leq \frac{1}{2} \|u - \bar{u}\|_{\ast}.\]
By the Banach fixed point theorem it follows that there is exactly one $u^{(m+1)} \in C_{c}^{L}[s, \mu]$ satisfying (18).

IV. Now we prove that the function $z^{(m+1)} : E \cup H_c \rightarrow \mathbb{R}$ given by (19) satisfies $(\Pi_{m+1})$. Put
\[\Delta(t, x, \bar{x}) = z^{(m+1)}(t, \bar{x}) - z^{(m+1)}(t, x) - \sum_{j=1}^{n} u^{(m+1)}_{j}(t, x)(\bar{x}_{j} - x_{j})\]
for $(t, x), (t, \bar{x}) \in H_c$. We prove that there exists $\widetilde{C} \in \mathbb{R}_{+}$ such that
\begin{equation}
|\Delta(t, x, \bar{x})| \leq \widetilde{C} \|x - \bar{x}\|^2 \quad \text{for } (t, x), (t, \bar{x}) \in H_c.
\end{equation}
It follows from (19) and (1_{m+1}) that
\begin{equation}
\Delta(t,x,\bar{x}) = F[z^{(m)},u^{(m+1)}](t,\bar{x}) - F[z^{(m)},u^{(m+1)}](t,x)
- \sum_{j=1}^{n} G^{(m)}_{j}[u^{(m+1)}](t,x)(\bar{x}_{j} - x_{j}).
\end{equation}

Write
\begin{align*}
g^{(m)}(\tau,t,x) &= g[z^{(m)},u^{(m+1)}](\tau,t,x), \\
P^{(m)}(\tau,t,x) &= P[z^{(m)},u^{(m+1)}](\tau,t,x), \\
Q^{(m)}(\xi,\tau,t,x,\bar{x}) &= \xi P^{(m)}(\tau,t,x) + (1 - \xi) P^{(m)}(\tau,t,\bar{x}), \quad \xi \in [0,1].
\end{align*}

Moreover we put
\begin{align*}
\Phi^{(m)}(t,x,\bar{x}) &= \varphi(0,g^{(m)}(0,t,\bar{x})) - \varphi(0,g^{(m)}(0,t,x)) \\
- \sum_{j=1}^{n} \partial_{x_{j}} \varphi(0,g^{(m)}(0,t,x))(\bar{x}_{j} - x_{j}),
\end{align*}
\begin{equation*}
\Pi^{(m)}(t,x,\bar{x}) = \int_{0}^{t} \left[ f(P^{(m)}(\tau,t,\bar{x})) - f(P^{(m)}(\tau,t,x)) \right] d\tau.
\end{equation*}

It follows from (7) and (29) that
\begin{align*}
\Delta(t,x,\bar{x}) &= \Phi^{(m)}(t,x,\bar{x}) + \Pi^{(m)}(t,x,\bar{x}) \\
- \sum_{j=1}^{n} \int_{0}^{t} \partial_{q_{j}} f(P^{(m)}(\tau,t,\bar{x})) u^{(m+1)}_{j}(\tau,g^{(m)}(\tau,t,\bar{x})) d\tau \\
+ \sum_{j=1}^{n} \int_{0}^{t} \partial_{q_{j}} f(P^{(m)}(\tau,t,x)) u^{(m+1)}_{j}(\tau,g^{(m)}(\tau,t,x)) d\tau \\
- \sum_{j=1}^{n} \int_{0}^{t} \partial_{x_{j}} f(P^{(m)}(\tau,t,x)) d\tau (\bar{x}_{j} - x_{j}) \\
- \sum_{j=1}^{n} \int_{0}^{t} \partial_{p} f(P^{(m)}(\tau,t,x)) \partial_{x_{j}} (Vz^{(m)})(\tau,g^{(m)}(\tau,t,x)) d\tau (\bar{x}_{j} - x_{j}).
\end{align*}

By the Hadamard mean value theorem we have
\begin{equation*}
\Pi^{(m)}(t,x,\bar{x})
= \int_{0}^{t} \sum_{j=1}^{n} \int_{0}^{1} \partial_{x_{j}} f(Q^{(m)}(\xi,\tau,t,x,\bar{x})) d\xi (g^{(m)}_{j}(\tau,t,\bar{x}) - g^{(m)}_{j}(\tau,t,x)) d\tau.
\end{equation*}
\[ \begin{align*}
&+ \int_0^t \int \partial_p f(Q^{(m)}(\xi, \tau, t, x, \bar{x})) \, d\xi \\
&\times [(V^z^{(m)})(\tau, g^{(m)}(\tau, t, \bar{x})) - (V^z^{(m)})(\tau, g^{(m)}(\tau, t, x))] \, d\tau \\
&+ \int_0^t \int \partial_{q_j} f(Q^{(m)}(\xi, \tau, t, x, \bar{x})) \, d\xi \\
&\times [u_j^{(m+1)}(\tau, g^{(m)}(\tau, t, \bar{x})) - u_j^{(m+1)}(\tau, g^{(m)}(\tau, t, x))] \, d\tau.
\end{align*} \]

Write
\[ \Lambda^{(m)} = (\Lambda_1^{(m)}, \ldots, \Lambda_n^{(m)}), \]
where
\[ \Lambda_j^{(m)}(\tau, t, x, \bar{x}) = \int_\tau^t \left[ \partial_{q_j} f(P^{(m)}(\xi, t, x, \bar{x})) - \partial_{q_j} f(P^{(m)}(\xi, t, x)) \right] \, d\xi, \quad 1 \leq j \leq n. \]

Then
\[ g^{(m)}(\tau, t, \bar{x}) - g^{(m)}(\tau, t, x) = \Lambda^{(m)}(\tau, t, x, \bar{x}). \]

V. To simplify the formulation of the next properties of the function \( \Delta \) we define
\[ (30) \quad \Delta(t, x, \bar{x}) = \Phi^{(m)}(t, x, \bar{x}) \]
\[ + \int_0^t \int \partial_p f(Q^{(m)}(\xi, \tau, t, x, \bar{x})) - \partial_p f(P^{(m)}(\tau, t, x)) \, d\xi \\
\times [(V^z^{(m)})(\tau, g^{(m)}(\tau, t, \bar{x})) - (V^z^{(m)})(\tau, g^{(m)}(\tau, t, x))] \, d\tau \\
+ \int_0^t \int \partial_{q_j} f(Q^{(m)}(\xi, \tau, t, x, \bar{x})) - \partial_{q_j} f(P^{(m)}(\tau, t, \bar{x})) \, d\xi \\
\times [u_j^{(m+1)}(\tau, g^{(m)}(\tau, t, \bar{x})) - u_j^{(m+1)}(\tau, g^{(m)}(\tau, t, x))] \, d\tau \\
+ \int_0^t \partial_p f(P^{(m)}(\tau, t, x)) \Theta^{(m)}(\tau, t, x, \bar{x}) \, d\tau, \]
where
\[ \Phi^{(m)}(t, x, \bar{x}) = \varphi(0, g^{(m)}(0, t, \bar{x})) - \varphi(0, g^{(m)}(0, t, x)) \]
\[ - \sum_{j=1}^{n} \partial_{x_j} \varphi(0, g^{(m)}(0, t, x))[g^{(m)}_j(0, t, \bar{x}) - g^{(m)}_j(0, t, x)], \]
\[ \Theta^{(m)}(\tau, t, x, \bar{x}) = (Vz^{(m)})(\tau, g^{(m)}(\tau, t, \bar{x})) - (Vz^{(m)})(\tau, g^{(m)}(\tau, t, x)) \]
\[ - \sum_{j=1}^{n} \partial_{x_j}(Vz^{(m)})(\tau, g^{(m)}(\tau, t, x))[g^{(m)}_j(\tau, t, \bar{x}) - g^{(m)}_j(\tau, t, x)]. \]

We define the function \( \tilde{\Delta} \) by
\[ (31) \quad \tilde{\Delta}(t, x, \bar{x}) = \sum_{j=1}^{n} \partial_{x_j} \varphi(0, g^{(m)}(0, t, x))A^{(m)}_j(0, t, x, \bar{x}) \]
\[ + \sum_{j=1}^{n} \int_{0}^{t} \partial_{x_j}f(P^{(m)}(\tau, t, x))A^{(m)}_j(\tau, t, x, \bar{x}) d\tau \]
\[ + \sum_{j=1}^{n} \int_{0}^{t} \partial_{p}f(P^{(m)}(\tau, t, x))\partial_{x_j}(Vz^{(m)})(\tau, g^{(m)}(\tau, t, x))A^{(m)}_j(\tau, t, x, \bar{x}) d\tau \]
\[ - \sum_{j=1}^{n} \int_{0}^{t} [\partial_{q_j}f(P^{(m)}(\tau, t, \bar{x})) - \partial_{q_j}f(P^{(m)}(\tau, t, x))]u^{(m+1)}_j(\tau, g^{(m)}(\tau, t, x)) d\tau. \]

Then \( \Delta(t, x, \bar{x}) = \tilde{\Delta}(t, \bar{x}) + \tilde{\Delta}(t, x, \bar{x}). \)

VI. Now we prove that
\[ (32) \quad \tilde{\Delta}(t, x, \bar{x}) = 0 \quad \text{for} \quad (t, x), (t, \bar{x}) \in H_c. \]

Write \( \Xi^{(m)} = (\Xi^{(m)}_1, \ldots, \Xi^{(m)}_n) \), where
\[ \Xi^{(m)}_j(\xi, t, x) = \partial_{x_j} \varphi(0, g^{(m)}(0, t, x)) \]
\[ + \xi \int_{0}^{\xi} \partial_{p}f(P^{(m)}(\tau, t, x))\partial_{x_j}(Vz^{(m)})(\tau, g^{(m)}(\tau, t, x)) d\tau \]
\[ + \xi \int_{0}^{\xi} \partial_{x_j}f(P^{(m)}(\tau, t, x)) d\tau - u^{(m+1)}_j(\xi, g^{(m)}(\xi, t, x)), \quad 1 \leq j \leq n. \]

It follows from (31) that
\[ \tilde{\Delta}(t, x, \bar{x}) = \sum_{j=1}^{n} \int_{0}^{t} \Xi^{(m)}_j(\xi, t, x)[\partial_{q_j}f(P^{(m)}(\xi, t, \bar{x})) - \partial_{q_j}f(P^{(m)}(\xi, t, x))] d\xi. \]

Since
\[ g^{(m)}(\xi, \tau, g^{(m)}(\tau, t, x)) = g^{(m)}(\xi, t, x) \]
and $u^{(m+1)}$ satisfies equation (18) on $H_c$ it follows that
\[ \Xi^{(m)}(\xi, t, x) = 0 \quad \text{for} \ (t, x) \in H_c, \ \xi \in [0, t], \]
and consequently $\Delta(t, x, \bar{x}) = 0$. Thus we have proved that
\[ (33) \quad \Delta(t, x, \bar{x}) = \Delta(t, x, \bar{x}) \quad \text{for} \ (t, x), (t, \bar{x}) \in H_c. \]

An easy computation shows that
\[ |\Phi^{(m)}(t, x, \bar{x})| \leq r_2 \|g^{(m)}(\tau, t, \bar{x}) - g^{(m)}(\tau, t, x)\|^2 \]
and
\[ |(Vz^{(m)})(\tau, g^{(m)}(\tau, t, \bar{x})) - (Vz^{(m)})(\tau, g^{(m)}(\tau, t, x))| \]
\[ \leq [L(\|\varphi\|_{Y^I} + d_0 + d_1) + B]\|g^{(m)}(\tau, t, \bar{x}) - g^{(m)}(\tau, t, x)\|. \]
Moreover we have
\[ \|u^{(m+1)}(\tau, g^{(m)}(\tau, t, \bar{x})) - u^{(m+1)}(\tau, g^{(m)}(\tau, t, x))\| \]
\[ \leq s_1\|g^{(m)}(\tau, t, \bar{x}) - g^{(m)}(\tau, t, x)\|, \]
and
\[ |\Theta^{(m)}(\tau, t, x, \bar{x})| \]
\[ \leq [M(\|\varphi\|_{Y^I+L} + d_0 + d_1 + d_2) + C]\|g^{(m)}(\tau, t, \bar{x}) - g^{(m)}(\tau, t, x)\|^2. \]
The above estimates and (30), (33) and Lemma 3.1 imply (28) for some $\hat{C} \in \mathbb{R}_+$ and consequently
\[ \partial_x z^{(m+1)}(t, x) = u^{(m+1)}(t, x) \quad \text{on} \ H_c. \]
Thus condition (II$_{m+1}$) is proved.

VII. Now we prove that $z^{(m+1)} \in C^{I+,L}_{\varphi,c}[d, \lambda]$. Of course $z^{(m+1)}$ is continuous on $H_c$ and $z^{(m+1)} = \varphi$ on $E$. Moreover from (II$_{m+1}$) it follows that
\[ \|\partial_x z^{(m+1)}(t, x)\| \leq d_1, \]
\[ \|\partial_x z^{(m+1)}(t, x) - \partial_x z^{(m+1)}(\bar{t}, \bar{x})\| \leq \left| \int_{\bar{t}}^{t} \lambda_1(\xi) \ d\xi \right| + d_2\|x - \bar{x}\| \]
on $H_c$. Our assumptions and (22), (23) also imply the estimates
\[ |z^{(m+1)}(t, x)| \leq d_0, \quad |z^{(m+1)}(\bar{t}, x) - z^{(m+1)}(t, x)| \leq \left| \int_{\bar{t}}^{t} \lambda_0(\xi) \ d\xi \right| \]
on $H_c$, which completes the proof of (I$_{m+1}$). Thus Theorem 5.1 follows by induction.
6. Convergence of the sequences \( \{z^{(m)}\} \) and \( \{u^{(m)}\} \). Now we prove that the sequences \( \{z^{(m)}\} \) and \( \{u^{(m)}\} \) are uniformly convergent on \( H_c \) if the constant \( c \) is sufficiently small. Write

\[
\bar{\Gamma}(t) = \Gamma(t) + P \max\{1, L_0\},
\]

and

\[
\Theta(t) = \exp \left[ \bar{\Gamma}(c) \int_0^c \beta(\xi) \, d\xi \right] \{L\gamma(t) + \bar{\Gamma}(c)\beta(t)\},
\]

\[
\Theta_0(t) = L_0[\gamma(t) + \bar{\Gamma}(c)\beta(t)] + s_0\beta(t) \max\{1, L_0\},
\]

\[
\tilde{\Theta}(t) = \Theta_0(t) + \tilde{C}\Theta(t), \quad \tilde{C} = \int_0^c [\bar{\Gamma}(c)\beta(\xi) + 2\|\gamma(\xi)\|] \, d\xi.
\]

**Theorem 6.1.** Suppose that

1) Assumptions \( H[X], H[V], H[f, \varphi] \) are satisfied and \( \varphi \in Y^{I+L} \),

2) the constants \( d = (d_0, d_1, d_2) \in \mathbb{R}_+^3 \), \( s = (s_0, s_1) \in \mathbb{R}_+^2 \), \( c \in (0, a] \) and the functions \( \lambda = (\lambda_0, \lambda_1), \lambda_0, \lambda_1, \mu \in L([0, c], \mathbb{R}_+) \) satisfy the conditions \( (20)-(23) \),

3) \( c \in (0, a] \) is a constant so small that

\[
\int_0^c [\Theta(\tau) + \tilde{\Theta}(\tau)] \, d\tau < 1.
\]

Then the sequences \( \{z^{(m)}\} \) and \( \{u^{(m)}\} \) are uniformly convergent on \( H_c \).

**Proof.** We first prove that

\[
\|u^{(m+1)} - u^{(m)}\|_t \leq \int_0^t \Theta(\xi) [\|z^{(m)} - z^{(m-1)}\|_\xi + \|u^{(m)} - u^{(m-1)}\|_\xi] \, d\xi,
\]

\[
\|z^{(m+1)} - z^{(m)}\|_t \leq \int_0^t \tilde{\Theta}(\xi) [\|z^{(m)} - z^{(m-1)}\|_\xi + \|u^{(m)} - u^{(m-1)}\|_\xi] \, d\xi,
\]

for \( t \in [0, c] \). We conclude from Assumptions \( H[\partial_\eta f], H[f, \varphi], H[V] \) and from Lemma 3.1 that

\[
\|u^{(m+1)} - u^{(m)}\|_t \leq \bar{\Gamma}(c) \int_0^t \beta(\xi) \|u^{(m+1)} - u^{(m)}\|_\xi \, d\xi
\]

\[
+ \int_0^t [\bar{\Gamma}(c)\beta(\xi) + L\gamma(\xi)] [\|z^{(m)} - z^{(m-1)}\|_\xi + \|u^{(m)} - u^{(m-1)}\|_\xi] \, d\xi + L \int_0^t \gamma(\xi) [\|u^{(m)} - u^{(m-1)}\|_\xi] \, d\xi
\]

for \( t \in [0, c] \). Hence, using the Gronwall inequality and (34), we get (38).
It follows from (19) and from Lemma 3.1 that
\[
\|z^{(m+1)} - z^{(m)}\|_t \leq \int_0^t \Theta_0(\xi) [\|z^{(m)} - z^{(m-1)}\|_\xi + \|u^{(m)} - u^{(m-1)}\|_\xi] \, d\xi
\]
\[
+ \int_0^t [\tilde{T}(c) \beta(\xi) + 2\|\gamma(\xi)\|] \|u^{(m+1)} - u^{(m)}\|_\xi \, d\xi, \quad t \in [0, c].
\]
Now, from (38) and (35), (36), we obtain (39). According to (38) and (39), we have
\[
\|z^{(m+1)} - z^{(m)}\|_t + \|u^{(m+1)} - u^{(m)}\|_t
\]
\[
\leq \int_0^t [\Theta(\xi) + \tilde{\Theta}(\xi)][\|z^{(m)} - z^{(m-1)}\|_\xi + \|u^{(m)} - u^{(m-1)}\|_\xi] \, d\xi
\]
for \( t \in [0, c], m \geq 1, \) and there exists \( \delta \in (0, 1) \) such that
\[
(40) \quad \|z^{(m+1)} - z^{(m)}\|_t + \|u^{(m+1)} - u^{(m)}\|_t
\]
\[
\leq \delta \|z^{(m)} - z^{(m-1)}\|_t + \|u^{(m)} - u^{(m-1)}\|_t.
\]
From (16), (17) and from Theorem 5.1 it follows that there is \( C^* \in \mathbb{R}_+ \) such that
\[
\|z^{(1)} - z^{(0)}\|_t + \|u^{(1)} - u^{(0)}\|_t \leq C^*, \quad t \in [0, c].
\]
Then the uniform convergence of the sequences \( \{z^{(m)}\} \) and \( \{u^{(m)}\} \) on \( H_c \) follows from (40).

7. Existence of solutions of initial value problems. Now we give the main existence result for problem (1), (2).

**Theorem 7.1.** Suppose that

1) \( \varphi \in Y^{I+L} \) and Assumptions H[X], H[V], H[f, \varphi] are satisfied,
2) conditions (20)–(23) and (37) hold.

Then there exists a solution \( v : E \cup H_c \to \mathbb{R} \) of problem (1), (2). Moreover \( v \in C^{I+L}_{\varphi,c}[d, \lambda] \) and \( u \in C^L_c[s, \mu] \), where \( u = \partial_x v|_{H_c} \). If \( \tilde{v} \in Y^{I+L} \) and \( \tilde{v} \in C^{I+L}_{\tilde{\varphi},c}[d, \lambda] \) is a solution of equation (1) with the initial condition
\[
z(t, x) = \tilde{\varphi}(t, x) \quad \text{on } E,
\]
then there exists \( \kappa \in C([0, c], \mathbb{R}_+) \) such that
\[
(41) \quad \|(v - \tilde{v})|_{H_t}\|_t + \|\partial_x v - \partial_x \tilde{v}\|_{H_t}\|_t \leq \kappa(t) \|\varphi - \tilde{\varphi}\|_{Y_I}, \quad t \in [0, c].
\]

**Proof.** From Theorem 6.1 it follows that there exist functions \( v \in C^{I+L}_{\varphi,c}[d, \lambda] \) and \( u \in C^L_c[s, \mu] \) such that \( \{z^{(m)}\} \) converges uniformly to \( v \) and \( \{u^{(m)}\} \) converges uniformly to \( u \) on \( H_c \). Moreover \( \partial_x v \) exists on \( H_c \) and
\[ \partial_x v = u. \] Thus we get

\begin{equation}
(42) \quad v(t, x) = \varphi(0, g[ v, \partial_x v](0, t, x)) + \int_0^t f(P[v, \partial_x v](\tau, t, x)) \, d\tau
- \sum_{k=1}^n \int_0^t \partial_{g_k} f(P[v, \partial_x v](\tau, t, x)) \partial_{x_k} v(\tau, g[v, \partial_x v](\tau, t, x)) \, d\tau, \quad (t, x) \in H_c,
\end{equation}

and

\[ g[v, \partial_x v](\tau, t, x) = x + \int_\tau^t \partial_g f(P[v, \partial_x v](\tau, t, x)) \, d\tau, \quad (t, x) \in H_c. \]

For a given \((t, x) \in H_c\), put \(y = g[v, \partial_x v](0, t, x)\) and

\[ Q(\tau, y) = (\tau, g[v, \partial_x v](\tau, 0, y), (V v)(\tau, g[v, \partial_x v](\tau, 0, y)), \partial_x v(\tau, g[v, \partial_x v](\tau, 0, y))). \]

Then the statement (42) on \(H_c\) is equivalent to

\begin{equation}
(43) \quad v(\tau, g[v, \partial_x v](\tau, 0, y)) = \varphi(0, y) + \int_0^t f(Q(\tau, y)) \, d\tau
- \sum_{k=1}^n \int_0^t \partial_{g_k} f(Q(\tau, y)) \partial_{x_k} v(\tau, g[v, \partial_x v](\tau, 0, y)) \, d\tau.
\end{equation}

The relations

\[ y = g[v, \partial_x v](0, t, x) \quad \text{and} \quad x = g[v, \partial_x v](t, 0, y) \]

are equivalent for \((t, x) \in H_c, y \in [-b, b]\). By differentiating (43) with respect to \(t\) and by putting again \(x = g[v, \partial_x v](t, 0, y)\), we conclude that \(v\) satisfies (1) for almost all \(t \in I[x]\) for fixed \(x \in [-b, b]\). It is clear that \(v\) satisfies the initial condition (2).

Now we prove (41). The functions \((v, \partial_x v)\) satisfy the system of integral functional equations (9), (10) and \((\tilde{v}, \partial_x \tilde{v})\) is a solution of the corresponding system with \(\tilde{\varphi}\) instead of \(\varphi\). Hence we conclude that there exist a function \(\Lambda \in L([0, c], \mathbb{R}_+)\) and a constant \(d \in \mathbb{R}_+\) such that the function

\[ \Psi(t) = \|(v - \tilde{v})|_{H_t} \| + \| (\partial_x v - \partial_x \tilde{v})|_{H_t} \| \]

does not satisfy the integral inequality

\[ \Psi(t) \leq d \| \varphi - \tilde{\varphi} \|_{Y^t} + \int_0^t \Lambda(\tau) \Psi(\tau) \, d\tau, \quad t \in [0, c]. \]

Using the Gronwall inequality we obtain (41) with

\[ \kappa(t) = d \exp \left[ \int_0^t \Psi(\tau) \, d\tau \right]. \]

This proves the theorem.
Remark 7.2. If all the assumptions of Theorem 7.1 are satisfied and the functions
\[ f(\cdot, x, p, q), \quad \partial_x f(\cdot, x, p, q), \quad \partial_p f(\cdot, x, p, q), \quad \partial_q f(\cdot, x, p, q) \]
are continuous on \( I[x] \) for \((x, p, q) \in [-b, b] \times \mathbb{R} \times \mathbb{R}^n \) then we get classical solutions of equation (1).

Remark 7.3. The existence result presented in this paper is new also in the case when the initial set is bounded. Differential equations with deviated variables and differential integral equations can be obtained by specializing the operator \( V \).
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