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Markov’s property for kth derivative

by Mirosław Baran (Kraków), Beata Milówka (Tarnów) and
Paweł Ozorka (Tarnów)

Dedicated to Professor Józef Siciak on the occasion of his 80th birthday

Abstract. Consider the normed space (P(CN ), ‖ · ‖) of all polynomials of N complex
variables, where ‖ ‖ a norm is such that the mapping Lg : (P(CN ), ‖ · ‖) 3 f 7→ gf ∈
(P(CN ), ‖ · ‖) is continuous, with g being a fixed polynomial. It is shown that the Markov
type inequality ∥∥∥∥ ∂

∂zj
P

∥∥∥∥ ≤M(degP )m‖P‖, j = 1, . . . , N, P ∈ P(CN ),

with positive constants M and m is equivalent to the inequality∥∥∥∥ ∂N

∂z1 . . . ∂zN
P

∥∥∥∥ ≤M ′(degP )m
′
‖P‖, P ∈ P(CN ),

with some positive constants M ′ and m′. A similar equivalence result is obtained for
derivatives of a fixed order k ≥ 2, which can be more specifically formulated in the language
of normed algebras. In addition, we give a nontrivial example of Markov’s inequality in the
Wiener algebra of absolutely convergent trigonometric series and show that the Banach
algebra approach to Markov’s property furnishes new tools in the study of polynomial
inequalities.

1. Introduction. Let m > 0. A compact subset E of KN (K = R or C)
is called a Markov set with exponent m if for every P ∈ P(CN ) the following
Markov inequality holds:

(M(m))
∥∥|gradP |∥∥

E
≤M(degP )m‖P‖E ,

where ‖f‖E = max{|f(x)| : x ∈ E}, |(z1, . . . , zN )| = (
∑N

j=1 |zj |2)1/2 and M
is independent of P . If E is such a set, we shall write E ∈M(m).

Since |z| = max|v|=1 |v1z1 + · · · + vNzN |, (M(m)) is equivalent to the
existence of N linearly independent vectors v1, . . . , vN and positive constans
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mj ,Mj , j = 1, . . . , N , such that ‖DvjP‖E ≤ Mj(degP )
mj‖P‖E for j =

1, . . . , N and m = max1≤j≤N mj .
Let us recall the classical result: if E = [−1, 1] ⊂ C, then Markov’s

inequality holds with M = 1 and m = 2. These constants are the best
possible because for each n and P = Tn, where Tn is the nth Chebyshev
polynomial of the first kind, we have ‖Tn‖E = 1 and T ′n(1) = n2.

Markov’s exponent of a Markov set E is, by definition, the best exponent
in (M(m)), i.e. m(E) := inf{m > 0 : E ∈ M(m)}. If E is not a Markov
set, we put m(E) := ∞. Note also that there are examples such that E ∈
M(m(E) + ε) but E 6∈ M(m(E)) (see [BBM]). Let us also remark that in
the one-dimensional case the constantsM andm are related to lower bounds
of the logarithmic capacity of E (cf. [B-C1], [B-C2]).

The importance of Markov’s property was explained by W. Pleśniak in
[P1] (cf. [P2]). The notion of the Markov exponent was introduced in [BaPl]
and we refer the reader to that paper for further properties of m(E) (see
also [BBM] and [M2]).

If we replace the uniform norm in the space P(CN ) by an Lp norm
with respect to a probability measure µ on E or by an arbitrary norm
‖ · ‖ in P(CN ), then we may ask about Markov’s property of polynomi-
als and Markov’s exponent with respect to such a norm. Then, in general,
the situation becomes much more complicated. As an example, let us re-
call the classical Hille–Szegö–Tamarkin theorem [HST] for E = [−1, 1] and
µ = 1

2 dx, ‖P‖p =
(
1
2

	
E |P |

p dµ
)1/p

, 1 ≤ p < ∞, which reads as follows.
For each p ∈ [1,∞), there is Cp > 0 such that for each P ∈ P(C) one has
‖P ′‖p ≤ Cp(degP )2‖P‖p. An exact value of Cp is known only for p = 2, and
the fact that limp→∞Cp = 1 was proved by Baran [B] 60 years after [HST].
A similar result to that of Hille–Szegö–Tamarkin is true for E being the
closure of a domain in RN with Lipschitz boundary (see [G]). However, if
E is a fat domain with cusps, no example is known of E where Markov’s
exponent is calculated with respect to the Lp norm, for some 1 ≤ p <∞.

Milówka [M2] discussed a Markov type inequality for elements in Banach
algebras.

Let x be an element of a normed complex algebra (A, ‖ ‖) with unity e.
Then x has Markov’s property if there exist positive constants M,m such
that for each polynomial P of one variable we have

(M(m,x)) ‖P ′(x)‖ ≤M(degP )m‖P (x)‖.
If e.g. E is a compact subset of C and x = idE ∈ (C(E), ‖ ‖E) then x has
Markov’s property iff E ∈ M(m). In the general case of an algebra A we
define m(x) = inf{m > 0 : x ∈M(m)}.

Now we shall give an interesting example (cf. [O]), which justifies inves-
tigating Markov’s inequality in normed algebras.
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Let ‖z‖p = ‖(z1, . . . , zN )‖p = (|z1|p + · · · + |zN |p)1/p for 1 ≤ p < ∞
and ‖z‖∞ = limp→∞ ‖z‖p = max(|z1|, . . . , |zN |). We denote by BN

p (resp.
SN−1p ) the closed unit ball (the unit sphere resp.) in (CN , ‖ · ‖p). If extr(E)

denotes the set of extreme points of a convex body E ⊂ CN , then for
1 < p < ∞ we have extr(BN

p ) = SN−1p . But in the case p = 1 one has
extr(BN

1 ) = {η1e1, . . . , ηNeN : |ηj | = 1, j = 1, . . . , N}, where e1, . . . , eN
is the canonical basis in CN . Moreover, in case p = ∞ we have a simple
description: extr(BN

∞) = TN , where TN denotes the N -dimensional torus.
Let P (z) =

∑n
j=0 ajz

j =
∑n

j=0 aj(P )z
j , then we shall denote by a(P )

the vector

a(P ) =


a0(P )

...
an−1(P )

an(P )

 .
Let A(T) denote the complex Wiener algebra of absolutely convergent

trigonometric series y =
∑∞

k=−∞ ake
ikt equipped with Wiener’s norm w1(y)

=
∑∞

k=−∞ |ak|.
The Chebyshev polynomials Tk are linearly independent in P(C). Hence

if P ∈ Pn(C) = {P ∈ P(C) : degP ≤ n}, then P (z) =
∑n

k=0 αkTk(z). Thus

P

(
1

2
(e−it+eit)

)
=

n∑
k=0

αkTk(cos kt) =
n∑
k=0

αk cos kt =
n∑
k=0

αk
1

2
(e−ikt+eikt),

and for x = cos t = 1
2(e
−it + eit) ∈ A(T) we obtain w1(P (x)) =

∑N
k=0 |αk|.

Let [`jk(n)] ∈ Cn+1 × Cn+1. Set zk =
∑n

j=0 `jk(n)Tj(z), k = 0, . . . , n.
Then a(zk) =

∑n
j=0 `jk(n)a(Tj(z)), which means that

am(z
k) =

n∑
j=0

`jk(n)am(Tj(z))

=

n∑
j=0

am(Tj(z))`jk(n) = δmk, k, l ∈ {0, . . . , n},

whence [`jk(n)]
−1 = [aj(Tk(z))]. In particular,

[`jk(n)]
−1em = [aj(Tk(z))]em = a(Tm),

and we have

P (z) =
n∑
k=0

ak(P )
n∑
l=0

`lk(n)Tl(z) =
N∑
l=0

( n∑
k=0

ak(P )`lk(n)
)
Tl(z).
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Thus

al(P ) =
n∑
k=0

ak(P )`lk(n) and w1(P (x)) =
n∑
l=0

∣∣∣ n∑
k=0

ak(P )`lk(n)
∣∣∣.

Let X̃n = (Pn(C), w1(P (x))) and Bn(x) = {P ∈ X̃n : w1(P (x)) ≤ 1}.

Theorem 1.1. For each n ∈ Z+,

extr(Bn(x)) = {η0T0, . . . , ηnTn : |ηj | = 1, j = 0, . . . , n}.

Proof. If P ∈ extr(Bn(x)), then [`jk(n)]a(P ) ∈ extr(Bn+1
1 ), whence

a(P ) ∈ [`jk(n)]
−1(extr(Bn+1

1 )). Thus, for some m ∈ {0, . . . , n}, we must
have

a(P ) = [`jk(n)]
−1ηmem = ηma(Tm) ⇔ P = ηmTm, |ηm| = 1.

Proposition 1.2. For each n ≥ 1 and all P ∈ Pn(C), we have

w1(P
′(x)) ≤ n2w1(P (x)) with x = cos t,

where equality holds only for P = ηTn with |η| = 1.

Proof. By Theorem 1.1, it is sufficient to consider the case of P ∈ Pn(C)
of the form P = ηTn, |η| = 1. Then P ′(cos t) = ηnUn−1(cos t), where Un−1
is the Chebyshev polynomial of the second kind. One has

w1(P
′(x)) = nw1(Un−1(cos t)) = nw1

(
sin(nt)

sin t

)
= nw1

(
(eit)n − (e−it)n

eit − e−it

)
= nw1

( n∑
k=1

eit(n−2k+1)
)
= n2 = n2w1(P (x)).

Remark 1.3. If f ∈ A(T) is a trigonometric polynomial of degree n,
that is, f =

∑n
k=−n ake

ikt, |an|+ |a−n| > 0, then we have the bounds

‖f‖∞ = max
|t|≤π
|f(t)| ≤ w1(f) ≤ (2n+ 1)1/2‖(a−n, . . . , an)‖2

= (2n+ 1)1/2‖f‖2 ≤ (2n+ 1)1/2‖f‖∞.
Since ‖f‖∞ = ρ(f), the radial norm in A(T), we can write ρ(f) ≤ w1(f) ≤
(2n+ 1)1/2ρ(f). If x = cos t, we get

ρ(P ′(x)) ≤ w1(P
′(x)) ≤ (degP )2w1(P (x))

≤ (2 degP + 1)1/2(degP )2ρ(P (x)),

which is Markov’s inequality for E = [−1, 1] with exponent 5/2. It is proba-
bly one of the simplest proofs establishing Markov’s property of an interval.

Definition 1.4. Let T ⊂ NN \ {0} be a finite (test) set. A set E ⊂ CN
is said to have Markov’s property with exponent m with respect to T , briefly
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E ∈ M(T ,m), if there exist positive constants M and m such that for all
P ∈ P(CN ),

(M(T ,m)) ‖DαP‖ ≤M |α|(degP )|α|m‖P‖, α ∈ T ,
where ‖·‖ is a given norm in P(CN ). One can also consider a similar property
in a normed algebra A by replacing ‖P (k)‖ and ‖P‖ with ‖P (k)(x)‖ and
‖P (x)‖, where x is a fixed element of A.

Remark 1.5. If E has Markov’s property (with respect to a norm ‖ · ‖)
and Markov’s inequality (M) holds with constants M,m then Markov’s in-
equality (M(T ,m)) holds with the same constants and thus E has Markov’s
property with respect to T . Note that standard Markov’s property is with
respect to the set T1 = {e1, . . . , eN}.

By [M1], if E admits Markov’s inequality in the uniform norm with con-
stants M and m with respect to Tk = {ke1, . . . , ken}, then it admits (M)
with constants MCk and mk, where Ck and mk depend only on k. Let us
briefly recall the argument leading to this result.

In [M1], Milówka has discovered the following polynomial identity

(I) (P ′)k =
1

k!

k∑
j=0

(−1)j
(
k

j

)
P j(P k−j)(k),

where P is an arbitrary polynomial of one variable. It has been applied to
show the following two results:

Proposition 1.6 ([M1, Thm. 3.5]). If E ⊂ C has the Markov property
with respect to the kth derivative, then E has Markov’s property (M). More
precisely, if

‖P (k)‖E ≤ Cknkm‖P‖E for all P ∈ Pn(C) and a fixed k ∈ Z+,

then
‖P ′‖E ≤ 6Ckm−1nm‖P‖E .

Proposition 1.7 ([M1, Thm. 3.9]). Let E be a compact set in CN .
Then E has Markov’s property if and only if there exists an integer k ≥ 1
and positive constants C,m such that

‖DαP‖E ≤ Cknkm‖P‖E for P ∈ Pn(CN )
for all α with |α| = k. Moreover, m(E, k) = km(E, 1) = km(E), where
m(E, k) = inf{s : ‖DαP‖E ≤ const · ns‖P‖E for P ∈ Pn(CN ) and |α| = k}.

Applying (I), by a similar argument to that of [M1] one can extend
Proposition 1.7 as follows.

Theorem 1.8. Let (A, ‖ ‖) be a normed algebra, and x ∈ A be such that
ρ(P (x)) ≥ (K degP +1)−κ‖P (x)‖ with nonnegative constants K,κ. Assume
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that for some k ≥ 1, ‖P (k)(x)‖ ≤ Ck(degP )km‖P (x)‖. Then
ρ(P ′(x)) ≤ 6Ckm−1(degP )m‖P (x)‖,

and consequently

‖P ′(x)‖ ≤ 6Ckm−1(degP )m(K degP + 1)κ‖P (x)‖,
ρ(P ′(x)) ≤ 6Ckm−1(degP )m(K degP + 1)κρ(P (x))).

Hence m(x, 1) ≤ κ+m(x, k)/k.

Remark 1.9. An inspection of the proof of Proposition 1.6 in [M1] shows
that the constant 6 in the above three statements can be replaced by 2e.

Using Theorem 1.1 and Proposition 1.6 we get Markov’s inequality for
E = [−1, 1] with exponent m = 2 and constant M = e2. The proof is
surprisingly simple. The most difficult point of it is the well-known fact that

‖T (k)
n ‖[−1,1] = T (k)

n (1) =
n2(n2 − 1) · · · (n2 − (k − 1)2)

1 · 3 · · · (2k − 1)
≤ n2k

(2k − 1)!!

(cf. [BE, Exercise E2 c, p. 256]).
Now, if P ∈ Pn(C), n ≥ 1, then by Theorem 1.1 and Remark 1.3,

w1(P
(k)(x)) ≤ max

0≤l≤n
w1(T

(k)
l (x))w1(P (x))

≤
√
2n+ 1 max

0≤l≤n
‖T (k)

l ‖[−1,1]w1(P (x)) ≤
√
2n+ 1

n2k

(2k − 1)!!
w1(P (x)),

where x = cos t ∈ A(T). Again, by Remark 1.3, we get

‖P (k)‖[−1,1] ≤
√
2n+ 1w1(P

(k)(x)) ≤ (2n+ 1)
n2k

(2k − 1)!!
‖P‖[−1,1]

≤ 4
n2k+1

(2k − 1)!!
‖P‖[−1,1].

Finally, by applying Proposition 1.6 with C = k
√
4/(2k − 1)!!, m = 2+ 1/k,

we obtain

‖P ′‖[−1,1] ≤ 2e
k
√
4(k/ k

√
(2k − 1)!!)n2+1/k‖P‖[−1,1]

and, since limk→∞ k/
k
√
(2k − 1)!! = e/2, letting k →∞ gives

‖P ′‖[−1,1] ≤ e2n2‖P‖[−1,1].

2. Identities for derivatives of polynomials. Unfortunately the poly-
nomial identity (I) cannot be applied outside normed algebras. To omit this
difficulty we shall find other identities that give relations between the first
derivative of a polynomial and some derivatives of higher orders. This way
we obtain results weaker than in the case of normed algebras, but the new
tools will work in a very general situation.
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Our first basic lemma is

Lemma 2.1. Fix k ∈ N, k ≥ 2. If P is a polynomial of one variable then

P ′(x) =
(−1)k−1

k!

k−1∑
l=0

(−1)l

l!
(P (x)xl)(k)(xk−1)(l)(I1)

=
(−1)k−1

k!

k−1∑
l=0

(−1)l

l!
(Ql(x))

(k)(xk−1)(l).

Proof. Applying Cauchy’s integral formula we can write

P ′(x) =
1

2πi

�

T

P (ζ)(ζ − x)−2 dζ =
1

2πi

�

T

(ζ − x)k−1P (ζ)(ζ − x)−k−1 dζ

= (−1)k−1xk−1 1

2πi

�

T

(
1− ζ

x

)k−1
P (ζ)(ζ − x)−k−1 dζ

= (−1)k−1xk−1
k−1∑
l=0

(
k − 1

l

)
(−1)lx−l 1

2πi

�

T

P (ζ)ζ l(ζ − x)−k−1 dζ.

Hence, by Leibniz’s formula, we get

P ′(x) =
(−1)k−1

k!

k−1∑
l=0

(
k − 1

l

)
(−1)lxk−l−1(P (x)xl)(k)

=
(−1)k−1

k!

k−1∑
l=0

(−1)l

l!
(P (x)xl)(k)(xk−1)(l).

Proposition 2.2. Fix 1 ≤ j ≤ N and k ≥ 2 and put α = kej ∈ NN . If
P ∈ P(CN ) and Qj,l(x) = P (x)xlj, then

(I ′1) DjP (x) =
(−1)k−1

k!

k−1∑
l=0

(−1)l

l!
Dα(Qj,l(x))(x

k−1
j )(l).

The next lemma will be applied later in the case where f(x) = P (x) is a
polynomial of N variables.

For j = 1, . . . , N , define ϕj(x) = x1 · · · x̂j · · ·xN . We shall denote by
Pj(N) the set of all monomials ψ(x) such that degj ψ(x) = 0 and degi ψ(x)
≤ 1 for all i (so degψ(x) ≤ N − 1). If ψ(x) ∈ Pj(N), then there is exactly
one ψ∗(x) ∈ Pj(N) such that ψ(x)ψ∗(x) = ϕj(x), j = 1, . . . , N .

Lemma 2.3. Let f ∈ O(CN ) and α = (1, . . . , 1) = e1 + · · · + eN ∈ NN .
Then

(I2) Djf(x) =
∑

ψ∈Pj(N)

(−1)degψDα(f(x)ψ(x)) · ψ∗(x), j = 1, . . . , N.



38 M. Baran et al.

Proof. We start with Cauchy’s integral formula in CN . If α=(α1, . . . , αN )
∈ NN and x is chosen from the unit polydisc, we have

Dαf(x)

= α!

(
1

2πi

)N �

TN

f(ζ1, . . . , ζN )(ζ1−x1)−α1−1 · · · (ζN−xN )−αN−1 dζ1 . . . dζN .

If now α = ej , we can write

Djf(x1, . . . , xN )

=

(
1

2πi

)N �

TN

f(ζ1, . . . , ζN )(ζj − xj)−1 ·
∏

1≤l≤N
(ζl − xl)−1 dζ1 . . . dζN

=

(
1

2πi

)n �

TN

f(ζ1, . . . , ζN )
∏

1≤l≤N, l 6=j
(ζl − xl) ·

∏
1≤l≤N

(ζl − xl)−2 dζ1 . . . dζN .

Hence, as ∏
1≤l≤N, l 6=j

(ζl − xl) =
∑

ψ∈Pj(N)

(−1)degψψ(ζ) · ψ∗(x),

we get

Djf(x)

=
∑

ψ∈Pj(N)

(−1)degψ
(

1

2πi

)N �

TN

f(ζ)ψ(ζ)
∏

1≤l≤N
(ζl − xl)−2 dζ1 . . . dζN · ψ∗(x)

=
∑

ψ∈Pj(N)

(−1)degψDα(f(x)ψ(x)) · ψ∗(x),

with α = e1 + · · ·+ eN .

3. Markov’s property for the derivative of order k. Consider a
seminorm ‖ · ‖ in P(CN ) such that for all polynomials f , one has ‖fzj‖ ≤
Aj‖f‖, j = 1, . . . , N , where Aj are constants. Then for a fixed polynomial g,
there exists a constant A(g) such that ‖fg‖ ≤ A(g)‖f‖ for all polynomials f .
Such a seminorm ‖ · ‖ will be called an admissible seminorm in P(CN ).

Any Lp norm with respect to a probability measure on a compact subset
E of CN is admissible, since we can take A(g) = maxE |g|. Another example
may be obtained by considering a normed algebra A with fixed elements
ω1, . . . , ωN ∈ A and ‖f‖ = ‖f(ω1, . . . , ωN )‖, where the right-hand side norm
is the norm of A; we can put now A(g) = ‖g‖.

The optimal value of A(g) is ‖Lg‖, where Lg : (P(CN ), ‖ · ‖) 3 f 7→ fg ∈
(P(CN ), ‖ · ‖). As an example of a norm that is not admissible, we can take
‖f‖ =

	
CN |f(z)|e−|z| dV (z), where dV (z) is the Lebesgue measure. Let us

also note (cf. [B-C2]) that if E ⊂ C, the (Schur type) inequality ‖P‖Lp(E) ≤
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M(degP )m‖P (x− a)‖Lp(E), with M,m independent of a ∈ C, is equivalent
to Markov’s inequality with respect to the Lp norm. An interesting question
arises whether Schur’s inequality is equivalent to Markov’s inequality in a
more general case.

An immediate consequence of Corollary 2.2 is

Proposition 3.1. Let k ≥ 2 and consider an admissible seminorm ‖ · ‖
in P(CN ) such that ‖fg‖ ≤ A(g)‖f‖. If there exist positive constants Ck,mk

such that ‖DkejP‖ ≤ Ck(degP )mk‖P‖, then
‖DjP‖ ≤ Bj(degP + 1)mk‖P‖, j = 1, . . . , N,

where Bj = Ck
k! A(xj)

∑k−1
l=0

1
l!A((x

k−1
j )(l)).

Analogously, applying Lemma 2.3 with α = e1 + · · ·+ eN ∈ NN gives

Proposition 3.2. If there exist positive constants M ′,m′ such that∥∥∥∥ ∂N

∂z1 . . . ∂zN
P

∥∥∥∥ ≤M ′(degP )m′‖P‖, P ∈ P(CN ),

we have

‖DjP‖ ≤M ′Nm′ ∑
ψ∈Pj(n)

A(ψ)A(ψ∗)(degP )m
′‖P‖, j = 1, . . . , N.

By combining Propositions 3.1 and 3.2, we get the main result of this
paper:

Theorem 3.3.

(a) Let T = {k1e1, . . . , kNeN}, where kj ∈ Z+, kj ≥ 2, 1 ≤ j ≤ N. Then
E ∈M(T ) ⇔ E ∈M.

(b) If α = e1 + · · ·+ eN and T = {α}, then
E ∈M(T ) ⇔ E ∈M.
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