
ANNALES
POLONICI MATHEMATICI

81.2 (2003)

Hilbert spaces of analytic functions
of infinitely many variables

by O. V. Lopushansky (Kraków) and A. V. Zagorodnyuk (Lviv)

Abstract. We study spaces of analytic functions generated by homogeneous polyno-
mials from the dual space to the symmetric Hilbertian tensor product of a Hilbert space.
In particular, we introduce an analogue of the classical Hardy space H2 on the Hilbert
unit ball and investigate spectral decomposition of unitary operators on this space. Also
we prove a Wiener-type theorem for an algebra of analytic functions on the Hilbert unit
ball.

Introduction. An increasing interest in infinite-dimensional holomor-
phy in recent years has generated lots of questions concerning subspaces of
analytic functions on Banach spaces. In particular, it is of interest to con-
sider analogs of classical function spaces on the unit ball. In a large number
of papers (see e.g. [4], [1], [2]) various analogs of the disk algebra or the H∞

algebra for the unit ball of a Banach space are investigated.
The purpose of this paper is to construct and investigate an analogue

of the Hardy space H2 of analytic functions on the unit ball of an infinite-
dimensional separable Hilbert space. The idea of the construction comes
from the fact that the dual space to the symmetric Banach space n-tensor
product endowed with a cross-norm is isometric to a subspace of n-homogen-
eous polynomials on the Banach space. Considering a special cross-norm, the
so-called Hilbertian cross-norm, we can obtain a natural Hilbert structure
on the tensor product of Hilbert spaces. After symmetrization of the tensor
product we obtain a predual to a Hilbert space of continuous polynomials.

In Section 1 we study some properties of spaces of homogeneous Hilber-
tian polynomials. In particular, it is shown that the set of norm attaining
polynomials is not dense in the space of Hilbertian polynomials.

In Section 2 we introduce the Hardy-type class H2(B) of analytic func-
tions on the Hilbert unit ball B as the dual space to the `2-sum of symmetric
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Hilbertian tensor products. It is again a Hilbert space, and we investigate
spectral decomposition of unitary operators on it. Note that the sum of the
symmetric Hilbertian tensor products plays an important role in quantum
mechanics, where it is called the symmetric Fock space [11].

In Section 3 we consider a function algebra on B generated by Hilbertian
polynomials and investigate its spectrum.

For background on analytic functions on Banach spaces we refer the
reader to [7], [8].

1. Hilbertian tensor product and Hilbertian polynomials. Let
E be a separable Hilbert space with an orthonormal basis (ei) and inner
product ( · | · ). Denote by B := {x ∈ E : ‖x‖ = (x |x)1/2 < 1} the open unit
ball in E, and by T := {x ∈ E : ‖x‖ = 1} the unit sphere in E.

It is known (see e.g. [9, p. 27], [5, p. 351] or [11]) that it is possible to
define a norm h on the algebraic tensor product

⊗nE of E such that the
completion

⊗n
h E of

⊗nE under this norm is a Hilbert space. More exactly,
each vector w ∈⊗n

h E can be represented as

w =
∞∑

i=1

αie1i ⊗ . . .⊗ eni,

and we put

‖w‖ =
( ∞∑

i=1

α2
i

)1/2
,

where the eki belong to the orthonormal basis of E and αi ∈ C. An inner
product (u | v)n on

⊗n
h E can be defined by

(u | v)n =
∑

i,j

αiγj(e1i | e1j) . . . (eni | enj), αi, γj ∈ C,

where u =
∑

i αie1i ⊗ . . .⊗ eni, v =
∑

j γje1j ⊗ . . .⊗ enj ∈
⊗n

h E.
Let xi1 . . . xin := (1/n!)

∑
σ∈Gn xσ(i1)⊗ . . .⊗xσ(in) be the symmetric ten-

sor product of xi1 , . . . , xin and xn := x⊗. . .⊗x, where Gn is the permutation
group of the set {1, . . . , n}.

Proposition 1.1. (a) There exists a unique continuous orthogonal pro-
jection Sn on

⊗n
h E such that

Sn(e1i ⊗ . . .⊗ eni) =
1
n!

∑

σ∈Gn
eσ(1)i ⊗ . . .⊗ eσ(n)i.(1)

(b) The space En′h of continuous linear functionals on Enh := Sn(
⊗n

h E)
is isometrically isomorphic to some subspace Ph(nE) of the space P(nE) of
n-homogeneous continuous polynomials on E.
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(c) The image Enh = Sn(
⊗n

h E) is the closure of the linear span of xn in⊗n
h E for all x ∈ E.
Proof. (a) The equality S2

n(w) = Sn(w) and orthogonality of Sn are
evident on a dense set of finite sums w =

∑
i αie1i⊗ . . .⊗eni. The continuity

of Sn follows from the inequality

sup
‖w‖≤1

‖Sn(w)‖ = sup
‖w‖≤1

∥∥∥∥
1
n!

∑

σ∈Gn

∑

i

αieσ(1)i ⊗ . . .⊗ eσ(n)i

∥∥∥∥

≤ sup
‖w‖≤1

1
n!

∑

σ∈Gn

[∑

i

|αi|2‖eσ(1)i‖2 . . . ‖eσ(n)i‖2
]1/2

=
1
n!

sup
‖w‖≤1

n! ‖w‖ = 1.

(b) Let φ ∈ En′h . From the Riesz Theorem it follows that there is a
w ∈ Enh such that φ(u) = (u |w)n. Put Pφ(x) := (xn |w)n. It is clear that
Pφ is an n-homogeneous polynomial on E. Since |Pφ(x)| ≤ ‖φ‖ ‖xn‖ =
‖w‖ ‖x‖n < ∞, Pφ is bounded and so continuous. Denote by Ph(nE) the
subspace {Pφ : φ ∈ En′h } of n-homogeneous continuous polynomials with
norm ‖Pφ‖ = ‖φ‖. Evidently, Ph(nE) is isometric to En′

h .
(c) By the polarization formula (see e.g. [7, p. 6]) and (b), for every

φ ∈ En′h ,

φ(x1 . . . xn) = Aφ(x1, . . . , xn) =
1

2nn!

∑

εi=±1

ε1 . . . εnPφ

( n∑

j=1

εjxj

)

=
1

2nn!

∑

εi=±1

ε1 . . . εnφ
(( n∑

j=1

εjxj

)n)
,

where Aφ is the symmetric n-linear form associated to Pφ. Thus

x1 . . . xn =
1

2nn!

∑

εi=±1

ε1 . . . εn

( n∑

j=1

εjxj

)n
.

Throughout, we will say that En
h is the n-fold Hilbertian symmetric ten-

sor product of E and Ph(nE) is the space of Hilbertian n-homogeneous poly-
nomials on E. Define u(j) := Sn(ej1 ⊗ . . . ⊗ ejn), where (j) = (j1, . . . , jn)
is a multi-index. It is easy to see that u(j) = u(k) if and only if there is a
permutation σ ∈ Gn such that (j1, . . . , jn) = (kσ(1), . . . , kσ(n)). In this case
we will say that the multi-indices (j) and (k) are equivalent. Denote by Γn
the set of equivalence classes of multi-indices, and by [j] the element of Γn
containing (j).

Lemma 1.1. The vectors u[j], [j] ∈ Γn, form an orthogonal basis in En
h

and 1 ≥ ‖u[j]‖ ≥ (1/n!)1/2.

Proof. Clearly, u[j] and u[k] are orthogonal if [j] 6= [k]. Since the system
{u[j]} is the image of a basis under the projection Sn, it is complete. Also
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‖u[j]‖ =
∥∥∥∥

1
n!

∑

σ

ejσ(1) ⊗ . . .⊗ ejσ(n)

∥∥∥∥

=
1
n!

〈∑

σ

ejσ(1)⊗ . . .⊗ejσ(n)

∣∣∣ ejσ(1)⊗ . . .⊗ejσ(n)

〉1/2
≥ (n!)1/2

n!
= (1/n!)1/2.

Corollary 1.1. Let w ∈ En
h and w =

∑∞
i=1 αie1i . . . eni. Then

( ∞∑

i=1

|αi|2
)1/2

≥ ‖w‖2 ≥ 1√
n!

( ∞∑

i=1

|αi|2
)1/2

.

Proof. Let w̃ :=
∑∞

i=1 αie1i⊗ . . .⊗eni. Then w = Sn(w̃) and ‖w̃‖ ≥ ‖w‖
since Sn is an orthogonal projection. Since {e1i . . . eni/‖e1i . . . eni‖} is an
orthonormal basis in En

h , by Lemma 1.1 we have

‖w‖2 =
∞∑

i=1

|αi|2‖e1i . . . eni‖2 ≥
1
n!

∞∑

i=1

|αi|2.

It is clear that every polynomial of finite type is Hilbertian. Moreover,
since every element w ∈ En

h , w =
∑∞

i=1 αie1i . . . eni, is the limit of the se-
quence of the vectors wk =

∑k
i=1 αie1i . . . eni, every Hilbertian polynomial

can be approximated by polynomials of finite type in the norm of Ph(nE).
Since sup‖x‖≤1 |P (x)| ≤ ‖P‖, every Hilbertian polynomial can be approxi-
mated by polynomials of finite type in the topology of uniform convergence
on the unit ball of E. Thus if P is a Hilbertian polynomial then P is weakly
continuous on bounded sets [3]. The converse is not true.

Proposition 1.2. There is a polynomial that is weakly continuous on
bounded sets and not Hilbertian.

Proof. It is known that if E′ has the approximation property then the
space Pw(nE) of n-homogeneous polynomials weakly continuous on bounded
sets is isomorphic to the injective symmetric tensor product

⊗n
ε,sE

′ of E′

[8, p. 112]. On the other hand, Ph(nE) = En′h ⊂
⊗n

ε,sE
′ = Pw(nE). This

embedding is proper because En′
h = Enh is a reflexive space but

⊗n
ε,sE

′

is not. More exactly, the adjoint space to the injective symmetric tensor
product of the Hilbert space is the symmetric projective tensor product of
the Hilbert space [8, p. 112] which contains a copy of `1. Note that since
Ph(nE) contains all polynomials of finite type and is a proper subspace of
Pw(nE), the closure of Ph(nE) in P(nE) coincides with Pw(nE).

Let us recall that a polynomial P is said to be integral if there exists a
regular Borel measure µ of finite variation on (BE′ , σ(E′, E)) such that

P (x) =
�
BE′

φ(x)n dµ(φ)(2)
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for all x ∈ E, where φ ∈ BE′ . The Banach space of all n-homogeneous
integral polynomials with the norm

‖P‖I := inf{‖µ‖ : µ is a regular Borel measure

of finite variation satisfying (2)}
is denoted by PI(nE). The concept of integral polynomials was introduced
in [6].

Proposition 1.3. The space PI(nE) is a proper dense subspace of
Ph(nE).

Proof. Since PI(nE) = (
⊗n

ε,sE)′ (see [6]) and En
h is a dense proper

subspace of
⊗n

ε,sE, it follows that PI(nE) is a proper subspace of En′
h =

Ph(nE). The density of PI(nE) follows from the fact that PI(nE) contains all
polynomials which form an orthonormal basis in the Hilbert space Ph(nE)
and their linear span as well.

Therefore Propositions 1.2 and 1.3 imply that the space of Hilbertian
polynomials lies strictly between the spaces of integral polynomials and
polynomials weakly continuous on bounded sets.

It is known [10] that the space P(nX) of all continuous polynomials
(with sup-norm) on a Banach space X with the approximation property is
reflexive if and only if all polynomials from P(nX) are weakly sequentially
continuous, and this is equivalent to the fact that every P ∈ P(nX) is norm
attaining. The next theorem shows that for subspaces of P(nX) the situation
is different.

Theorem 1.1. The set of norm attaining Hilbertian polynomials is not
dense in Ph(nE).

Proof. Let us show that a Hilbertian polynomial P is norm attaining if
and only if P (x) = (xn | v)n, where v = yn for some y ∈ E. Assume that
‖P‖ = 1. Suppose that P (y) = ‖P‖ for some y ∈ E with ‖y‖ = 1. Since

‖P‖ = ‖v‖ = (v | v)1/2
n = (v | v)n = (yn | v)n = 1,

we have v = yn. In the general case, if ‖P‖ 6= 0, the polynomial

P (x) = ‖v‖
(
xn
∣∣∣∣
v

‖v‖

)

n

attains its norm if v/‖v‖ = yn for some y ∈ E. Therefore if the set of
norm attaining Hilbertian polynomials were dense in Ph(nE) then the set
{yn : y ∈ E} would be dense in En

h . But it is easy to check that the sum
e1 ⊗ . . .⊗ e1 + e2 ⊗ . . .⊗ e2 does not belong to the closure of this set.

2. Hilbert space of analytic functions. Let H(B) be the space of
analytic functions on the unit ball B.
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Definition. The Hardy-type space H2(B) is the subspace of H(B) con-
sisting of all functions f that can be expanded in the Taylor series

f(x) =
∞∑

n=0

fn(x)(3)

with fn an n-homogeneous Hilbertian polynomial and

‖f‖2 :=
( ∞∑

n=0

‖fn‖2
)1/2

<∞.

Consider the `2-direct sum of Enh , `2(Enh ) :=
⊕∞

n=0E
n
h , where E0

h = C.
The dual space `′2(Enh ) to `2(Enh ) has a natural inner product 〈 · | · 〉.

Theorem 2.1. The space `′2(Enh ) is isometrically isomorphic to the space
H2(B).

Proof. Let f ∈ `′2(Enh ). By the isometric isomorphism `′2(Enh ) ' `2(En′h )
there is a sequence (φn) of functionals such that

φn ∈ En′h and f =
∞∑

n=0

φn.

Let φn(x) := (xn |wn)n for some wn ∈ Enh and w0 ∈ C. We want to show
that the operator

f 7→ f(x) = 〈x̂ | f〉 :=
∞∑

n=0

(xn |wn)n

is the required isomorphism, where x0 = 1 and φ0 = (x0 |w0)0 := w0.

For each x = ζa ∈ B, ζ ∈ R, |ζ| < 1, ‖a‖ = 1, the vector

x̂ =
∞∑

n=0

xn

belongs to the space `2(Enh ), since its `2(Enh )-norm is equal to

‖x̂‖2 ≡
( ∞∑

n=0

|ζ|2n
)1/2

=
1

(1− |ζ|2)1/2
.

From Schwarz’s inequality it follows that

|f(x)| ≤ ‖x̂‖2‖f‖2 =
‖f‖2

(1− |ζ|2)1/2
.

In other words, the function f(x) is bounded in every ball {x = ζa : |ζ| ≤
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1− ε}, where 0 < ε < 1. Moreover for x+ ζa ∈ B,

f(x+ ζa) = 〈 ̂x+ ζa | f〉 =
∞∑

n=0

n∑

k=0

ζk(akxn−k |wn)n

=
∞∑

k=0

∞∑

m=0

ζk(akxm |wk+m)k+m.

Since
∣∣∑∞

m=0(akxm |wk+m)k+m
∣∣ ≤ ‖f‖2‖x̂‖2‖a‖k, the function f(x) is Ga-

teaux analytic and so [7] it is analytic in B, i.e. f(x) ∈ H2(B).
Conversely, let f(x) ∈ H2(B). Then the coefficients fn of the Taylor

series expansion (3) define a unique sequence of linear functionals fn ∈ En′h .
So the sum f =

∑
n fn belongs to the space `2(En′h ).

Thus the required isomorphism is defined by the operator

`∗2(Enh ) 3 f 7→ f(x) ∈ H2(B), where f(x) = 〈x̂ | f〉.
Let A be a selfadjoint operator on E with domain D(A). Suppose that

−iA is the generator of a unitary group R 3 t 7→ Ut of bounded operators.
Consider on E ⊗ . . .⊗ E a group of operators

R 3 t 7→
n︷ ︸︸ ︷

Ut ⊗ . . .⊗ Ut
such that

(Ut ⊗ . . .⊗ Ut)w =
∑

j

αjUtx1j ⊗ . . .⊗ Utxnj

for all w =
∑

j αjx1j ⊗ . . .⊗ xnj ∈ E ⊗ . . .⊗E. The generator of the group
Ut ⊗ . . .⊗ Ut has the representation

−i
( n∑

j=1

Aj

)
, where Aj =

j−1︷ ︸︸ ︷
I ⊗ . . .⊗ I ⊗A⊗

n−j︷ ︸︸ ︷
I ⊗ . . .⊗ I

and I is the identity operator on E. Then we have

(Ut⊗ . . .⊗Ut)Sn = Sn(Ut⊗ . . .⊗Ut),

Ânx :=
( n∑

j=1

Aj

)
Snx = Sn

( n∑

j=1

Aj

)
x

for each x from the domain of the generator −i(∑j Aj). Set A0 = 0.

Theorem 2.2. (a) The group of operators on H2(B) defined by

Ûtf(x) = f(Utx), t ∈ R, x ∈ B, f ∈ H2(B),

is unitary.
(b) The generator of the group Ût has the form −iÂ, where the operator

Â = A∗ is adjoint with respect to the duality 〈`2(Enh ) |H2(B)〉 to the diagonal
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matrix operator

A =




0 0 . . . 0 . . .
0 A . . . 0 . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . Sn

∑n
j=1Aj . . .

. . . . . . . . . . . . . . .


 ,

defined on the subspace of finite sums of basis vectors in `2(Enh ).

Proof. (a) Let f =
∑
fn, g =

∑
gn ∈ H2(B) and fn(x) = (xn |un)n,

gn(x) = (xn | vn)n, where

un =
∞∑

i=1

αie1i . . . eni, vn =
∞∑

i=1

βie1i . . . eni.

Then, since Ut is unitary,

〈Ûtf | Ûtg〉 =
∞∑

n=0

(Ûtfn | Ûtgn)n

=
∞∑

n=0

∞∑

i=1

αiβi(Ute1i |Ute1i) . . . (Uteni |Uteni)

=
∞∑

n=0

∞∑

i=1

αiβi(e1i | e1i) . . . (Uteni |Uteni) = 〈f | g〉.

(b) For every n the space En
h is an invariant subspace of E⊗ . . .⊗E with

respect to the action of the group Ût. Since Sn
∑

j Aj is the generator of Ût
on Enh , the required assertion follows from (a).

Let σ(A) be the spectrum of a selfadjoint operator A and A = � σ(A) λdEλ
its spectral decomposition, where the measure Eλ is concentrated on Borel
subsets of σ(A).

Corollary 2.1. The following spectral decomposition holds:

Âf =
∞⊕

n=0

�
σ(A)×...×σ(A)

(λ1 + . . .+ λn) dEλ1 ⊗ . . .⊗ dEλnfn

for all f =
∑∞

n=0 fn ∈ D(Â), where

D(Â) =
{
f ∈ H2(B) :

∞∑

n=0

�
σ(A)×...×σ(A)

(|λ1|2 + . . .+ |λn|2) (dEλ1 ⊗ . . .⊗ dEλnfn | fn)n <∞
}
.

Proof. Let us show first that σ(Ân) = {λ : λ = λ1+. . .+λn, λk ∈ σ(A)}.
For a given operator L with %(L) 6= ∅, denote by [L] the algebra of all rational
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functions of L. Since [L] contains the resolvent of L, the operator L − λI
is invertible if and only if it is invertible in [L]. So λ ∈ σ(L) if and only
if there exists a character (complex-valued homomorphism) φ on [L] such
that φ(L) = λ. Indeed, suppose that L − λI is not invertible; then L − λI
belongs to a maximal proper ideal in [L]. So there is a character φ such that
φ(L − λI) = 0 and φ(L) = λ. Conversely, if φ(L) = λ then L − λI is not
invertible and λ ∈ σ(L).

Suppose that for some k ≥ 1, σ(Âk) = {λ : λ =
∑k

i=1 λi, λi ∈ σ(A)}.
(For k = 1 this is evidently true.) Let θ be a character on [Âk]. For an
arbitrary B =

∑k
i=1Bi1 ⊗ . . .⊗Bi,k+1 ∈ [Âk+1] put

θ(B) =
k+1∑

i=1

θ(Bi1 ⊗ . . .⊗Bik)Ik ⊗Bi,k+1,

where Ik is the kth tensor product of I. We claim that θ is a homomorphism
from [Âk] to Ik × [A]. Since [Âk+1] is a one-generated commutative algebra,
we need only show that θ(Â2

k+1) = (θ(Âk+1))2. It is easy to see that Âk+1 =
Âk ⊗ I + Ik ⊗ A and θ(Âk+1) = Ik ⊗ (A+ θ(Âk)I). Thus

θ(Â2
k+1) = θ(Âk ⊗ I + Ik ⊗ A)2

= θ(Â2
k)I

k+1 + θ(Ik)Ik ⊗ A2 + 2θ(Âk)Ik ⊗ A

= Ik ⊗ (A2 + (θ(Âk))2I + 2Aθ(Âk)) = Ik ⊗ (A+ θ(Âk)I)2 = (θ(Âk+1))2.

Let now φ be a character on [Âk+1] and φ(Âk+1) = λ. For an arbitrary
λ0 ∈ σ(Âk) put λ1 = λ− λ0. Then the operator

Âk+1 − λI = (Âk − λ0I)⊗ I + I ⊗ . . .⊗ I ⊗ (A− λ1I)

is not invertible. Let θ0 be a character on [Âk] such that θ0(Âk) = λ0. Then

θ((Âk − λ0I)⊗ I + I ⊗ . . .⊗ I ⊗ (A− λ1I)) = IkA− Ikλ1

is a noninvertible operator. Thus λ1 ∈ σ(A). So, from the induction assump-
tion it follows that the spectrum of Âk+1 coincides with the (k+1)-fold sum
of the spectrum of A.

The spectral measure Eλ1⊗ . . .⊗Eλn in Enh and the measurable function
σ(A)× . . .×σ(A) 3 (λ1, . . . , λn) 7→ λ1+. . .+λn are induced by the selfadjoint
operator

Ân =
�

σ(A)×...×σ(A)

(λ1 + . . .+ λn) dEλ1⊗ . . .⊗dEλn

with domain



120 O. V. Lopushansky and A. V. Zagorodnyuk

{
fn ∈ Enh :

�
σ(A)×...×σ(A)

(|λ1|2 + . . .+ |λn|2) (dEλ1⊗ . . .⊗dEλnfn | fn)n <∞
}
.

Now the required spectral decomposition of the operator Â follows from [12,
Theorem 13.24].

3. Wiener-type theorem for analytic functions on Hilbert spaces

Lemma 3.1. The product of Hilbertian polynomials P and Q is a Hilber-
tian polynomial and ‖P‖ ‖Q‖ ≥ ‖PQ‖.

Proof. Let P (x) = (x |u)n and Q(x) = (x | v)m for some u ∈ Enh and
v ∈ Emh . Then ‖PQ‖ = ‖Sn+mu⊗ v‖ ≤ ‖u⊗ v‖. Let

u =
∞∑

i=1

αie1i . . . eni, v =
∞∑

i=1

βie1i . . . emi.

Then

‖u⊗ v‖2 =
∞∑

i,j=1

|αi|2|βj |2‖e1i . . . eni ⊗ e1j . . . emj‖2

=
∞∑

i,j=1

|αi|2|βj |2‖e1i . . . eni‖2‖e1j . . . emj‖2 = ‖u‖2‖v‖2.

Denote by W (B) the set of analytic functions on B such that f(x) =∑∞
k=1 Pk(x), where Pk ∈ Ph(kE) and

∑∞
k=1 ‖Pk‖ <∞. Note that the func-

tions from W (B) are defined and bounded on B, since

lim sup
k→∞

1
‖Pk‖1/k

≥ 1

(see e.g. [7, p. 166]). From Lemma 3.1 it follows that W (B) is a Banach
algebra with norm ‖f‖1 :=

∑∞
k=1 ‖Pk‖.

The following lemma follows easily from the definition.

Lemma 3.2. The algebra W (B) is isomorphic to the convolution algebra
`1(Enh ) with (uk) ∗ (vj) = (wi), where wi =

∑i
k=1 ukvi−k for (uk), (vk) ∈

`1(Enh ). Moreover W (B)′ = `∞(Enh ) as Banach spaces.

Theorem 3.1. The set of maximal ideals of the algebra W (B) is hom-
eomorphic to the unit sphere T of E in the Gelfand topology.

Proof. Let φ be a multiplicative linear functional on W (B). By Lemma
3.2, φ =

∑∞
n=1 φn ∈ (Enh )l∞ , where φn ∈ Enh is the restriction of φ to En

h .
Let f ∈W (B), f(x) =

∑∞
n=1 Pn(x). Then
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φ(f2) =
∞∑

k=1

φk

k∑

n=1

PnPk−n.

On the other hand, from the multiplicativity of φ it follows that

φ(f2) = (φ(f))2 =
∞∑

n=1

φn(Pn)
∞∑

m=1

φm(Pm) =
∞∑

k=1

k∑

n=1

φn(Pn)φk−n(Pk−n).

Combining the last two formulas, we have φn(Pn1 ) = (φ1P1)n for each n.
Therefore φnn = φn1 on the dense subspace of finite type polynomials, and
thus φnn = φn1 everywhere. Since the norm of a multiplicative functional is
equal to one, ‖φ1‖ = 1. Since every linear functional from ∈ E ′ is defined
by some vector from E, we see that φ is the point evaluation functional
at some point of the unit sphere. The Gelfand topology on this sphere co-
incides with the weakest topology for which all functions from W (B) are
continuous.

Theorem 3.2. Let f ∈W (B) have no zeros on the unit sphere T . Then
1/f ∈W (B).

Proof. Since T is the set of maximal ideals of W (B), f is invertible in
W (B) and so f−1 ∈W (B).
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