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#### Abstract

Summary. Let $X_{i}, i \in I$, and $Y_{j}, j \in J$, be compact convex sets whose sets of extreme points are affinely independent and let $\varphi$ be an affine homeomorphism of $\prod_{i \in I} X_{i}$ onto $\prod_{j \in J} Y_{j}$. We show that there exists a bijection $b: I \rightarrow J$ such that $\varphi$ is the product of affine homeomorphisms of $X_{i}$ onto $Y_{b(i)}, i \in I$.


1. Introduction. Throughout the paper, all topological spaces considered are assumed to be Hausdorff. By a compact convex set we mean a compact convex subset of a real locally convex space and we assume that all compact convex sets considered contain at least two points. If $X$ is a compact convex set, we write $A(X)$ for the Banach space of all real-valued affine continuous functions on $X$ endowed with the supremum norm and the pointwise order.

We recall that a compact convex set $X$ is a simplex if the dual space $A(X)^{*}$ is a lattice (see [1, Chapter II, §3], [2, Section 2.7], [8, Chapter 6, §28], [10, Section 3], [15, Chapter 7, §20], [19, Chapter 10] or [20, Chapter 6, §23]). A Bauer simplex (also called a regular simplex) is a simplex whose set of extreme points is closed. A finite-dimensional compact convex set $X$ is a simplex if and only if it is a usual $n$-simplex for some $n \in \mathbb{N}$; that is, $X=\operatorname{conv}\left\{e_{0}, \ldots, e_{n}\right\}$ where the vectors $e_{0}, \ldots, e_{n}$ are affinely independent.

Referring to the title of the paper, we note that Cartesian products of finitely many, respectively, countably many, finite-dimensional simplices appear in [13, Theorem II.5], [23, pp. 10 and 146] and [16, Theorem 1], re-

[^0]spectively, [17, Lemma 1 and Theorem 1]. Moreover, Cartesian products of countably many more general Bauer simplices appear in [16, Theorem 5] and [18, Theorems 1 and 2].
Z. Lipecki posed in [17, p. 469] a problem which was solved by V. Losert (unpublished; see [17, p. 469, Postscript] and Remark 2.12 below) by proving the following result:

If $X_{i}, i \in I$, and $Y_{j}, j \in J$, are Bauer simplices and $\prod_{i \in I} X_{i}$ is affinely homeomorphic to $\prod_{j \in J} Y_{j}$, then there exists a bijection b:I $\rightarrow J$ such that $X_{i}$ is affinely homeomorphic to $Y_{b(i)}, i \in I$.

The result, which is a consequence of Proposition 2.7 below and [20, Theorem 23.2.3], was then applied in [18, proof of Theorem 2].

The aim of this paper is to further improve this result by showing the following theorem due to Z. Lipecki and J. Spurný.

Theorem 1.1. Let $X_{i}, i \in I$, and $Y_{j}, j \in J$, be compact convex sets whose sets of extreme points are affinely independent and let $\varphi$ be an affine homeomorphism of $\prod_{i \in I} X_{i}$ onto $\prod_{j \in J} Y_{j}$. Then there exist a bijection $b: I \rightarrow J$ and affine homeomorphisms $\varphi_{i}: X_{i} \rightarrow Y_{b(i)}, i \in I$, such that

$$
\varphi\left(\left(x_{i}\right)_{i \in I}\right)=\left(\varphi_{i}\left(x_{i}\right)\right)_{i \in I} \quad \text { for } x_{i} \in X_{i}, i \in I .
$$

The main ingredient of the proof of Theorem 1.1 is Proposition 2.7 which applies the key ideas of V. Losert's solution of Z. Lipecki's problem (see above).

Theorem 1.1 need not hold for general compact convex sets even if $I$ is a singleton and $J$ is a two-element set. This is seen by considering the unit square in the plane and the product of two unit intervals.

Theorem 1.1 together with this example suggest the following question.
Question 1.2. Can the independence assumption in Theorem 1.1 be relaxed by stipulating that, for all $i, j$, neither $X_{i}$ nor $Y_{j}$ be affinely homeomorphic to sets of the form $Z_{1} \times Z_{2}$, where $Z_{1}$ and $Z_{2}$ are compact convex sets?

For another question related to Theorem 1.1 see [18, Remark 2].
An analogous uniqueness problem concerning Cartesian products of metric spaces and homeomorphisms is first discussed in K. Borsuk [5]. For a result similar to our Theorem 1.1 in that case see R. Cauty [7.
2. Proof of Theorem 1.1. If $E$ and $E_{i}, i \in I$, are sets and $j \in I$, we say that a function $f: \prod_{i \in I} E_{i} \rightarrow E$ depends on the $j$-th axis if there is no function $h: \prod_{i \in I \backslash\{j\}} E_{i} \rightarrow E$ such that $f\left(\left(x_{i}\right)_{i \in I}\right)=h\left(\left(x_{i}\right)_{i \in I \backslash\{j\}}\right)$ for $\left(x_{i}\right)_{i \in I} \in \prod_{i \in I} E_{i}$.

Lemma 2.1. Let $E_{1}, E_{2}$ be sets and let $g: E_{1} \times E_{2} \rightarrow \mathbb{R}$. Then the following assertions are equivalent:
(i) $g$ depends on at most one axis,
(ii) $(g \vee \lambda)\left(x_{1}, x_{2}\right)+(g \vee \lambda)\left(y_{1}, y_{2}\right)=(g \vee \lambda)\left(x_{1}, y_{2}\right)+(g \vee \lambda)\left(y_{1}, x_{2}\right)$ for all $x_{1}, y_{1} \in E_{1}, x_{2}, y_{2} \in E_{2}$ and $\lambda \in \mathbb{R}$.

We recall that the symbol $g \vee \lambda$ denotes the pointwise maximum of $g$ and the constant function $\lambda$.

Proof. If $g$ does not depend on the first or second axis, then it clearly satisfies the condition in (ii).

Conversely, assuming that (ii) holds, for any $x_{1}, y_{1} \in E_{1}$ and $x_{2}, y_{2} \in E_{2}$ we have

$$
\begin{equation*}
g\left(x_{1}, x_{2}\right)+g\left(y_{1}, y_{2}\right)=g\left(x_{1}, y_{2}\right)+g\left(y_{1}, x_{2}\right) \tag{1}
\end{equation*}
$$

Using the assumption again with $\lambda=g\left(x_{1}, y_{2}\right) \vee g\left(y_{1}, x_{2}\right)$ we obtain

$$
g\left(x_{1}, x_{2}\right) \vee g\left(y_{1}, y_{2}\right) \leq g\left(x_{1}, y_{2}\right) \vee g\left(y_{1}, x_{2}\right)
$$

By symmetry,

$$
g\left(x_{1}, y_{2}\right) \vee g\left(y_{1}, x_{2}\right) \leq g\left(x_{1}, x_{2}\right) \vee g\left(y_{1}, y_{2}\right)
$$

Therefore, in view of (1), we have
(2) $\left\{g\left(x_{1}, x_{2}\right), g\left(y_{1}, y_{2}\right)\right\}=\left\{g\left(x_{1}, y_{2}\right), g\left(y_{1}, x_{2}\right)\right\}, \quad x_{1}, y_{1} \in E_{1}, x_{2}, y_{2} \in E_{2}$.

Suppose that $g$ depends on the first axis. Then there exists $x_{2} \in E_{2}$ such that $x \mapsto g\left(x, x_{2}\right)$ is not constant on $E_{1}$. We fix an arbitrary element $x_{1} \in E_{1}$ and take $y_{1} \in E_{1}$ with $g\left(x_{1}, x_{2}\right) \neq g\left(y_{1}, x_{2}\right)$. It follows from (2) that $g\left(x_{1}, x_{2}\right)=$ $g\left(x_{1}, y_{2}\right)$ for all $y_{2} \in E_{2}$. Thus $g$ does not depend on the second axis.

We shall need the following straightforward observation.
LEmmA 2.2. Let $F$ be an affinely independent set in a linear space $E$ over $\mathbb{R}$ and $g: F \rightarrow \mathbb{R}$. Then there exists an affine function $h: E \rightarrow \mathbb{R}$ such that $h=g$ on $F$.

Proof. We fix $x_{0} \in F$ and take a linear functional $f$ on $E$ such that $f\left(x-x_{0}\right)=g(x)-g\left(x_{0}\right)$ for each $x \in F$. By setting $h(x)=f\left(x-x_{0}\right)+g\left(x_{0}\right)$, $x \in E$, we get the desired extension.

In connection with Remark 2.12 , we note that if the set $F$ in Lemma 2.2 is finite and $E$ is a locally convex space, then, by the Hahn-Banach theorem, the function $h$ can be chosen continuous.

Definition 2.3. For a compact convex set $X$ we denote by $A_{0}(X)$ the set of all $f \in A(X)$ with the following property: given $\lambda \in \mathbb{R}$ and a finite subset $F \subset$ ext $X$, there exists an affine function $h: X \rightarrow \mathbb{R}$ such that $h=f \vee \lambda$ on $F$.

We denote by $\mathcal{V}(X)$ the family of all linear subspaces $A$ of $A(X)$ with $A \subset A_{0}(X)$. We further denote by $\mathcal{V}_{0}(X)$ the family of those elements in $\mathcal{V}(X)$ which are maximal with respect to inclusion.

If $E_{1}, E_{2}$ are sets and $f_{i}: E_{i} \rightarrow \mathbb{R}$ are functions, $i=1,2$, we denote by $f_{1} \otimes f_{2}: E_{1} \times E_{2} \rightarrow \mathbb{R}$ the function

$$
\left(x_{1}, x_{2}\right) \mapsto f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in E_{1} \times E_{2} .
$$

We write $\chi_{E}$ for the characteristic function of a subset $E$ of a set $F$. If $X_{i}$, $i \in I$, are compact convex sets and $X=\prod_{i \in I} X_{i}$ is their Cartesian product, we understand each $A\left(X_{j}\right)$ as a subspace of $A(X)$; that is, we identify $A\left(X_{j}\right)$ with

$$
\left\{f \otimes \chi_{\prod_{i \in I \backslash\{j\}}} X_{i}: f \in A\left(X_{j}\right)\right\} .
$$

Proposition 2.4. If $X_{1}, X_{2}$ are compact convex sets, then

$$
A_{0}\left(X_{1} \times X_{2}\right) \subset A\left(X_{1}\right) \cup A\left(X_{2}\right) .
$$

Proof. Let $E_{i}:=\operatorname{ext} X_{i}, i=1,2$. We claim that, for each $f \in A_{0}\left(X_{1} \times X_{2}\right)$, the function $g:=\left.f\right|_{E_{1} \times E_{2}}$ satisfies (ii) of Lemma 2.1.

Indeed, for fixed $x_{i}, y_{i} \in E_{i}, i=1,2$, and $\lambda \in \mathbb{R}$ we take an affine function $h: X_{1} \times X_{2} \rightarrow \mathbb{R}$ with

$$
h(z)=g(z) \vee \lambda, \quad z \in\left\{\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right),\left(x_{1}, y_{2}\right),\left(y_{1}, x_{2}\right)\right\} .
$$

Then

$$
\frac{1}{2}\left(h\left(x_{1}, x_{2}\right)+h\left(y_{1}, y_{2}\right)\right)=\frac{1}{2}\left(h\left(x_{1}, y_{2}\right)+h\left(y_{1}, x_{2}\right)\right),
$$

proving the claim.
It follows from Lemma 2.1 that $g$ depends on at most one axis. Since $f$ is affine and continuous, an application of the Krein-Milman theorem yields the assertion.

Lemma 2.5. Let $E_{i}, i \in I$, and $F$ be topological spaces and let $f: \prod_{i \in I} E_{i} \rightarrow F$ be a continuous nonconstant function. Then there exists $j \in I$ such that $f$ depends on the $j$-th axis.

Proof. Assume that $f$ does not depend on any axis $j \in I$. Given $x, x^{\prime} \in$ $\prod_{i \in I} E_{i}$ and a neighbourhood $U$ of $x^{\prime}$, it is easy to deduce from the assumption that there exists $x^{\prime \prime} \in U$ such that $f(x)=f\left(x^{\prime \prime}\right)$. Since $U$ is arbitrary, $f(x)=f\left(x^{\prime}\right)$ and $f$ is a constant function.

Remark 2.6. We note that the continuity of $f$ in Lemma 2.5 is essential. Indeed, it is enough to consider $E_{n}:=\{0,1\}, n \in \mathbb{N}$, and $f: \prod_{n \in \mathbb{N}} E_{n} \rightarrow$ $\{0,1\}$ defined by

$$
f(x)= \begin{cases}1, & x \text { is eventually constant } \\ 0, & \text { otherwise }\end{cases}
$$

Proposition 2.7. If $X_{i}, i \in I$, are compact convex sets with ext $X_{i}$ affinely independent, then

$$
\mathcal{V}_{0}\left(\prod_{i \in I} X_{i}\right)=\left\{A\left(X_{i}\right): i \in I\right\}
$$

Proof. We set $X=\prod_{i \in I} X_{i}$. In view of Lemma 2.2, $A\left(X_{i}\right), i \in I$, are all in $\mathcal{V}(X)$. Clearly, they are mutually incomparable with respect to inclusion. Thus it is enough to show that, given $A \in \mathcal{V}(X)$, we have $A \subset A\left(X_{j}\right)$ for some $j \in I$.

We may asssume that $A$ contains a nonconstant function $f$. Lemma 2.5 provides an axis $j \in I$ such that $f$ depends on $j$. We set $Y=\prod_{i \in I \backslash\{j\}} X_{i}$ and apply Proposition 2.4 to $X_{j}$ and $Y$ to get $f \in A\left(X_{j}\right)$. It follows that, in fact, every function $g \in A$ is in $A\left(X_{j}\right)$. Indeed, if $g \in A \backslash A\left(X_{j}\right)$, then $g \in A(Y)$ by Proposition 2.4 , but

$$
f+g \notin A\left(X_{j}\right) \cup A(Y)
$$

which contradicts Proposition 2.4 .
Hence $A \subset A\left(X_{j}\right)$, and the assertion follows.
We recall the following well-known fact.
Lemma 2.8 (cf. [9, p. 119]). Let $X, Y$ be compact convex sets and let $T: A(X) \rightarrow A(Y)$ be a positive surjective isometry. Then there exists an affine homeomorphism $\varphi: Y \rightarrow X$ such that

$$
T f=f \circ \varphi, \quad f \in A(X)
$$

Proof. A compact convex set $X$ and its state space

$$
S_{X}=\left\{s \in A(X)^{*}: s\left(\chi_{X}\right)=\|s\|=1\right\}
$$

considered with the $w^{*}$-topology, can be identified via the evaluation mapping $\phi_{X}: X \rightarrow S_{X}$ given by $\phi_{X}(x)(h)=h(x), h \in A(X)$ (see [20, Theorem 23.2.3]). Given compact convex sets $X, Y$ and a positive surjective isometry $T: A(X) \rightarrow A(Y)$, the dual operator $T^{*}: A(Y)^{*} \rightarrow A(X)^{*}$ restricts to an affine homeomorphism of $S_{Y}$ onto $S_{X}$. By the identification above, the mapping

$$
\varphi=\left(\phi_{X}\right)^{-1} \circ T^{*} \circ \phi_{Y}
$$

is the required affine homeomorphism.
REMARK 2.9. It is worth noting that, without the assumption of positivity, $X$ and $Y$ in Lemma 2.8 need not even be affinely homeomorphic; see Example in [9] attributed to J. T. Chan.

Proof of Theorem 1.1. Define $X=\prod_{i \in I} X_{i}$ and $Y=\prod_{j \in J} Y_{j}$. Let $T: A(Y) \rightarrow A(X)$ be the positive surjective isometry given by the mapping $\varphi$, that is, $T g=g \circ \varphi, g \in A(Y)$. Then $T$ provides a bijection between
$\mathcal{V}_{0}(Y)$ and $\mathcal{V}_{0}(X)$. By Proposition 2.7, each element of $\mathcal{V}_{0}(X)$ or $\mathcal{V}_{0}(Y)$ can be uniquely identified with some $A\left(X_{i}\right)$ or $A\left(Y_{j}\right)$, respectively.

For $i \in I$, let $b(i) \in J$ be the unique index such that $T\left(A\left(Y_{b(i)}\right)\right)=A\left(X_{i}\right)$. By the reasoning above, $b: I \rightarrow J$ is indeed a bijection and $T: A\left(Y_{b(i)}\right) \rightarrow$ $A\left(X_{i}\right)$ is a positive surjective isometry. In view of Lemma 2.8, there exists an affine homeomorphism $\varphi_{i}: X_{i} \rightarrow Y_{b(i)}$ such that

$$
\left(g \otimes \chi_{\prod_{j \in J \backslash\{b(i)\}} Y_{j}}\right) \circ \varphi=\left(g \circ \varphi_{i}\right) \otimes \chi_{\prod_{k \in I \backslash\{i\}}} X_{k}, \quad g \in A\left(Y_{b(i)}\right) .
$$

Then, for all $g \in A\left(Y_{b(i)}\right)$ and $x \in X$, we have

$$
\begin{aligned}
g\left(\varphi(x)_{b(i)}\right) & =\left(g \otimes \chi_{\prod_{j \in J \backslash\{b(i)\}} Y_{j}}\right)(\varphi(x)) \\
& =\left(\left(g \circ \varphi_{i}\right) \otimes \chi_{\prod_{k \in I \backslash\{i\}}} x_{k}\right)(x)=g\left(\varphi_{i}\left(x_{i}\right)\right) .
\end{aligned}
$$

Hence

$$
\varphi(x)_{b(i)}=\varphi_{i}\left(x_{i}\right), \quad i \in I, x \in X,
$$

and thus

$$
\varphi\left(\left(x_{i}\right)_{i \in I}\right)=\left(\varphi_{i}\left(x_{i}\right)\right)_{i \in I}, \quad\left(x_{i}\right)_{i \in I} \in X .
$$

This concludes the proof.
Remark 2.10. We note that the proof of Theorem 1.1 used only the fact that each four-point subset of ext $X_{i}, i \in I$, is affinely independent.

Remark 2.11. By [1, Proposition II.3.19], there exists a compact convex set $X$ with ext $X$ affinely independent that is not a simplex. We note that such sets, with the set of extreme points closed and countable, can be constructed in the Hilbert space $\ell_{2}$ (and even in an arbitrary infinite-dimensional Banach space by [11, Theorem]).

To construct such a set, let $\left\{e_{n}: n \in \mathbb{N}\right\}$ be the standard basis of $\ell_{2}$ and let

$$
X_{0}=\left\{\sum_{n=1}^{\infty} \frac{\lambda_{n}}{n} e_{n}: \lambda_{n} \geq 0, \sum_{n=1}^{\infty} \lambda_{n} \leq 1\right\} .
$$

We have ext $X_{0}=\{0\} \cup\left\{n^{-1} e_{n}: n \in \mathbb{N}\right\}$. Denote by $N_{1}$ and $N_{2}$ the sets of odd and even natural numbers, respectively, and let

$$
x_{i}=\sum_{n \in N_{i}} \frac{2^{-n}}{n} e_{n}, \quad i=1,2, \quad x_{0}=2 x_{1}-x_{2} .
$$

Then

$$
X:=\operatorname{conv}\left(X_{0} \cup\left\{x_{0}\right\}\right)
$$

is a compact convex set with ext $X=\operatorname{ext} X_{0} \cup\left\{x_{0}\right\}$. Moreover, $x_{1}, x_{2} \in X_{0}$, $x_{0} \notin \operatorname{span}\left\{e_{n}: n \in \mathbb{N}\right\}$ and

$$
\sum_{n \in N_{1}} \frac{2^{-n}}{n} e_{n}=x_{1}=\frac{1}{2}\left(x_{0}+x_{2}\right)=\frac{1}{2}\left(x_{0}+\sum_{n \in N_{2}} \frac{2^{-n}}{n} e_{n}\right) .
$$

It follows that ext $X$ is an affinely independent set but $X$ is not a simplex. Indeed, the point $x_{1}$ can be expressed as a $\sigma$-convex combination of extreme points of $X$ in two different ways (see [1, Theorem II.3.6]). Hence $X$ has all the desired properties.

REmARK 2.12. Recall that a compact convex set $X$ is a Bauer simplex if and only if $A(X)$ is a lattice under pointwise order of functions ([20, Theorem 23.7.1]). By similar arguments to those above (and this was the original idea of the proof for the case of Bauer simplices), one can show the following: Assume that $X_{i}, i \in I$, are Bauer simplices. If $A$ is a maximal linear sublattice of $A\left(\prod_{i \in I} X_{i}\right)$ containing the constant functions, then there exists $j \in J$ such that $A=A\left(X_{j}\right)$ (embedded as above). For the more general class of sets $X_{i}$ appearing in Theorem 1.1, one can formulate a corresponding statement as follows: If $F$ is a finite set of extreme points of $X$, consider its convex hull $X_{F}$ and the corresponding projection $p_{F}: A(X) \rightarrow A\left(X_{F}\right)$ obtained by restriction of functions. Then, if $X_{i}, i \in I$, are compact convex sets whose sets of extreme points are affinely independent and $X=\prod_{i \in I} X_{i}$, the following holds. If $A \subseteq A(X)$ contains the constant functions and $A$ is maximal for the property that $p_{F}(A)$ is a linear sublattice of $A\left(X_{F}\right)$ for every finite set $F$ of extreme points of $X$, then there exists $j \in J$ such that $A=A\left(X_{j}\right)$ (in fact, the sets $F$ with four elements are sufficient for this conclusion).
3. Three more questions. In the following, for compact convex sets $X$ and $Y$ we write $X \approx Y$ whenever $X$ and $Y$ are affinely homeomorphic.

Question 3.1. Let $S$ be a simplex and let $X$ and $Y$ be compact convex sets such that $S \times X \approx S \times Y$. Does it follow that $X \approx Y$ ?

Question 3.2. Which compact convex sets $X$ are prime in the sense that there are no compact convex sets $X_{1}$ and $X_{2}$ (both containing at least two points) such that $X \approx X_{1} \times X_{2}$ ?

Question 3.3. Do there exist compact convex sets $X$ and $Y$ such that $X \not \approx Y$ but $X \times X \approx Y \times Y$ ?

Similar questions are classical in some other categories. For a few examples in connection with Question 3.1 see [3], 4], [6], [14] or [21].

As for Question 3.2, see [5, p. 137]. Finally, Question 3.3 is the problem of the "extraction of the square root", according to [22, Section III.3]; see also [21] and some of its reference items, and [12].

Acknowledgements. J. Spurný was supported in part by the grants GAAV IAA 100190901, GAČR 201/07/0388 and in part by the Research Project MSM 0021620839 from the Czech Ministry of Education.

## References

[1] E. M. Alfsen, Compact Convex Sets and Boundary Integrals, Ergeb. Math. Grenzgeb. 57, Springer, New York, 1971.
[2] L. Asimow and A. J. Ellis, Convexity Theory and its Applications in Functional Analysis, London Math. Soc. Monogr. 16, Academic Press, London, 1980.
[3] B. Banaschewski and R. Lowen, A cancellation law for partially ordered sets and $T_{0}$ spaces, Proc. Amer. Math. Soc. 132 (2004), 3463-3466.
[4] E. Behrends and J. Pelant, The cancellation law for compact Hausdorff spaces and vector-valued Banach-Stone theorems, Arch. Math. (Basel) 64 (1995), 341-343.
[5] K. Borsuk, Sur la décomposition des polyèdres en produits cartésiens, Fund. Math. 31 (1938), 137-148.
[6] -, On the decomposition of a locally connected compactum into Cartesian product of a curve and a manifold, ibid. 40 (1953), 140-159.
[7] R. Cauty, Sur les homéomorphismes de certains produits de courbes, Bull. Acad. Polon. Sci. Sér. Sci. Math. 27 (1979), 413-416.
[8] G. Choquet, Lectures on Analysis. Vol. I-III: Infinite Dimensional Measures and Problem Solutions, W. A. Benjamin, New York, 1969.
[9] A. J. Ellis and W. S. So, Isometries and the complex state spaces of uniform algebras, Math. Z. 195 (1987), 119-125.
[10] V. P. Fonf, J. Lindenstrauss, and R. R. Phelps, Infinite dimensional convexity, in: Handbook of the Geometry of Banach Spaces, Vol. I, North-Holland, Amsterdam, 2001, 599-670.
[11] S. Goldberg and A. H. Kruse, The existence of compact linear maps between Banach spaces, Proc. Amer. Math. Soc. 13 (1962), 808-811.
[12] W. T. Gowers, A solution to the Schroeder-Bernstein problem for Banach spaces, Bull. London Math. Soc. 28 (1996), 297-304.
[13] D. Handelman, Representing polynomials by positive linear functions on compact convex polyhedra, Pacific J. Math. 132 (1988), 35-62.
[14] Z. Jelonek, On the cancellation problem, Math. Ann. 344 (2009), 769-778.
[15] H. E. Lacey, The Isometric Theory of Classical Banach Spaces, Grundlehren Math. Wiss. 208, Springer, New York, 1974.
[16] Z. Lipecki, Quasi-measures with finitely or countably many extreme extensions, Manuscripta Math. 97 (1998), 469-481.
[17] - , On compactness and extreme points of some sets of quasi-measures and measures. III, ibid. 117 (2005), 463-473.
[18] - , On compactness and extreme points of some sets of quasi-measures and measures. IV, ibid. 123 (2007), 133-146.
[19] R. R. Phelps, Lectures on Choquet's Theorem, 2nd ed., Lecture Notes in Math. 1757, Springer, Berlin, 2001.
[20] Z. Semadeni, Banach Spaces of Continuous Functions. Vol. I, Monografie Mat. 55, PWN-Polish Sci. Publ., Warszawa, 1971.
[21] V. Trnková, Homeomorphisms of products of subsets of the Cantor discontinuum, Dissertationes Math. (Rozprawy Mat.) 268 (1988).
[22] S. M. Ulam, A Collection of Mathematical Problems, Interscience Tracts Pure Appl. Math. 8, Interscience, New York, 1960.
[23] G. M. Ziegler, Lectures on Polytopes, Grad. Texts in Math. 152, Springer, New York, 1998.

Zbigniew Lipecki<br>Institute of Mathematics<br>Polish Academy of Sciences<br>Wrocław Branch<br>Kopernika 18<br>51-617 Wrocław, Poland<br>E-mail: lipecki@impan.pan.wroc.pl<br>Jiří Spurný<br>Department of Mathematical Analysis<br>Faculty of Mathematics and Physics<br>Charles University<br>Sokolovská 83<br>18675 Praha 8, Czech Republic<br>E-mail: spurny@karlin.mff.cuni.cz


[^0]:    2010 Mathematics Subject Classification: 46A55, 52A07.
    Key words and phrases: compact convex set, simplex, extreme point, affine independence, affine homeomorphism, Cartesian product.

