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Summary. As a generalization of filters in lattice implication algebras, the notion of
rough filters in lattice implication algebras is introduced, and some of their properties are
considered.

1. Introduction. Various theories and methods have been proposed to
deal with incomplete and insufficient information in classification, concept
formation, and data analysis in data mining. For example, fuzzy set theory
[26], rough sets [19], computing with words [21, 27, 28], linguistic dynamic
systems [20, 21], and many others, have been developed and applied to
real-world problems.

The concept of a rough set was originally proposed by Pawlak [18, 19]
as a formal tool for modelling and processing incomplete information in
information systems. Rough set theory has been conceived as a tool to con-
ceptualize, organize and analyze various types of data, in particular, to deal
with inexact, uncertain or vague knowledge in applications related to artifi-
cial intelligence. The algebraic approach to rough sets was studied in [1, 3,
8, 11, 12, 13].

The theory of rough sets is an extension of set theory in which a subset
of a universe is described by a pair of ordinary sets called the lower and
upper approximations. A key notion in the rough set model is an equivalence
relation. The equivalence classes are the building blocks for the construction
of the lower and upper approximations. The lower approximation of a given
set is the union of all the equivalence classes which are subsets of the set, and
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the upper approximation is the union of all the equivalence classes which
have a nonempty intersection with the set.

In the field of many-valued logic, lattice-valued logic plays an important
role in two aspects. One is that it extends the chain-type truth-value field of
some well known presented logic [2] to some relatively general lattices. The
other is that the incomplete comparability of truth values characterized by a
general lattice can more efficiently reflect the uncertainty of human thinking,
judgment and decision. Hence, lattice-valued logic is becoming a research
field which strongly influences the development of algebraic logic, computer
science and artificial intelligence technology. Therefore Goguen [4], Pavelka
[17] and Novak [16] researched lattice-valued logic formal systems. Moreover,
in order to establish a logic system with truth values in a relatively general
lattice, in 1990, during the work on the project “The Study of Abstract
Fuzzy Logic” supported by National Natural Science Foundation in China,
Xu introduced lattice implication algebras by combining lattice algebras
and implication algebras, and investigated many useful structures [14, 15,
23, 24]. Lattice implication algebras provided a foundation for establishing
the corresponding logic system from the algebraic viewpoint. For the general
development of lattice implication algebras, filter theory plays an important
role (see [5, 6, 7, 9, 10, 24]).

In this paper, we apply rough set theory to lattice implication algebras,
and we introduce the notion of upper/lower rough filters, which extends the
notion of a filter in a lattice implication algebra.

2. Preliminaries. By a lattice implication algebra we mean a bounded
lattice (L,∨,∧, 0, 1) with order-reversing involution “′ ” and a binary oper-
ation “→” satisfying the following axioms:

(I1) x→ (y → z) = y → (x→ z),
(I2) x→ x = 1,
(I3) x→ y = y′ → x′,
(I4) x→ y = y → x = 1⇒ x = y,
(I5) (x→ y)→ y = (y → x)→ x,
(L1) (x ∨ y)→ z = (x→ z) ∧ (y → z),
(L2) (x ∧ y)→ z = (x→ z) ∨ (y → z),

for all x, y, z ∈ L. For any lattice implication algebra L, the relation ≤
defined by x ≤ y if and only if x→ y = 1 is a partial order on L. In a lattice
implication algebra L, the following hold (see [23]):

(a1) 0→ x = 1, 1→ x = x and x→ 1 = 1.
(a2) x→ y ≤ (y → z)→ (x→ z).
(a3) x ≤ y implies y → z ≤ x→ z and z → x ≤ z → y.
(a4) x′ = x→ 0.
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(a5) x ∨ y = (x→ y)→ y.
(a6) ((y → x)→ y′)′ = x ∧ y = ((x→ y)→ x′)′.
(a7) x ≤ (x→ y)→ y.

A nonempty subset S of a lattice implication algebra L is said to be a
quasi-subalgebra of L if x → y ∈ S whenever x, y ∈ S. A nonempty subset
F of a lattice implication algebra L is called a filter of L if it satisfies

• 1 ∈ F,
• (∀x ∈ F ) (∀y ∈ L) (x→ y ∈ F ⇒ y ∈ F ).

Let L1 and L2 be lattice implication algebras. A mapping f : L1 → L2
is called an implication homomorphism ([22]) if f(x → y) = f(x) → f(y)
for all x, y ∈ L1. Moreover, if f satisfies the conditions

f(x ∨ y) = f(x) ∨ f(y), f(x ∧ y) = f(x) ∧ f(y), f(x′) = (f(x))′

for all x, y ∈ L1, we say that f is a lattice implication homomorphism. Note
that if an implication homomorphism f : L1 → L2 satisfies f(0) = 0, then
f is a lattice implication homomorphism ([22]).

3. Rough sets in lattice implication algebras. In what follows let
L denote a lattice implication algebra unless otherwise specified.

An equivalence relation % on L is called a congruence relation on L if
whenever (x, y), (u, v) ∈ % then (x → u, y → v) ∈ %. We denote by [a]%
the %-congruence class containing the element a ∈ L. Let L/% denote the
set of all %-congruence classes on L, i.e., L/% := {[a]% | a ∈ L}. For any
[x]%, [y]% ∈ L/%, if we define [x]% → [y]% = [x → y]%, [x]% ∪ [y]% = [x ∨ y]%,
[x]% ∩ [y]% = [x ∧ y]%, and [x]′% = [x′]%, then (L/%,∩,∪, ′,→) is a lattice
implication algebra (see [25]).

Let % be an equivalence relation on L and let P(L) denote the power set
of L and P∗(L) = P(L) \ {∅}. For all x ∈ L, let [x]% denote the equivalence
class of x with respect to %. Define the functions %∗, %∗ : P(L) → P(L) as
follows: ∀S ∈ P(L),

%∗(S) = {x ∈ L | [x]% ⊆ S}, %∗(S) = {x ∈ L | [x]% ∩ S 6= ∅}.

S
V

S ⊂ L %∗(S) ⊆ S S ⊆ %∗(S)

%∗(S) is called the %-lower approximation of S while %∗(S) is called the
%-upper approximation of S. For a nonempty subset S of L,

%(S) = (%∗(S), %∗(S))

is called a rough set with respect to % of P(L) × P(L) if %∗(S) 6= %∗(S).
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A subset S of L is said to be definable if %∗(S) = %∗(S). The pair (L, %) is
called an approximation space.

The following property is useful for our research (cf. [18]).

Proposition 3.1. Let % and λ be congruence relations on L. Then:

(1) (∀F ∈ P∗(L)) (%∗(F ) ⊆ F ⊆ %∗(F )).
(2) (∀F,G ∈ P∗(L)) (%∗(F ∪G) = %∗(F ) ∪ %∗(G)).
(3) (∀F,G ∈ P∗(L)) (%∗(F ∩G) = %∗(F ) ∩ %∗(G)).
(4) (∀F,G ∈ P∗(L)) (F ⊆ G⇒ %∗(F ) ⊆ %∗(G)).
(5) (∀F,G ∈ P∗(L)) (F ⊆ G⇒ %∗(F ) ⊆ %∗(G)).
(6) (∀F,G ∈ P∗(L)) (%∗(F ) ∪ %∗(G) ⊆ %∗(F ∪G)).
(7) (∀F,G ∈ P∗(L)) (%∗(F ∩G) ⊆ %∗(F ) ∩ %∗(G)).
(8) (∀F ∈ P∗(L)) (% ⊆ λ⇒ λ∗(F ) ⊆ %∗(F ), %∗(F ) ⊆ λ∗(F )).

Proof. Straightforward.

Corollary 3.2. If % and λ are congruence relations on L, then:

(i) (∀F ∈ P∗(L)) ((% ∩ λ)∗(F ) ⊆ %∗(F ) ∩ λ∗(F )).
(ii) (∀F ∈ P∗(L)) (%∗(F ) ∩ λ∗(F ) ⊆ (% ∩ λ)∗(F )).

Proof. This follows immediately from Proposition 3.1.

For any F,G ∈ P∗(L), we define F → G := {a→ b | a ∈ F, b ∈ G}.
Theorem 3.3. If % is a congruence relation on L, then

(∀F,G ∈ P∗(L))(%∗(F )→ %∗(G) ⊆ %∗(F → G)).

Proof. Let c ∈ %∗(F )→ %∗(G). Then there exist a ∈ %∗(F ) and b ∈ %∗(G)
such that c = a → b. It follows that x ∈ [a]% ∩ F and y ∈ [b]% ∩ G for some
x, y ∈ L. Hence x → y ∈ [a]% → [b]% = [a → b]% and x → y ∈ F → G, that
is, x → y ∈ [a → b]% ∩ (F → G). Thus c = a → b ∈ %∗(F → G), and so
%∗(F )→ %∗(G) ⊆ %∗(F → G).

Theorem 3.4. If % is a congruence relation on L, then

(∀F,G ∈ P∗(L)) (%∗(F → G) 6= ∅ ⇒ %∗(F )→ %∗(G) ⊆ %∗(F → G)).

Proof. Let c ∈ %∗(F )→ %∗(G). Then c = a→ b for some a ∈ %∗(F ) and
b ∈ %∗(G). Thus we get [a]% ⊆ F and [b]% ⊆ G. It follows that

[a→ b]% = [a]% → [b]% ⊆ F → G

so that c = a→ b ∈ %∗(F → G). Therefore the result is valid.

The following example shows that the condition %∗(F → G) 6= ∅ in
Theorem 3.4 is necessary.

Example 3.5. Let L := {0, a, b, c, 1}. Define the partial order on L as
0 ≤ a ≤ b ≤ c ≤ 1, and define

x ∧ y := min{x, y}, x ∨ y := max{x, y}
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for all x, y ∈ L, and “′ ” and “→” as follows:

x x′

0 1
a c

b b

c a

1 0

→ 0 a b c 1

0 1 1 1 1 1
a c 1 1 1 1
b b c 1 1 1
c a b c 1 1
1 0 a b c 1

Then (L,∨,∧, ′,→) is a lattice implication algebra (see [24]). Consider a
congruence relation % on L with the following %-congruence classes:

{0}, {a}, {b}, {c, 1}.
Taking F = {0, a} and G = {b}, we have F → G = {1}, %∗(F → G) = ∅,
%∗(F ) = {0, a}, %∗(G) = {b}, and %∗(F )→ %∗(G) = {1}.

For any congruence relation % on L, we note that

• (∀F ∈ P∗(L)) (%∗(F ) ⊆ F ),
• (∀F,G ∈ P∗(L)) (F ⊆ G⇒ %∗(F ) ⊆ %∗(G)),
• (∀F ∈ P∗(L)) (%∗(%∗(F )) = %∗(F )),

which means that %∗ is an interior operator on L. This operation induces a
topology T on L such that

F ∈ T ⇔ %∗(F ) = F.

Lemma 3.6. For any congruence relation % on L, %∗ is a closure operator
on the topological space (L, T ).

Proof. For any F ∈ P∗(L) we have

x ∈ %∗(F ) ⇔ [x]% ∩F 6= ∅ ⇔ [x]% * F c ⇔ x 6∈ %∗(F c) ⇔ x ∈ (%∗(F c))c,

that is, %∗(F ) = (%∗(F c))c, which completes the proof.

Lemma 3.7. For any congruence relation % on L, we have

(i) (∀F ∈ P(L)) (%∗(F ) = F ⇔ %∗(F c) = F c).
(ii) (∀F ∈ P(L)) (%∗(F ) = F ⇔ %∗(F ) = F ).

Proof. Straightforward.

Based on the above two lemmas we have the following result.

Theorem 3.8. For any F ⊆ L and a congruence relation % on L, the
following assertions are equivalent :

(i) F is definable with respect to %.
(ii) F is open in the topological space (L, T ).
(iii) F is closed in the topological space (L, T ).
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According to [12], we say that an open set F of L is free in the approxima-
tion space (L, %) if x 6∈ %∗(F \{x}) for all x ∈ L. Since %∗(F \{x}) = (%∗((F \
{x})c))c, a nonempty subset F of L is free if and only if x ∈ %∗(F c∪{x}), i.e.,
if and only if [x]% ⊆ F c∪{x} for every x ∈ F. Thus for a free subset F and any
(x, y) ∈ %∩ (F ×F ) we have y ∈ F, which together with y ∈ [x]% ⊆ F c ∪{x}
implies that y = x. Therefore %∩ (F ×F ) = {(a, a) | a ∈ F}. Conversely, let
% ∩ (F × F ) = {(a, a) | a ∈ F} and let y be an arbitrary element of [x]%. If
y ∈ F, then y = x, i.e., y ∈ {x} ⊆ F c∪{x}. If y 6∈ F, then y ∈ F c ⊆ F c∪{x}.
Thus, in each case [x]% ⊆ F c∪{x}, which means that F is free. Consequently,
we obtain the following characterization of free subsets.

Theorem 3.9. F ⊆ L is free if and only if %∩(F×F ) = {(a, a) | a ∈ F}.
Corollary 3.10. If L is free, then any subset of L is free.

4. Rough filters in lattice implication algebras. Let F be a filter
of L. Define a relation Θ on L by

(x, y) ∈ Θ ⇔ {x→ y, y → x} ⊆ F.
Then Θ is a congruence relation on L related to the filter F of L. Let Fx
denote the equivalence class of L with respect to the equivalence relation Θ
related to the filter F of L, that is, Fx = {y ∈ L | {x → y, y → x} ⊆ F},
and L/F denote the collection of all equivalence classes, that is, L/F =
{Fx | x ∈ L}. Then F1 = F . If we define binary operations u, t,  and
a unary operation • on L/F as follows: Fx t Fy = Fx∨y, Fx u Fy = Fx∧y,
Fx  Fy = Fx→y, F •x = Fx′ , then (L/F,t,u, •, ) is a lattice implication
algebra. Let Θ be an equivalence relation on L related to a filter F of L. For
any nonempty subset S of L, the lower and upper approximations of S are
denoted by Θ(F ;S) and Θ(F ;S) respectively, that is,

Θ(F ;S) = {x ∈ L | Fx ⊆ S}, Θ(F ;S) = {x ∈ L | Fx ∩ S 6= ∅}.
If F = S, then Θ(F ;S) and Θ(F ;S) are denoted by Θ(F ) and Θ(F ), re-
spectively.

Example 4.1. (1) Let L = {0, a, b, 1} be a set with Hasse diagram and
Cayley tables as follows:

rr r
r

0

a b

1

�
�
A
A
�
�
A
A

x x′

0 1
a b

b a

1 0

→ 0 a b 1

0 1 1 1 1
a b 1 b 1
b a a 1 1
1 0 a b 1

Define ∨- and ∧-operations on L as follows:

x ∨ y = (x→ y)→ y, x ∧ y = ((x′ → y′)→ y′)′
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for all x, y ∈ L. Then (L,∨,∧, ′,→) is a lattice implication algebra. It is
easy to check that F := {1, a} and G := {1, b} are filters of L. Let Θ
be an equivalence relation on L related to F. Then F0 = Fb = {0, b} and
Fa = F1 = A. Hence, for every nonempty proper subset S of L we have

Θ(F ;S) =





{1, a} if {1, a} ⊆ S,

{0, b} if {0, b} ⊆ S,

∅ otherwise,

Θ(F ;S) =





{1, a} if S = {1}, {a}, or {1, a},
{0, b} if S = {0}, {b}, or {0, b},
L otherwise.

(2) Let L = {0, a, b, c, d, 1} be a set with Hasse diagram and Cayley
tables as follows:

r
0
JJ 


r��d r crJ
J br

a

r1 x x′

0 1
a c

b d

c a

d b

1 0

→ 0 a b c d 1

0 1 1 1 1 1 1
a c 1 b c b 1
b d a 1 b a 1
c a a 1 1 a 1
d b 1 1 b 1 1
1 0 a b c d 1

Then (L,∨,∧, ′,→) is a lattice implication algebra and the set F = {b, c, 1}
is a filter of L (see [9]). Let Θ be an equivalence relation on L related to F.
Then F0 = Fa = Fd = {0, a, d} and Fb = Fc = F1 = {b, c, 1}. Hence, for
every nonempty proper subset S of L we have

Θ(F ;S) =





{0, a, d} if {0, a, d} ⊆ S,

{b, c, 1} if {b, c, 1} ⊆ S,

∅ otherwise,

Θ(F ;S) =





{0, a, d} if S = {0}, {a}, {d}, {0, a}, {0, d}, {a, d} or {0, a, d},
{b, c, 1} if S = {1}, {b}, {c}, {b, c}, {b, 1}, {c, 1} or {b, c, 1},
L otherwise.

Let Θ be an equivalence relation on L related to a filter F. We note that
if G is not a filter of L, then Θ(F ;G) and Θ(F ;G) are not filters of L. In
Example 4.1, we see that there exists a nonfilter U of L such that Θ(F ;U)
is a filter of L, and there exists a nonfilter V of L such that Θ(F ;V ) is a
filter of L.

Proposition 4.2. Let Θ and Ψ be equivalence relations on L related to
filters F and G of L, respectively. If F ⊆ G, then Θ ⊆ Ψ .



348 Y. B. Jun and Y. Xu

Proof. If (x, y) ∈ Θ, then x → y ∈ F ⊆ G and y → x ∈ F ⊆ G. Hence
(x, y) ∈ Ψ , and so Θ ⊆ Ψ .

Proposition 4.3. Let Θ be an equivalence relation on L related to a
filter F of L. Then:

(1) (∀S ∈ P(L)) (Θ(F ;S) ⊆ S ⊆ Θ(F ;S)).
(2) (∀S, T ∈ P(L)) (Θ(F ;S ∪ T ) = Θ(F ;S) ∪Θ(F ;T )).
(3) (∀S, T ∈ P(L)) (Θ(F ;S ∩ T ) = Θ(F ;S) ∩Θ(F ;T )).
(4) (∀S, T ∈ P(L)) (S ⊆ T ⇒ Θ(F ;S)⊆Θ(F ;T ), Θ(F ;S)⊆Θ(F ;T )).
(5) (∀S, T ∈ P(L)) (Θ(F ;S ∪ T ) ⊇ Θ(F ;S) ∪Θ(F ;T )).
(6) (∀S, T ∈ P(L)) (Θ(F ;S ∩ T ) ⊆ Θ(F ;S) ∩Θ(F ;T )).
(7) If Ψ is an equivalence relation on L related to a filter G of L and

if F ⊆ G, then Θ(F ;S) ⊆ Ψ(G;S), ∀S ∈ P(L).

Proof. (1) is straightforward.
(2) For any subsets S and T of L, we have

x ∈ Θ(F ;S ∪ T ) ⇔ Fx ∩ (S ∪ T ) 6= ∅
⇔ (F )x ∩ S) ∪ (F )x ∩ T ) 6= ∅
⇔ Fx ∩ S 6= ∅ or Fx ∩ T 6= ∅
⇔ x ∈ Θ(F ;S) or x ∈ Θ(F ;T )

⇔ x ∈ Θ(F ;S) ∪Θ(F ;T ),

and hence Θ(F ;S ∪ T ) = Θ(F ;S) ∪Θ(F ;T ).
(3) For any subsets S and T of L we have

x ∈ Θ(F ;S ∩ T ) ⇔ Fx ⊆ S ∩ T
⇔ Fx ⊆ S and Fx ⊆ T
⇔ x ∈ Θ(F ;S) and x ∈ Θ(F ;T )

⇔ x ∈ Θ(F ;S) ∩Θ(F ;T ).

Hence Θ(F ;S ∩ T ) = Θ(F ;S) ∩Θ(F ;T ).
(4) Let S, T ∈ P(L) be such that S ⊆ T . Then S∩T = S and S∪T = T .

It follows from (3) and (2) that

Θ(F ;S) = Θ(F ;S ∩ T ) = Θ(F ;S) ∩Θ(F ;T ),

Θ(F ;T ) = Θ(F ;S ∪ T ) = Θ(F ;S) ∪Θ(F ;T ),

which yields Θ(F ;S) ⊆ Θ(F ;T ) and Θ(F ;S) ⊆ Θ(F ;T ), respectively.
(5) Since S ⊆ S ∪ T and T ⊆ S ∪ T , it follows from (4) that

Θ(F ;S) ⊆ Θ(F ;S ∪ T ), Θ(F ;T ) ⊆ Θ(F ;S ∪ T ).

Thus Θ(F ;S) ∪Θ(F ;T ) ⊆ Θ(F ;S ∪ T ).
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(6) Since S ∩ T ⊆ S, T , it follows from (4) that

Θ(F ;S ∩ T ) ⊆ Θ(F ;S), Θ(F ;S ∩ T ) ⊆ Θ(F ;T ),

so that Θ(F ;S ∩ T ) ⊆ Θ(F ;S) ∩Θ(F ;T ).
(7) If x ∈ Θ(F ;S), then Fx ∩ S 6= ∅, and so there exists a ∈ S such

that a ∈ Fx. Hence (a, x) ∈ Θ, that is, {a → x, x → a} ⊆ F . Since
F ⊆ G, it follows that {a → x, x → a} ⊆ G so that (a, x) ∈ Ψ , that is,
a ∈ Gx. Therefore a ∈ Gx ∩ S, which means x ∈ Ψ(G;S). This completes
the proof.

Proposition 4.4. Let Θ be an equivalence relation on L related to any
filter F of L. Then Θ(F ;L) = L = Θ(F ;L), that is, L is definable.

Proof. Straightforward.

Proposition 4.5. Let Θ be an equivalence relation on L related to the
trivial filter {1} of L. Then Θ({1};S) = S = Θ({1};S) for every nonempty
subset S of L, that is, every nonempty subset of L is definable.

Proof. Note that {1}x = {x} for all x ∈ L, since if a ∈ {1}x then
(a, x) ∈ Θ and hence a → x = 1 and x → a = 1. It follows that a = x.
Hence

Θ({1};S) = {x ∈ L | {1}x ⊆ S} = S,

Θ({1};S) = {x ∈ L | {1}x ∩ S 6= ∅} = S.

This completes the proof.

Definition 4.6. Let Θ be an equivalence relation on L related to a fil-
ter F of L. A nonempty subset S of L is called an upper (resp. a lower)
rough quasi-subalgebra/filter of L if the upper (resp. nonempty lower) ap-
proximation of S is a quasi-subalgebra/filter of L. If S is both an upper
and a lower rough quasi-subalgebra/filter of L, we say that S is a rough
quasi-subalgebra/filter of L.

Theorem 4.7. Let Θ be an equivalence relation on L related to a filter
F of L. Then every quasi-subalgebra S of L is a rough quasi-subalgebra of L.

Proof. Let x, y ∈ Θ(F ;S). Then Fx ⊆ S and Fy ⊆ S. Since S is a
quasi-subalgebra of L, it follows that Fx→y = Fx  Fy ⊆ S so that x→ y ∈
Θ(F ;S). Hence Θ(F ;S) is a quasi-subalgebra of L. Now if L, y ∈ Θ(F ;S),
then Fx∩S 6= ∅ and Fy ∩S 6= ∅, and so there exist a, b ∈ S such that a ∈ Fx
and b ∈ Fy. It follows that (a, x) ∈ Θ and (b, y) ∈ Θ. Since Θ is a congruence
relation on L, we have (a→ b, x→ y) ∈ Θ. Hence a→ b ∈ Fx→y. Since S is
a quasi-subalgebra of L, we get a→ b ∈ S, and therefore a→ b ∈ Fx→y ∩S,
that is, Fx→y ∩ S 6= ∅. This shows that x→ y ∈ Θ(F ;S), and consequently
Θ(F ;S) is a quasi-subalgebra of L. This completes the proof.
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Corollary 4.8. Let Θ be an equivalence relation on L related to a filter
F of L. Then Θ(F ) (6= ∅) and Θ(F ) are quasi-subalgebras of L, that is, F
is a rough quasi-subalgebra of L.

Proof. Straightforward.

Theorem 4.9. Let Θ be an equivalence relation on L related to a filter
F of L. If U is a filter of L containing F , then:

(1) Θ(F ;U) (6= ∅) is a filter of L, that is, U is a lower rough filter of L.
(2) Θ(F ;U) is a filter of L, that is, U is an upper rough filter of L.

Proof. Let U be a filter of L containing F . Let x ∈ F1. Then x = 1
→ x ∈ F ⊆ U , and so F1 ⊆ U . Hence 1 ∈ Θ(F ;U). Let x, y ∈ L be such
that x ∈ Θ(F ;U) and x → y ∈ Θ(F ;U). Then Fx ⊆ U and Fx  Fy =
Fx→y ⊆ U . Let a ∈ Fx and b ∈ Fy. Then (a, x) ∈ Θ and (b, y) ∈ Θ, which
implies (a → b, x → y) ∈ Θ. Hence a → b ∈ Fx→y ⊆ U . Since a ∈ Fx ⊆ U
and U is a filter, it follows that b ∈ U so that Fy ⊆ U . Thus y ∈ Θ(F ;U).
This shows that Θ(F ;U) is a filter of L, that is, U is a lower rough filter
of L.

Now, obviously 1 ∈ Θ(F ;U). Let L, y ∈ L be such that x ∈ Θ(F ;U)
and x → y ∈ Θ(F ;U). Then Fx ∩ U 6= ∅ and Fx→y ∩ U 6= ∅, and so there
exist a, b ∈ U such that a ∈ Fx and b ∈ Fx→y. Hence (a, x) ∈ Θ and
(b, x → y) ∈ Θ, which implies a → x ∈ F ⊆ U and b → (x → y) ∈ F ⊆ U .
Since a, b ∈ U and U is a filter, we get x ∈ U and x → y ∈ U ; hence
y ∈ U . Note that y ∈ Fy, thus y ∈ Fy ∩ U , that is, Fy ∩ U 6= ∅. Therefore
y ∈ Θ(F ;U), and consequently U is an upper rough filter of L.

Corollary 4.10. Let Θ be an equivalence relation on L related to a
filter F of L. Then Θ(F ) (6= ∅) and Θ(F ) are filters of L, that is, F is a
rough filter of L.

Theorem 4.9 shows that the notion of an upper (resp. a lower) rough
filter extends the notion of a filter in a lattice implication algebra.

Let f : L1 → L2 be an implication homomorphism of lattice implication
algebras. The dual kernel of f is defined to be the set

Dker(f) := {x ∈ L1 | f(x) = 1}.
Obviously, Dker(f) is a filter of L1.

Theorem 4.11. If f : L1 → L2 is an implication homomorphism of
lattice implication algebras, then

(∀G ∈ P∗(L1)) (f(Dker(f)→ G) = f(G) ⊆ f(%∗(G)))

where % is a congruence relation on L1.

Proof. Let G ∈ P∗(L1) and let y ∈ f(G). Then y = f(a) for some a ∈ G.
Since G ⊆ %∗(G), it follows that y = f(a) ∈ f(%∗(G)). Since 1 ∈ Dker(f),
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we have
y = f(a) = f(1→ a) ∈ f(Dker(f)→ G)

and so f(G) ⊆ f(Dker(f)→ G). Now if z ∈ f(Dker(f)→ G), then f(x) = z
for some x ∈ Dker(f) → G. Hence x = a → b for some a ∈ Dker(f) and
b ∈ G. Then

z = f(x) = f(a→ b) = f(a)→ f(b) = 1→ f(b) = f(b) ∈ f(G),

and so f(Dker(f)→ G) ⊆ f(G). This completes the proof.

Theorem 4.12. Let f : L1 → L2 be an implication homomorphism of
lattice implication algebras. If Θ is a congruence relation on L related to
Dker(f), then f(G) = f(Θ(Dker(f);G)) for every G ∈ P∗(L1).

Proof. Using Theorem 4.11, we have f(G) ⊆ f(Θ(Dker(f);G)) for all
G∈P∗(L1). Let y ∈ f(Θ(Dker(f);G)). Then there exists x∈Θ(Dker(f);G)
such that y = f(x). Hence Dker(f)x ∩ G 6= ∅, and so there exists a ∈ G
such that a ∈ Dker(f)x. Now a ∈ Dker(f)x implies that {a→ x, x→ a} ⊆
Dker(f). Thus

f(a)→ f(x) = f(a→ x) = 1, f(x)→ f(a) = f(x→ a) = 1.

It follows from (I4) that f(a) = f(x) so that y = f(x) = f(a) ∈ f(G).
Therefore f(Θ(Dker(f);G)) ⊆ f(G), which completes the proof.
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