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Generi Properties of ContinuousIterated Funtion Systemswith Plae Dependent ProbabilitiesbyTomasz BIELACZYCPresented by Stanisªaw KWAPIE�
Summary. It is shown that for a typial ontinuous learning system de�ned on a ompatonvex subset of R

n the Hausdor� dimension of its invariant measure is equal to zero.1. Introdution. Generi properties of Markov operators were studiedin [1, 5, 7, 8, 10℄. In [1℄ it was proved that for a typial �nite iterated funtionsystem with plae dependent probabilities satisfying the average ontrativ-ity ondition the Hausdor� dimension of its stationary distribution is equalto zero.In this paper we prove an analogous result for nonexpansive ontinuousiterated funtion systems with plae dependent probabilities satisfying theondition TK0 |p(t, x) − p(t, y)| dt ≤ cp‖x − y‖.Continuous iterated funtion systems with plae dependent probabilitieswere studied by A. Lasota and M. C. Makey in [4℄. They were interested inbiologial interpretation of suh systems. They applied riteria for asymp-toti stability of suh systems to desribe stability of ell strutures.Continuous iterated funtion systems were also studied by T. Szarek [7℄who showed that a typial system is asymptotially stable and its stationarydistribution is singular. The proofs of Lemma 3.6 and Theorem 4.1 base onthe approximation method used by T. Szarek (see Lemma 3.5 and Theo-rem 3.1).2000 Mathematis Subjet Classi�ation: Primary 60J25, 26A18; Seondary 37A30,28D05.Key words and phrases: Markov operators, iterated funtion systems, Hausdor� di-mension. [81℄ © Instytut Matematyzny PAN, 2007
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The organization of the paper is as follows. In Setion 2 we introduethe de�nitions and notation. Setion 3 ontains auxiliary lemmas whih areused in proving the main result of the paper. The main theorem is provedin Setion 4.2. Preliminaries. Let X ⊂ R

k be a ompat onvex set and let B(X)denote the σ-algebra of all Borel subsets of X.Throughout this paper B(x, r) stands for the open ball with enter at
x ∈ X and radius r > 0. Given a set A ⊂ X and a number r > 0 we denoteby B(A, r) the open r-neighbourhood of the set A in X.We denote by M the family of all �nite Borel measures on X, and by
M1 the spae of all µ ∈ M suh that µ(X) = 1. The elements of M1 arealled distributions.Let Ms be the spae of all �nite signed Borel measures on X. For every
l ≥ 1 we introdue the Fortet-Mourier norm

‖µ‖l = sup{|〈f, µ〉| : f ∈ Fl},where
〈f, µ〉 =

\
X

f(x) µ(dx)and Fl is the spae of all ontinuous funtions f : X → R suh that
supx∈X |f(x)| ≤ 1 and |f(x) − f(y)| ≤ l‖x − y‖ for x, y ∈ X. Sine theonvergene in the Fortet�Mourier norm is equivalent to the weak onver-gene (see [2℄), the norms ‖ · ‖l1 and ‖ · ‖l2 for l1, l2 ≥ 1 are equivalent.An operator P : M → M is alled aMarkov operator if it is positive linearand preserves the norm. An operator P : M → M is alled nonexpansive inthe norm ‖ · ‖l, l ≥ 1, if

‖Pµ1 − Pµ2‖l ≤ ‖µ1 − µ2‖l for µ1, µ2 ∈ M1.A measure µ ∈ M is alled stationary or invariant if Pµ = µ. A Markovoperator P is alled asymptotially stable if there exists a stationary distri-bution µ⋆ suh that
lim

n→∞
〈f, Pnµ〉 = 〈f, µ⋆〉 for µ ∈ M1, f ∈ C(X)(here C(X) stands for the spae of all ontinuous funtions f : X → R).For A ⊂ X and s, δ > 0 de�ne

Hs
δ(A) = inf

{ ∞∑

i=1

(diamUi)
s : A ⊂

∞⋃

i=1

Ui, diamUi ≤ δ
}

and
Hs(A) = lim

δ→0
Hs

δ(A).
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The value

dimH A = inf{s > 0: Hs(A) = 0}is alled the Hausdor� dimension of the set A.The Hausdor� dimension of a measure µ ∈ M1 is de�ned by the formula
dimH µ = inf{dimH A : A ∈ B(X), µ(A) = 1}.By a ountable iterated funtion system with plae dependent probabilities(brie�y ountable learning system) (S, p)ℵ0 = (Si, pi)

∞
i=0 we mean a sequeneof ontinuous transformations Si : X → X, i ∈ N0, and a sequene of ontin-uous funtions pi : X → [0, 1], i ∈ N0, suh that ∑∞

i=0 pi(x) = 1 for x ∈ X.The sequene (pi)
∞
i=0 as above is alled a probability vetor. We assume that

Si is Lipshitzian with Lipshitz onstant Li for i ∈ N0.For a learning system (S, p)ℵ0 we de�ne
λ(S,p)ℵ0

= max
x∈X

∞∑

i=1

pi(x)Li.(2.1)For a given learning system (S, p)ℵ0 we de�ne the orresponding Markovoperator P(S,p)ℵ0
: M → M by

P(S,p)ℵ0
µ(A) =

∞∑

i=1

\
S−1

i (A)

pi(x) µ(dx) for A ∈ B(X)

and its adjoint U(S,p)ℵ0
: C(X) → C(X) by

U(S,p)ℵ0
f(x) =

∞∑

i=1

pi(x)f(Si(x)) for x ∈ X.In this paper we onsider ontinuous learning systems. Fix K ∈ (0,∞].Let S : [0, K) × X → X be a ontinuous funtion. We assume that thereexists a measurable funtion λS : [0, K) → R+ suh that
‖S(t, x) − S(t, y)‖ ≤ λS(t)‖x − y‖ for x, y ∈ X, t ∈ [0, K).(2.2)Let p : [0, K) × X → R+ be a ontinuous funtion suh that

K\
0

p(t, x) dt = 1 for x ∈ X.(2.3)We assume that there exists cp > 0 suh that
K\
0

|p(t, x) − p(t, y)| dt ≤ cp‖x − y‖(2.4)for every x, y ∈ X.Every suh pair (S, p) will be alled a ontinuous iterated funtion systemwith plae dependent probabilities (brie�y ontinuous learning system). The
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set of all ontinuous funtions p : [0, K) → R+ satisfying (2.3) and (2.4) isdenoted by P[0,K).Set

λ(S,p) = max
x∈X

K\
0

p(t, x)λS(t) dt.(2.5)A ontinuous learning system (S, p) suh that λ(S,p) ≤ 1 will be alled non-expansive.For a given learning system (S, p) we de�ne the orresponding Markovoperator P(S,p) : M → M by
P(S,p)µ(A) =

\
X

K\
0

1A(S(t, x))p(t, x) dt µ(dx) for A ∈ B(X)and its adjoint U(S,p) : C(X) → C(X) by
U(S,p)f(x) =

K\
0

p(t, x)f(S(t, x)) dt for x ∈ X.For two ontinuous learning systems (S, p) and (T, g) we de�ne
d((S, p), (T, q)) = d̃(p, q) + d̄(S, T ),where

d̃(p, q) = sup
x∈X

( K\
0

|p(t, x) − q(t, x)| dt + sup
t∈[0,K)

|p(t, x) − q(t, x)|
)
,

d(S, T ) = sup
(t,x)∈[0,K)×X

‖S(t, x) − T (t, x)‖.Denote by F the set of all ontinuous nonexpansive learning systems
(S, p). Observe that F endowed with the metri d is a omplete metri spae.We say that the learning system (S, p) has a stationary distribution (resp.is asymptotially stable) if the orresponding Markov operator P(S,p) has astationary distribution (resp. is asymptotially stable).Finally, reall that a subset of a omplete metri spae X is alled residualif its omplement is a set of �rst Baire ategory.3. Auxiliary resultsLemma 3.1. Let µ1, µ2 ∈ M1, l ≥ 1 and ε > 0. If ‖µ1 − µ2‖l ≤ ε2, then

µ1(B(A, ε)) ≥ µ2(A) − εfor every A ∈ B(X).The lemma follows from [11, Lemma 3.1℄.
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Lemma 3.2. If q ∈ P[0,K), then for every ε > 0 there exists a funtion

p ∈ P[0,K) suh that
p(t, x) > 0 for t ∈ [0, K), x ∈ X(3.1)and

d̃(p, q) < ε.(3.2)Proof. Fix ε ∈ (0, 1). Let r, k : [0, K) → R+ be ontinuous funtions suhthat
0 < k(t) ≤ max{1, 1/K} for t ∈ [0, K)(we admit 1/∞ = 0),

K\
0

k(t) dt = 1and
1 −

ε

4max
{

max
x∈X

q(t, x), 1, 1/K
} < r(t) < 1 for t ∈ [0, K).(3.3)

We de�ne the funtion p : [0, K) × X → R+ by the formula
p(t, x) = r(t)q(t, x) + k(t)

K\
0

(1 − r(s))q(s, x) dsfor (t, x) ∈ [0, K) × X. It is easy to see that p is ontinuous and onditions(2.3) and (3.1) are satis�ed. For every x, y ∈ X we have
K\
0

|p(t, x) − p(t, y)| dt ≤

K\
0

|r(t)q(t, x)− r(t)q(t, y)| dt

+

K\
0

|(1 − r(s))q(s, x) − (1 − r(s))q(s, y)| ds

=

K\
0

|q(t, x) − q(t, y)| dt ≤ cq‖x − y‖and so (2.4) is satis�ed with onstant cp = cq. By (3.3) for (t, x) ∈ [0, K)×Xwe have
|p(t, x) − q(t, x)| =

∣∣∣(r(t) − 1)q(t, x) + k(t)

K\
0

(1 − r(s))q(s, x) ds
∣∣∣ ≤ ε/2,

K\
0

|p(t, x) − q(t, x)| dt ≤ ε/2and (3.2) follows.
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Let (S, p)ℵ0 be an asymptotially stable ountable learning system andlet µ be the orresponding invariant distribution. De�ne

X(S,p)ℵ0
= {x ∈ X : µ({x}) > 0}.Lemma 3.3. If µ(X(S,p)ℵ0
) > 0, then for every ε > 0 there exists a �niteset Zε ⊂ X(S,p)ℵ0

suh that µ(Zε) > 1 − ε.The proof an be found in [1, Corollary 3.1℄. In fat, Corollary 3.1 in [1℄was proved for �nite learning systems but the same argument works forountable learning systems.Remark 3.1. Let (S, p) be a ontinuous learning system suh that
λ(S,p) < 1.(3.4)Let P(S,p) and U(S,p) be the orresponding Markov operator and its adjoint,respetively. Then there exists l ≥ 1 suh that

U(S,p)f ∈ Fl for f ∈ Fl(3.5)and onsequently P(S,p) is nonexpansive in the norm ‖ · ‖l. Indeed, a simplealulation shows that (3.5) holds for
l = max

{
cp

1 − λ(S,p)
, 1

}
,where cp is de�ned by (2.4).Lemma 3.4. If a ontinuous learning system (S, p) satis�es (3.1) and(3.4), then it is asymptotially stable and for every ε > 0 there exists n ∈ Nsuh that

‖Pn
(S,p)µ1 − Pn

(S,p)µ2‖l < ε for µ1, µ2 ∈ M1,(3.6)where l is de�ned in Remark 3.1.Proof. We laim that for every ε > 0 there are a Borel set A with
diamA ≤ ε, a real number α > 0 and an integer m suh that

Pm
(S,p)µ(A) ≥ α for µ ∈ M1.(3.7)In fat, �x ε > 0. From (3.4) it follows that there exists E ⊂ [0, K) suhthat l1(E) > 0 and

γ = sup
t∈E

λS(t) < 1,where l1 stands for one-dimensional Lebesgue measure. Now we an hoose
a ∈ (0, K] suh that for every δ > 0,

l1([a, a + δ] ∩ E) > 0.
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Let m ∈ N be suh that γm diamX ≤ ε/2. From (2.2) it follows thatthere exists δ1 > 0 suh that

diam
( ⋃

t1∈[a,a+δ1]∩E

S(t1, X)
)
≤ γ diamX +

γε

2m
.

By an indution argument for every k ∈ {1, . . . , m} we an �nd δk > 0 suhthat
diam

( ⋃

tk∈Ek

S
(
tk,

⋃

tk−1∈Ek−1

S
(
tk−1, . . .

⋃

t1∈E1

S(t1, X) . . .
)))

≤ γ diam
( ⋃

tk−1∈Ek−1

S
(
tk−1, . . .

⋃

t1∈E1

S(t1, X) . . .
))

+
γkε

2m

≤ γk

(
diam X +

kε

2m

)
,where Ei = [a, a + δi] ∩ E. De�ne

A =
⋃

{t1,...,tm}⊂[a,a+δ]∩E

S(tm, S(tm−1, . . . , S(t1, X) . . .)),

where δ = min{δ1, . . . , δm}. Clearly diamA ≤ ε. From the de�nition of theadjoint Markov operator we have
Pm

(S,p)µ(A) =
\
X

K\
0

. . .

K\
0

p(t1, x) . . . p(tm, S(tm−1, . . . S(t1, x)))

× 1A(S(tm, . . . S(t1, x))) dt1 . . . dtm µ(dx)

≥
\
X

\
· · ·
\

([a,a+δ]∩E)m

p(t1, x) . . . p(tm, S(tm−1, . . . S(t1, x)))

× 1A(S(tm, . . . S(t1, x))) dt1 . . . dtm µ(dx)

≥ (l1([a, a + δ] ∩ E))m inf
(t,x)∈[a,a+δ]∩E×X

(p(t, x))m > 0for every µ ∈ M1. This ompletes the proof of the laim. Appliation of theproof of Theorem 3.1 in [9℄ �nishes the proof.The following lemma is an analogue of Lemma 3.2 in [8℄.Lemma 3.5. If a ontinuous learning system (S, p) ∈ F satis�es ondi-tion (3.4), then for all ε > 0 and n ∈ N there exists δ > 0 suh that for eah
(T, q) ∈ F ,

d((S, p), (T, q)) < δ ⇒ (‖Pn
(S,p)µ − Pn

(T,q)µ‖l < ε for µ ∈ M1),where l is de�ned by Remark 3.1.
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Proof. Fix ε > 0, n ∈ N. Let f ∈ Fl and x ∈ X. Then
|U(S,p)f(x) − U(T,q)f(x)|

=
∣∣∣

K\
0

p(t, x)f(S(t, x)) dt −

K\
0

q(t, x)f(T (t, x)) dt
∣∣∣

≤

K\
0

|p(t, x) − q(t, x)| dt +

K\
0

q(t, x)|f(S(t, x))− f(T (t, x))| dt

≤

K\
0

|p(t, x) − q(t, x)| dt + l

K\
0

q(t, x)‖S(t, x) − T (t, x)‖ dt

≤ d̃(p, q) + ld(S, T ).This yields
|U(S,p)f(x) − U(T,q)f(x)| ≤ ld((S, p), (T, q)).(3.8)For m > 1 we have

|Um
(S,p)f(x) − Um

(T,q)f(x)| ≤ |U(T,q)(U
m−1
(S,p) f)(x) − U(T,q)(U

m−1
(T,q)f)(x)|

+ |U(T,q)(U
m−1
(S,p) f)(x) − U(S,p)(U

m−1
(S,p) f)(x)|

≤ sup
y∈X

|Um−1
(S,p) f(y) − Um−1

(T,q)f(y)|

+ |U(T,q)(U
m−1
(S,p) f)(x) − U(S,p)(U

m−1
(S,p) f)(x)|.Sine Um−1

(S,p) f ∈ Fl, we obtain
|Um

(S,p)f(x) − Um
(T,q)f(x)| ≤ sup

h∈Fl,y∈X
|Um−1

(S,p) h(y) − Um−1
(T,q)h(y)|

+ sup
h∈Fl,y∈X

|U(S,p)h(y) − U(T,q)h(y)|.This and inequality (3.8) yield
sup

f∈Fl,x∈X
|Um

(S,p)f(x) − Um
(T,q)f(x)| ≤ sup

f∈Fl,x∈X
|Um−1

(S,p) f(x) − Um−1
(T,q)f(x)|

+ ld((S, p), (T, q)).Consequently, we have
‖Pn

(S,p)µ − Pn
(T,q)µ‖l ≤ sup

f∈Fl,x∈X
|Un

(S,p)f(x) − Un
(T,q)f(x)|

≤ nld((S, p), (T, q))for µ ∈ M1. Set δ = ε(nl)−1 to omplete the proof.
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For every n ∈ N, let Fn be the set of all (S, p) ∈ F satisfying (3.1) and(3.4) and suh that there exist Zn ⊂ X and rn ∈ (0, 1/n) suh that

µ(S,p)(B(Zn, rn)) > 1 − 1/nand
µ(S,p)(B(x, 4rn)) ≥ 3r1/n

n /2 for x ∈ B(Zn, 2rn),where µ(S,p) is the stationary distribution orresponding to (S, p).Lemma 3.6. For every n ∈ N the set Fn is dense in the spae (F , d).Proof. Let z ∈ X and α ∈ (0, 1). Sine X is onvex, for every transfor-mation T : [0, K) × X → X we an de�ne a transformation T̂ : [0, K) × X
→ X by

T̂ (t, x) = αz + (1 − α)T (t, x) for (t, x) ∈ [0, K) × X.From this and Lemma 3.2 it follows that the set F̂ of all learning systems
(S, p) ∈ F satisfying (3.1) and (3.4) is dense in F . To omplete the proof itis su�ient to show that for every n ∈ N, the set Fn is dense in F̂ .Fix n ∈ N, (T, p) ∈ F̂ and ε > 0. Sine X is ompat and T : [0, K)×X →
X is ontinuous, we an hoose two sequenes (ai)i∈N0 and (bi)i∈N0 suh that

a0 = 0, ai−1 < ai < bi−1 ≤ ai+1 for i ∈ N,(3.9)
[0, K) =

∞⋃

i=1

[ai, bi](3.10)and
‖T (t, x) − T (t, x)‖ < ε/2 for t, t ∈ [ai−1, bi−1], i ∈ N, x ∈ X.(3.11)Let s0 = 0 and si ∈ (ai, bi−1) for i ∈ N. De�ne γ = (1 − λ(T,p))/2. For every

i ∈ N0 we an hoose ti ∈ [si, si+1) suh that
λT (ti) ≤ λT (t) + γ for t ∈ [si, si+1)and onsequently

λT (ti)

si+1\
si

p(t, x) dt ≤

si+1\
si

(λT (t) + γ)p(t, x) dt

for x ∈ X. For i ∈ N0 we de�ne S̃i : X → X by
S̃i(x) = T (ti, x)(3.12)and S̃ : [0, K) × X → X by

S̃(t, x) = S̃i(x) for (t, x) ∈ [si, si+1) × X.
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From [si, si+1) ⊂ (ai, bi) and inequality (3.11) it follows that

sup
(t,x)∈[0,K)×X

‖S̃(t, x) − T (t, x)‖ ≤ ε/2.

Observe that for every i ∈ N0 the funtion S̃i is Lipshitzian with Lip-shitz onstant Li = λT (ti). Consider a ountable learning system (S̃, p)ℵ0 =

(S̃i, pi)
∞
i=0 where S̃i is given by (3.12) and

pi(x) =

si+1\
si

p(t, x) dt.We have
λ

(S̃,p)ℵ0
= max

x∈X

∞∑

i=1

Lipi(x) = max
x∈X

∞∑

i=1

λT (ti)

si+1\
si

p(t, x) dt

≤ max
x∈X

∞∑

i=0

si+1\
si

(λT (t) + γ)p(t, x) dt

= max
x∈X

K\
0

(λT (t) + γ)p(t, x) dt = λ(T,p) + γ < 1.Consequently, there exists j0 ∈ N0 suh that Lj0 < 1. Let x0 ∈ X be a �xedpoint of S̃j0 . Choose δ suh that
0 < δ < min{1 − Lj0 , (1 − λ

(S̃,p)ℵ0
)(max

x∈X
pj0(x))−1}.(3.13)By [5, Lemma 3.5℄ there exists r>0 and a Lipshitz transformation S̃ : X→Xwith Lipshitz onstant L

S̃
and with the following properties:

(3.14) L
S̃

< Lj0 + δ < 1,

(3.15) max
x∈X

‖S̃(x) − S̃j0(x)‖ < ε/2,

(3.16) S̃(x) = x0 for ‖x − x0‖ ≤ r.Consider a ountable learning system (Ŝ, p)ℵ0 = (Ŝi, pi)
∞
i=0 suh that

Ŝi(x) =

{
S̃(x) for i = j0,

S̃i(x) for i 6= j0.Set λ
Ŝ

= λ
(Ŝ,p)ℵ0

. Sine λ
Ŝ

< 1, the system (Ŝ, p)ℵ0 is asymptotially stable(see [3℄). From (3.14), (3.16) and ompatness of X it follows that thereexists an integer m suh that
Ŝm

j0 (x) = x0 for x ∈ X.
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Let P

Ŝ
and µ

Ŝ
be the Markov operator orresponding to (Ŝ, p)ℵ0 and itsinvariant distribution, respetively. We have

µ
Ŝ
({x0}) = Pm

Ŝ
µ

Ŝ
({x0})

=

∞∑

i1,...,im=1

\
X

pi1(x) . . . (pim ◦ Sim−1 ◦ · · · ◦ Si1)(x)

× 1{x0}(Ŝi1 ◦ · · · ◦ Ŝim)({x}) µŜ(dx).Consequently,
µ

Ŝ
({x0}) ≥ (min

x∈X
pj0(x))mµ

Ŝ
(X) > 0.From this and Lemma 3.3 it follows that there exists a �nite set Zn ⊂ Xsuh that

µ
Ŝ
(Zn) > 1 −

1

2nand
µ

Ŝ
(x) > 0 for x ∈ Zn.Let rn ∈ (0, 1/n) be suh that

µ
Ŝ
(B(x, rn)) ≥ 2r1/n

n for x ∈ Zn.(3.17)Set l̂ = max{2cp/(1 − λ
Ŝ
), 1}. Let m ∈ N be suh that

Lm
Ŝj0

diamX ≤
r2
n

32l̂
(3.18)and let k ∈ N be suh that

(1 − ( min
(t,x)∈[0,sj0+1]×X

p(t, x))m)k ≤
r2
n

32
.(3.19)Sine X is ompat we an hoose a sequene (ti)i∈N suh that ti ∈ (ai, si)for i ∈ N and the following properties are satis�ed:

(3.20) max
x∈X

∞∑

i=1

(L
Ŝi−1

+ L
Ŝi

)

si\
ti

p(t, x) dt <
1 − λ

Ŝ

2
,

(3.21) max
x∈X

∞∑

i=1

si\
ti

p(t, x) dt ≤
(1 − λ

Ŝ
)r2

n

16mk(cp + 1) diamX
.

Now, we de�ne the funtion S : [0, K) × X → X by the formula
S(t, x) =





t − ti
si − ti

Ŝi(x) +
si − t

si − ti
Ŝi−1(x) for (t, x) ∈ (ti, si) × X, i ∈ N,

Ŝi−1(x) for (t, x) ∈ [si−1, ti] × X, i ∈ N.
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It is easy to hek that S(t, x) is ontinuous and

sup
(t,x)∈[0,K)×X

‖S(t, x) − T (t, x)‖ ≤ ε.

By (3.20) we have
λ(S,p) = max

x∈X

K\
0

λS(t)p(t, x) dt

= max
x∈X

( ∞∑

i=0

ti+1\
si

λS(t)p(t, x) dt +
∞∑

i=1

si\
ti

λS(t)p(t, x) dt
)

≤ max
x∈X

( ∞∑

i=0

L
Ŝi

ti+1\
si

p(t, x) dt +
∞∑

i=1

(L
Ŝi−1

+ L
Ŝi

)

si\
ti

p(t, x) dt
)

< λ
Ŝ

+
1 − λŜ

2
< 1.Consequently, due to Lemma 3.4, (S, p) is asymptotially stable. Moreover,there exists an interval [a, b] ⊂ [0, sj0+1] suh that

λS(t) ≤ L
Ŝj0

for t ∈ [a, b].(3.22)Let P(S,p), U(S,p) and µ be the Markov operator orresponding to (S, p),its dual and the invariant distribution, respetively. Let l be the onstantde�ned by Remark 3.1. Sine l̂ ≥ l, from (3.18), (3.22) and the proof ofLemma 3.4 it follows that there exists a Borel set A suh that (3.7) holdsfor α = (min(t,x)∈[a,b]×X p(t, x))m and diam A ≤ r2
n(16l)−1. From this, (3.19)and the proof of Theorem 3.1 in [9℄ it follows that (3.6) holds for n = mkand ε = r2

n/8. Hene
‖µ

Ŝ
− µ‖l = ‖Pmk

Ŝ
µ

Ŝ
− Pmk

(S,p)µ‖l(3.23)
≤ ‖Pmk

Ŝ
µŜ − Pmk

(S,p)µŜ‖l + ‖Pmk
(S,p)µŜ − Pmk

(S,p)µ‖l

≤ ‖Pmk
Ŝ

µ
Ŝ
− Pmk

(S,p)µŜ
‖l + r2

n/8.Fix f ∈ Fl. Using the de�nition of S(t, x) we obtain
|Umk

Ŝ
f(x) − Umk

(S,p)f(x)|

≤

∞∑

i=1

si\
si−1

p(t, x)|Umk−1

Ŝ
f(Ŝi−1(x)) − Umk−1

(S,p) f(S(t, x))| dt

=
∞∑

i=1

si\
ti

p(t, x)|Umk−1

Ŝ
f(Ŝi−1(x)) − Umk−1

(S,p) f(S(t, x))| dt
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+

∞∑

i=1

ti\
si−1

p(t, x)|Umk−1

Ŝ
f(Ŝi−1(x)) − Umk−1

(S,p) f(Ŝi−1(x))| dt

≤

∞∑

i=1

si\
ti

p(t, x)|Umk−1

Ŝ
f(Ŝi−1(x)) − Umk−1

(S,p) f(S(t, x))| dt

+
∞∑

i=1

ti\
si−1

p(t, x)
( ∞∑

j=1

sj\
sj−1

p(s, x)|Umk−2

Ŝ
f(Ŝj−1(Ŝi−1(x)))

− Umk−2
(S,p) f(S(s, (Ŝi−1(x))))| ds

)
dt

≤
∞∑

i=1

si\
ti

p(t, x)|Umk−1

Ŝ
f(Ŝi−1(x)) − Umk−1

(S,p) f(S(t, x))| dt

+

∞∑

i=1

pi(x)
( ∞∑

j=1

sj\
tj

p(s, x)|Umk−2

Ŝ
f(Ŝj−1(Ŝi−1(x)))

− Umk−2
(S,p) f(S(s, Ŝi−1(x)))| ds

)

+
∞∑

i=1

pi(x)
( ∞∑

j=1

tj\
sj−1

p(s, x)|Umk−2

Ŝ
f(Ŝj−1(Ŝi−1(x)))

− Umk−2
(S,p) f(Ŝj−1(Ŝi−1(x)))| ds

)

for x ∈ X. Consequently, by an indution argument we have
|Umk

Ŝ
f(x) − Umk

(S,p)f(x)| ≤ mkl diamX ·

∞∑

i=1

si\
ti

p(t, x) dt

for x ∈ X. Hene
‖Pmk

Ŝ
µ

Ŝ
− Pmk

(S,p)µŜ
‖l = sup

f∈Fl

|〈f, Pmk
Ŝ

µ
Ŝ
〉 − 〈f, Pmk

(S,p)µŜ
〉|

= sup
f∈Fl

|〈Umk
Ŝ

f, µ
Ŝ
〉 − 〈Umk

(S,p)f, µ
Ŝ
〉|

≤ sup
f∈Fl

〈
mkl diamX · sup

x∈X

∞∑

i=1

si\
ti

p(t, x) dt, µ
Ŝ

〉

≤ mkl̂ diam X · sup
x∈X

∞∑

i=1

si\
ti

p(t, x) dt.

By (3.21) this gives
‖Pmk

Ŝ
µ

Ŝ
− Pmk

(S,p)µŜ
‖l ≤ r2

n/8.
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From this and (3.23) it follows that

‖µ
Ŝ
− µ‖l ≤ r2

n/8 + r2
n/8 = r2

n/4.Moreover, for every y ∈ B(Zn, 2rn) there exists x ∈ Zn suh that
B(x, rn) ⊂ B(y, 3rn).Consequently, by (3.17) and Lemma 3.1 we obtain

µ(B(y, 4rn)) ≥ µ
Ŝ
(B(y, 3rn)) − rn/2 ≥ µ

Ŝ
(B(x, rn)) − rn/2

≥ 2r1/n
n − r1/n

n /2 = 3r1/n
n /2.From the de�nition of Zn and Lemma 3.1 it follows that

µ(B(Zn, rn)) ≥ µ
Ŝ
(Zn) − rn/2 ≥ 1 − 1/2n − 1/2n = 1 − 1/n.The proof is omplete.Lemma 3.7. Assume that (S, p) is an asymptotially stable ontinuouslearning system and µ is the orresponding invariant measure. Let α ≥ 0. If

µ

({
x ∈ X : lim inf

r→0

log µ(B(x, r))

log r
≤ α

})
= 1,(3.24)then dimH µ ≤ α.The proof an be found in [1, Lemma 3.8℄. In fat, Lemma 3.8 in [1℄was proved for �nite learning systems but the same argument works forontinuous learning systems.4. Main theoremTheorem 4.1. The set F̂∗ of all (T, q) ∈ F suh that the unique invari-ant distribution µ(T,q) satis�es dimH µ(T,q) = 0, is residual in F .Proof. Fix n ∈ N and (S, p) ∈ Fn. Let P(S,p) be the Markov opera-tor orresponding to (S, p) and let µ(S,p) be its stationary distribution. Let

Z(S,p),n ⊂ X and r(S,p),n ≤ 1/n be suh that
µ(S,p)(B(Z(S,p),n, r(S,p),n)) > 1 − 1/n(4.1)and

µ(S,p)(B(x, 4r(S,p),n)) ≥ 3r
1/n
(S,p),n/2 for x ∈ B(Z(S,p),n, 2r(S,p),n).(4.2)Let l(S,p) ≥ 1 be de�ned by Remark 3.1. By Lemma 3.4 there exists k(S,p),n

∈ N suh that
‖P

k(S,p),n

(S,p) µ1 − P
k(S,p),n

(S,p) µ2‖l(S,p)
≤ r2

(S,p),n/8 for µ1, µ2 ∈ M1.(4.3)By Lemma 3.5 there exists δ(S,p),n > 0 suh that for all (T, q) ∈ F ,
(4.4) d((S, p), (T, q)) < δ(S,p),n

⇒ sup
µ∈M1

‖P
k(S,p),n

(S,p) µ − P
k(S,p),n

(T,q) µ‖l(S,p)
≤ r2

(S,p),n/8.
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De�ne

F̂ =

∞⋂

n=1

⋃

(S,p)∈Fn

BF ((S, p), δ(S,p),n),

where BF ((S, p), δ(S,p),n) is the open ball in (F , d) with enter (S, p) andradius δ(S,p),n. From Lemma 3.6 it follows that F̂ is an intersetion of ount-ably many open dense sets. Consequently, F̂ is residual. We are going toshow that F̂ ⊂ F̂∗.Fix (T, q) ∈ F̂ . Let P(T,q) denotes the orresponding Markov operator.Sine X is ompat, the operator P(T,q) has an invariant distribution µ(T,q)(see [6℄). From (4.3) and (4.4) it follows that (T, q) is asymptotially stable(see the proof of Theorem 4.1 in [1℄).Let ((S, p)n)n∈N be a sequene of learning systems suh that (S, p)n ∈ Fnand
(T, q) ∈ BF ((S, p)n, δ(S,p)n,n) for n ∈ N.For every n ∈ N assume that Z(S,p)n,n ⊂ X, r(S,p)n,n ∈ (0, 1/n),

l(S,p)n,n > 1 and k(S,p)n,n ∈ N are suh that (4.1)�(4.3) hold for the or-responding operator P(S,p),n and its stationary measure µ(S,p),n. For abbre-viation we set
Pn = P(S,p),n, µn = µ(S,p),n, Zn = Z(S,p)n,n,

rn = r(S,p)n,n, ln = l(S,p),n, kn = k(S,p)n,n.By (4.3) and (4.4) we obtain
‖µ(T,q) − µn‖ln = ‖P kn

(T,q)µ(T,q) − P kn
n µn‖ln

≤ ‖P kn

(T,q)µ(T,q) − P kn
n µ(T,q)‖ln + ‖P kn

n µ(T,q) − P kn
n µn‖ln

≤ r2
n/4.Consequently, by (4.2) and Lemma 3.1 for every x ∈ B(Zn, 2rn) we have

µ(T,q)(B(x, 5rn))≥µn(B(x, 4rn))−rn/2≥ 3r1/n
n /2−r1/n

n /2 = r1/n
n .(4.5)De�ne

Y =
∞⋂

m=1

∞⋃

n=m

B(Zn, 2rn).By the de�nition of Zn and Lemma 3.1 we have
µ(T,q)(B(Zn, 2rn)) ≥ µn(B(Zn, rn)) − rn ≥ 1 − 1/n − 1/n = 1 − 2/n.Consequently, µ(T,q)(Y ) = 1. On the other hand, if y ∈ Y then y ∈B(Zn, 2rn)for in�nitely many n ∈ N and by (4.5) we an hoose a sequene (sn)n∈N ofintegers suh that

µ(T,q)(B(y, 5rsn)) ≥ r1/sn
sn

for n ∈ N.
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Hene

lim
n→∞

log µ(T,q)(B(y, 5rsn))

log 5rsn

≤ lim
n→∞

log r
1/sn
sn

log 5rsn

= 0.Sine y ∈ Y was arbitrary, by Lemma 3.7 we have dimH µ(T,q) = 0. Theproof is omplete.
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