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Abstrat. Let X be a partially ordered real Banah spae, a, b ∈ X with a ≤ b. Let φ be abounded linear funtional on X. We all X a Ben-Israel-Charnes spae (or a B-C spae) if thelinear program de�ned by Maximize φ(x) subjet to a ≤ x ≤ b has an optimal solution for any φ,
a and b. Suh problems arise naturally in solving a lass of problems known as Interval LinearPrograms. B-C spaes were introdued in the author's dotoral thesis and were subsequentlystudied in [8℄ and [9℄. In this artile, we review these results, study their impliations to ertainpositive operators over partially ordered Banah spaes and obtain some new ones.1. Introdution. Let X and Y be real Banah spaes with Y partially ordered (De�-nition 2.1 below), A : X → Y be a linear map and a, b ∈ Y with a ≤ b. Let φ be a linearfuntional on X. A lass of linear programs studied rather extensively known as intervallinear programs (ILP) denoted by ILP (a, b, φ,A) are problems of the form:Maximizeφ(x)subjet to a ≤ Ax ≤ b.Ben-Israel and Charnes were the �rst to investigate ILP's [1℄. They onsidered thease X = Rn and Y = Rm where they assumed that the matrix A is of full row-rank.Expliit optimal solutions for suh problems were given in terms of generalized inversesof A. Kulkarni and Sivakumar [3, 4, 5℄ investigated interval linear programs in the in�nitedimensional setting and showed how some of the results in the �nite dimensional asean be extended, [8℄ and [9℄.The study of ILP over in�nite dimensional spaes naturally leads to the abstratnotion of a lass of Banah spaes with a ertain optimization property. Suh spaes werealled Ben-Isreal-Charnes spaes (or B-C spaes, for short), ([7℄) in reognition of the2000 Mathematis Subjet Classi�ation: Primary 90C48.Key words and phrases: partially ordered Banah spaes, Ben-Israel-Charnes spaes.The paper is in �nal form and no version of it will be published elsewhere.[197℄ © Instytut Matematyzny PAN, 2008



198 K. C. SIVAKUMARwork of these authors on �nite interval linear programs. Spei�ally, a partially orderedreal Banah spae X is alled a B-C spae if ILP (a, b, ψ, I) has an optimal solution forall a, b ∈ X with a ≤ b and for all bounded linear funtionals ψ on X.A systemati study of B-C spaes was arried out in [8℄ and [9℄, where new B-Cspaes were identifed from old ones. These were ahieved by applying nonnegativity ofertain operators onerned. In this artile our objetive is to �rst provide an expositionof these results. Turning around these statements lead to questions of nonnegativity ofertain operators over partially ordered Banah spaes, perhaps hitherto unheard of. Theseond aim of this artile is to pose these questions and also to onsider answers to someof them. These lead to new points of view into lassial results in the literature. Newresults in this artile are given in Theorem 2.15 and Theorem 2.16.2. Ben-Israel-Charnes spaes. In this setion �rst we develop the terminology andreview the notions of ones. We then review the existing results in the literature. We thenonsider questions arising out of these results. Two spei� questions are answered in thea�rmative and are presented in Theorem 2.15 and Theorem 2.16.Definition 2.1. LetX be a real vetor spae. ThenX is alled a partially ordered vetorspae if X has a partial order ≤ de�ned on it satisfying the following: For x, y ∈ X with
x ≤ y, we have x+ u ≤ y + u for all u ∈ X and αx ≤ αy for all α ≥ 0.Definition 2.2. Let X be a partially ordered real vetor spae. Then the subset C :=

{x ∈ X : x ≥ 0} is alled the positive one of X.Note that C is a pointed one i.e., C ∩ −C = {0}.Definition 2.3. A Banah spae whih is partially ordered is said to be a partiallyordered Banah spae. It is said to be a partially ordered Hilbert spae, if in addition, itis a Hilbert spae.Example 2.4. Rn the Eulidean spae is a partially ordered real Banah spae with
Rn

+ := {x = (x1, x2, · · · , xn) ∈ Rn : xi ≥ 0 ∀i = 1, 2, · · · , n} as a pointed positive one.Example 2.5. Let µ be a σ-�nite positive measure on a σ-algebra in a nonempty set
Y and for 1 ≤ p < ∞, let X = Lp(Y, µ) denote the spae of (equivalent lasses of)measurable p-integrable funtions on Y . Then X is a partially ordered Banah spae withthe pointed positive one C := {f ∈ X : f ≥ 0 a.e.(µ)}. In partiular lp, 1 ≤ p < ∞ is apartially ordered Banah spae with the pointed positive one P := {x ∈ lp : xi ≥ 0∀i}.Definition 2.6. Let X1 be a real Banah spae and X2 be a partially ordered realBanah spae. Let A : X1 → X2 be linear, φ be a bounded linear funtional on X1 and
a, b ∈ X2 with a ≤ b. Consider the problem denoted by ILP (a, b, φ,A):Maximize φ(x)subjet to a ≤ Ax ≤ bA vetor x∗ ∈ X1 is said to be feasible for the problem ILP (a, b, φ,A) if a ≤ Ax∗ ≤ b.The problem ILP (a, b, φ,A) is said to be feasible if there exists a feasible vetor for it.A feasible vetor x∗ is said to be optimal if φ(x∗) ≥ φ(x) for every feasible vetor x. Theproblem ILP (a, b, φ,A) is said to be bounded if sup {φ(x) : a ≤ Ax ≤ b} <∞.



APPLICATIONS OF NONNEGATIVE OPERATORS TO OPTIMIZATION 199Definition 2.7. Let X be a partially ordered real Banah spae. Let I denote the iden-tity map on X. We say that X is a Ben-Israel-Charnes spae or a B-C spae for shortif ILP (a, b, ψ, I) has an optimal solution for all a, b ∈ X with a ≤ b and for all boundedlinear funtionals ψ on X.The next result is a onsequene of the fat that in a Banah lattie with orderontinuous norm, intervals of the form [a, b] := {x ∈ X : a ≤ x ≤ b} are weakly ompat.For the notions of a Banah lattie and order omplete norms, we refer to the book byShaefer, [6℄.Theorem 2.8. Let X be a Banah lattie with order ontinuous norm. Then X is a B-Cspae.The next result ollets a lass of Hilbert spaes that are B-C spaes.Theorem 2.9 (Lemma 4, [3℄). Let H be a partially ordered real Hilbert spae with P asthe positive one suh that there exists an orthonormal basis {uα : α ∈ J}, J an indexset, of H with uα ∈ P ∀α ∈ J . Then H is a B-C spae.The next Theorem is a trivial onsequene of Theorem 2.9.Theorem 2.10. Let H be a partially ordered real Hilbert spae with P as the positiveone suh that there exists an orthonormal basis {uα : α ∈ J}, J an index set, of H witheither uα ∈ P ∀α ∈ J or uα ∈ −P ∀α ∈ J . Then H is a B-C spae.Example 2.11. Consider the vetor spae H = SRn×n of real n×n symmetri matrieswith the one PSD of positive semi-de�nite matries. Identifying SRn×n with Rn×(n+1)/2it follows that SRn×n is a Banah lattie with order ontinuous norm. Hene by Theorem2.8, it follows that any ILP posed over SRn×n has an optimal solution. Thus SRn×n isa B-C spae.Remark 2.12. It has been shown (Theorem 3.13, [9℄) that the Hilbert spae H = SRn×nwith the one PSD does not satisfy the onditions of Theorem 2.9. It is not lear if thissame onlusion an be arrived at, using Theorem 2.10. This leads us to the followingopen question:Problem 1. Does Rn×(n+1)/2 have an orthonormal basis {Ek}, k = 1, 2, . . . , n ×

(n+ 1)/2, where Ek ∈ PSD or −Ek ∈ PSD?We turn our attention to the idea of onstruting new B-C spaes from old.Let X1 and X2 be partially ordered vetor spaes with positive ones P1 and P2,respetively. Reall that a linear map A : X1 → X2 is alled nonnegative if AP1 ⊆ P2. Inthe rest of the paper we will use the notation A ≥ 0 to denote this fat. Let A : X1 → X2be linear. A linear map T : X2 → X1 is alled a left-inverse of A if TA = I, the identitymap on X1.We now onsider the following problem:Problem 2. Let X1 be a B-C spae, X2 be a partially ordered Banah spae, A : X1 →

X2 be bounded linear with R(A) losed and A ≥ 0. When is R(A) a B-C spae?



200 K. C. SIVAKUMARTheorem 2.13 gives a su�ient ondition ensuring an a�rmative answer. This ap-peared in [9℄ and a sketh of its proof is given here for the sake of ompleteness.Theorem 2.13 (Theorem 3.26, [9℄). Let X1 be a B-C spae and X2 be a partially orderedreal Banah spae. Let A ∈ BL(X1, X2) be nonnegative and R(A) be losed. Suppose that
A has a nonnegative left-inverse. Then R(A) is a B-C spae.Proof. Let y1, y2 ∈ R(A) with y1 ≤ y2 and φ, be a bounded linear funtional on R(A). Let
T be a nonnegative left-inverse of A. Set x1 = Ty1 and x2 = Ty2. Let ψ be a boundedlinear extension of φ to X2. Then ILP (y1, y2, φ, I) an be shown to be equivalent to
ILP (x1, x2, A∗ψ, I) whih has an optimal solution, as X1 is a B-C spae.We next present a new appliation of Theorem 2.13 (Theorem 2.15 to follow). Priorto that we �rst quikly review the notion of the Moore-Penrose generalized inverse of anoperator T .Let T ∈ BL(H1,H2) with losed range and let T ∗ denote the adjoint of T . Then theMoore-Penrose inverse of T is the unique operator T † in BL(H2,H1) whih satis�es thefollowing equations (See [2℄, Chapter II, Se.2):(2.1) TT †T = T,(2.2) T †TT † = T †,(2.3) (TT †)∗ = TT †,(2.4) (T †T )∗ = T †T.The following properties of T † are well known ([2℄): If x ∈ R(T ∗) then x = T †Tx;
R(T ∗) = R(T †); T †T = PR(T∗); N(T ∗) = N(T †); TT † = PR(T ), where T ∗ is the adjointof T , N(T ) denotes the null spae of T, R(T ) denotes the range spae of T and PL theorthogonal projetion of a Hilbert spae onto a losed subspae L.Remark 2.14.Let Le denote the lexiographi one in Rm. It an be shown that (Rm, Le)is not a B-C spae. In the light of Theorem 2.13 it now follows that there annot exista nonnegative matrix A (i.e., A(Rn

+) ⊆ Le) having a nonnegative left-inverse T (i.e.,
T (Le) ⊆ Rn

+) from (Rn,Rn
+) into (Rm, Le), n ≤ m. This leads us to the following openquestion:Problem 3. Let A ∈ Rm×n be suh that A(Rn

+) ⊆ Le. When is A†(Le) ⊆ Rn
+?Next, we review the notion of a one and its dual. A one P in a Hilbert spae H issaid to be aute if 〈x, y〉 ≥ 0 for all x, y ∈ P. For a one P in a Hilbert spae H, the dualone P ∗ is de�ned by

P ∗ := {x ∈ H : 〈x, y〉 ≥ 0 ∀y ∈ P}A one P is said to be self-dual if P ∗ = P.Theorem 2.15. Let P be a losed positive self-dual one in a real Hilbert spae H whihis also a B-C spae. Let A : H → H be a nonnegative injetive bounded linear operatorwith R(A) losed. Suppose that (A†)∗P is an aute one. Then R(A) is a B-C spae.



APPLICATIONS OF NONNEGATIVE OPERATORS TO OPTIMIZATION 201Proof. In view of Theorem 2.13, it is su�ient to demonstrate that A has a nonnegativeleft inverse. In fat we show that (A∗A)−1A∗ ≥ 0. (Note that (A∗A)−1 exists as A isinjetive. Also A† = (A∗A)−1A∗, so that A†(A†)∗ = (A∗A)−1.) So, let x ∈ P and set
y = (A∗A)−1A∗x = (A∗A)−1z, z = A∗x. Sine P is self-dual and A ≥ 0 we have Ax ∈ P ∗.Therefore, 〈x,A∗u〉 = 〈Ax, u〉 ≥ 0 for any u ∈ P. Consequently, A∗u ∈ P ∗ = P for any
u ∈ P. Now we see that A∗ ≥ 0 and z ≥ 0. Next, we must show that y ∈ P. We showthat if r ∈ P , then 〈y, r〉 ≥ 0. Sine P is self-dual the result would then follow. Consider
〈y, r〉 = 〈(A∗A)−1z, r〉 = 〈A†(A†)∗z, r〉 = 〈(A†)∗z, (A†)∗r〉 = 〈u, v〉, where u = (A†)∗zand v = (A†)∗r. Sine (A†)∗P is aute, we have 〈u, v〉 ≥ 0, ompleting the proof.Next, we study:Problem 4. Can the existene of a nonnegative left-inverse of A in Theorem 2.13 bereplaed by A† ≥ 0?The answer is in the a�rmative for Hilbert spaes, as we prove next.Theorem 2.16. Let H1 and H2 be real Hilbert spaes with positive ones P1 and P2,respetively. Let A ∈ BL(H1, H2) suh that A ≥ 0, A† ≥ 0 and R(A) be losed. Then
R(A) is a B-C spae i� R(A∗) is a B-C spae.Proof. We will show that if A ≥ 0, A† ≥ 0 and R(A∗) is a B-C spae, then R(A) is a
B-C spae. This would omplete the proof. For y1, y2 ∈ R(A) and φ a bounded linearfuntional on R(A), onsider the problem ILP (y1, y2, φ, I) de�ned on R(A):Maximize φ(y)subjet to y1 ≤ y ≤ y2, y ∈ R(A).Let x1, x2 ∈ H1 suh that Ax1 = y1 and Ax2 = y2. De�ne the sets

S1 := {x ∈ X1 : A†Ax1 ≤ A†Ax ≤ A†Ax2}

S2 := {x ∈ X1 : Ax1 ≤ Ax ≤ Ax2}.Sine A ≥ 0, and A† ≥ 0, it follows that S1 = S2. Setting y = Ax, it an be seen that
ILP (y1, y2, φ, I) is the same as Maximize (A∗φ)(x)subjet to Ax1 ≤ Ax ≤ Ax,a problem over H1. This is equivalent toMaximize (A∗φ)(x)subjet to A†Ax1 ≤ A†Ax ≤ A†Ax2,sine S1 = S2.Set u = A†Ax. Then x = (A†A)†u + z, with z ∈ N(A†A) = N(A). Also, wehave (A∗φ)(x) = φ(A(x)) = φ(A(A†A)†u) = (A∗φ)((A†A)†u), as z ∈ N(A). Set v =

(A†A)†u, u1 = A†Ax1 and u2 = A†Ax2. Then v, u1, u2 ∈ R(A∗) and the problem aboveis equivalent to: Maximize (A∗φ)(v)subjet to u1 ≤ u ≤ u2,



202 K. C. SIVAKUMARan ILP posed over R(A∗). This has an optimal solution, as R(A∗) is a B-C spae. Thisonludes the proof.The following example demonstrates that the ondition A ≥ 0 (or A† ≥ 0) is indis-pensable in Theorem 2.16.Example 2.17. Let X1 = X2 = R2 with P1 the usual one in R2 and P2 be the lexio-graphi one in R2. Then X1 is a B-C spae and X2 is not a B-C spae. The identitymatrix is nonnegative but its inverse is not nonnegative as P1 ( P2.Aknowledgements. The author thanks the anonymous referee for omments and sug-gestions that have led to improved readability of the paper.
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