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#### Abstract

We consider an ordinary or stochastic nonlinear equation with generalized coefficients as an equation in differentials in the algebra of new generalized functions in the sense of 8 . Consequently, the solution of such an equation is a new generalized function. We formulate conditions under which the solution of a given equation in the algebra of new generalized functions is associated with an ordinary function or process. Moreover the class of all possible associated functions and processes is described.


1. Introduction. The theory of generalized functions is one of the most powerful tools for investigating linear differential equations. However, the distribution theory from the very beginning has an essential disadvantage: it is inapplicable to solutions of nonlinear problems. Therefore, various interpretations of solutions of nonlinear differential equations were proposed by some mathematicians. Unfortunately, different interpretations of the same equation lead, in general, to different solutions; see e.g. [2, 4, 6, 11, 14, 18]. Usually, differential equations are used to describe the dynamics of real systems or phenomena. In order to choose an adequate interpretation of such equations one has to consider reasons that are used for modelling the dynamics of the real systems.
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In this paper we will consider the following nonlinear equation with generalized coefficients

$$
\begin{equation*}
\dot{X}(t)=f(t, X(t)) \dot{L}(t) \tag{1}
\end{equation*}
$$

where $t \in[a ; b] \subset \mathbb{R}$ and $\dot{L}(t)$ is the derivative in the distributional sense. In general, since $\dot{L}(t)$ is a distribution and $f(t, X(t))$ is not a smooth function, the product $f(t, X(t)) \dot{L}(t)$ is not well defined and the solution of equation (1) essentially depends on the interpretation. Let us note that if $L$ is a stochastic process then equation (1) is a stochastic differential equation.

We will investigate equation (1) by using the algebra of mnemofunctions (new generalized functions) or mnemoprocesses. It is worth mentioning that the first algebra of new generalized functions were proposed by J.-F. Colombeau in [3]. Definitions of other algebras can be found in [5, 16. The general methods of construction of such algebras were proposed by A. B. Antonevich and Ya. V. Radyno in 11. Analogous algebras for stochastic processes were defined in [8, 12, 13].

In this paper we interpret equation (11) as an equation in differentials in the algebra of new generalized functions or processes from [8]. Such an approach allows us to investigate ordinary and stochastic differential equations from the common ground.

Algebraic interpretation states that the solution of equation (1) is a new generalized function or process. The main purpose of this article is to formulate conditions under which this new generalized function or process is associated with some ordinary function or process which can be naturally called a solution of equation (1). Moreover we will describe all functions and processes which can be solutions of equation (1) in this sense.
2. The algebra of mnemofunctions and mnemoprocesses. In this section we recall the definition of the algebra of new generalized functions and mnemoprocesses from [8], see also [9] and [17].

First we define an extended real line $\widetilde{\mathbb{R}}$ using a construction typical of non-standard analysis. Let $\overline{\mathbb{R}}=\left\{\left\{x_{n}\right\}_{n=1}^{\infty}: x_{n} \in \mathbb{R}\right.$ for all $\left.n \in \mathbb{N}\right\}$ be the set of all real sequences. We will call two sequences $\left\{x_{n}\right\} \in \overline{\mathbb{R}}$ and $\left\{y_{n}\right\} \in \overline{\mathbb{R}}$ equivalent if there is a natural number $N$ such that $x_{n}=y_{n}$ for all natural $n>N$. The set $\widetilde{\mathbb{R}}$ of equivalence classes will be called the extended real line and any of the classes a generalized real number.

It is easy to see that $\mathbb{R} \subset \widetilde{\mathbb{R}}$ as one may associate with any ordinary number $x \in \mathbb{R}$ the class containing the constant sequence corresponding to $x$ given by $x_{n}=x$ for all $n \in \mathbb{N}$. Operations on generalized real numbers are defined typically for non-standard analysis. For instance, the product $\widetilde{x} \widetilde{y}$ of two generalized real numbers is defined as the class of sequences equivalent to the sequence $\left\{x_{n} y_{n}\right\}$, where $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ are arbitrary representatives of the classes $\widetilde{x}$ and $\widetilde{y}$ respectively. It is evident that $\widetilde{\mathbb{R}}$ is an algebra.

For any segment $\mathbf{T}=[a ; b] \subset \mathbb{R}$ one can construct an extended segment $\widetilde{\mathbf{T}}$ in a similar way. Let $H$ denote the subset of $\widetilde{\mathbb{R}}$ of nonnegative "infinitely small numbers":

$$
H=\left\{\widetilde{h} \in \widetilde{\mathbb{R}}: \widetilde{h}=\left[\left\{h_{n}\right\}\right], h_{n}>0 \text { for all } n \in \mathbb{N}, \lim h_{n}=0\right\} .
$$

Let $(\Omega, \mathcal{F}, \mathrm{P})$ be a probability space. Consider the set of sequences of stochastic processes with infinitely differentiable paths $\left\{f_{n}(t, \omega)\right\}$ on $\mathbb{R}$. We will say that two se-
quences $\left\{f_{n}(t, \omega)\right\}$ and $\left\{g_{n}(t, \omega)\right\}$ are equivalent if there is a natural number $N$ such that $f_{n}(t, \omega)=g_{n}(t, \omega)$ for all natural $n>N, t \in \mathbb{R}$ and $\omega \in \Omega$. The set of classes of equivalent sequences is denoted by $\mathcal{G}(\mathbb{R}, \Omega)$ and its elements are called mnemoprocesses or generalized stochastic processes. Similarly one can define the space $\mathcal{G}(\mathbf{T}, \Omega)$ for any interval $\mathbf{T}=[a ; b]$. If we replace stochastic processes by deterministic smooth functions then we obtain the space $\mathcal{G}(\mathbb{R})$ or $\mathcal{G}(\mathbf{T})$ of mnemofunctions or generalized functions. If we endow all these spaces with natural operations of addition and multiplication then they become algebras.

For each distribution $f$ we can construct a sequence $\left\{f_{n}\right\}$ of smooth functions such that $f_{n}$ converges to $f$ (e.g. one can consider the convolution of $f$ with some $\delta$-sequence). This sequence defines the mnemofunction which corresponds to the distribution $f$. Thus the space of distributions is a subset of the algebra of mnemofunctions. However, in this case, infinitely many mnemofunctions correspond to one distribution (e.g., by taking different $\delta$-sequences). We will say that the mnemofunction (mnemoprocess) $\widetilde{f}=\left[\left\{f_{n}\right\}\right]$ is associated with a function (process) $f$ from some topological space if $f_{n}$ converges to $f$ in this space.

Let $\widetilde{f}=\left[\left\{f_{n}\right\}\right]$ and $\widetilde{g}=\left[\left\{g_{n}\right\}\right]$ be generalized functions (processes). Then the composition $\widetilde{f} \circ \widetilde{g}$ is defined by $\widetilde{f} \circ \widetilde{g}=\left[\left\{f_{n} \circ g_{n}\right\}\right] \in \mathcal{G}(\mathbb{R})$. Similarly, one can define the value of the mnemofunction $\widetilde{f}$ at the generalized real point $\widetilde{x}=\left[\left\{x_{n}\right\}\right] \in \widetilde{\mathbb{R}}$ as $\widetilde{f}(\widetilde{x})=\left[\left\{f_{n}\left(x_{n}\right)\right\}\right]$.

For each $\widetilde{h}=\left[\left\{h_{n}\right\}\right] \in H$ and $\widetilde{f}=\left[\left\{f_{n}\right\}\right] \in \mathcal{G}(\mathbb{R}, \Omega)$ we define a differential $d_{\widetilde{h}} \widetilde{f} \in$ $\mathcal{G}(\mathbb{R}, \Omega)$ by $d_{\widetilde{h}} \tilde{f}(t)=\left[\left\{f_{n}\left(t+h_{n}\right)-f_{n}(t)\right\}\right]$ for $t \in \mathbb{R}$. The construction of the differential was proposed by N. V. Lazakovich (see [8]).

Now we can give an interpretation of equation (1) using the introduced algebras. Let $L(t), t \in[a ; b]=\mathbf{T}$, be a right-continuous function of finite variation (or continuous process). We replace ordinary functions (processes) in equation (1) by the corresponding new generalized functions (processes) and then write differentials in the algebra. So we have

$$
\begin{equation*}
d_{\widetilde{h}} \widetilde{X}(\widetilde{t})=\widetilde{f}(\widetilde{t}, \widetilde{X}(\widetilde{t})) d_{\widetilde{h}} \widetilde{L}(\widetilde{t}) \tag{2}
\end{equation*}
$$

with the initial value $\left.\widetilde{X}\right|_{[\widetilde{a} ; \widetilde{h})}=\widetilde{X}^{0}$, where $\widetilde{h}=\left[\left\{h_{n}\right\}\right] \in H, \widetilde{a}=[\{a\}] \in \widetilde{\mathbf{T}}, \widetilde{t}=\left[\left\{t_{n}\right\}\right] \in \widetilde{\mathbf{T}}$, $\widetilde{X}=\left[\left\{X_{n}\right\}\right], \widetilde{f}=\left[\left\{f_{n}\right\}\right], \widetilde{X}^{0}=\left[\left\{X_{n}^{0}\right\}\right]$, and $\widetilde{L}=\left[\left\{L_{n}\right\}\right]$ are elements of $\mathcal{G}(\mathbb{R})($ or $\mathcal{G}(\mathbb{R}, \Omega)$ for stochastic equations). Moreover $\widetilde{f}$ and $\widetilde{L}$ are associated with $f$ and $L$ respectively. If $\widetilde{X}$ is associated with some function (process) $X$ then we say that $X$ is a solution of equation (1).

The following theorem from [9] gives necessary and sufficient conditions for existence and uniqueness of solutions of equation (2).

Theorem 2.1. Equation (2) with the initial condition $\left.\widetilde{X}\right|_{[\tilde{a} ; \widetilde{h})}=\widetilde{X}^{0}$ admits a solution if and only if the following equality holds for some representatives $\left\{f_{n}\right\} \in \widetilde{f},\left\{L_{n}\right\} \in \widetilde{L}$, $\left\{X_{n}^{0}\right\} \in \widetilde{X}^{0}$, for all sufficiently large $n \in \mathbb{N}$ and for all $l=0,1, \ldots$ :

$$
\lim _{t \rightarrow h_{n}-0} \frac{d^{l}}{d t^{l}} X_{n}^{0}(t)=\lim _{t \rightarrow+0} \frac{d^{l}}{d t^{l}}\left(X_{n}^{0}(t)+f_{n}\left(t, X_{n}^{0}(t)\right)\left(L_{n}\left(t+h_{n}\right)-L_{n}(t)\right)\right)
$$

If a solution exists then it is unique.

The purpose of the present paper is to investigate when the solution $\widetilde{X}$ of equation (2) is associated with some function (process) and to describe all possible associated solutions.
3. Ordinary differential equations. In this section we will formulate main results in case of a non-continuous deterministic function $L$.

Let $L(t), t \in \mathbf{T}=[a ; b]$, be a right-continuous function of finite variation. We will assume that $L(t)=L(b)$ if $t>b$ and $L(t)=L(a)$ if $t<a$. Denote by $V_{u}^{v} L$ the total variation of the function $L$ on the interval $[u ; v] \subset \mathbf{T}$. Suppose that $f$ is a Lipschitz continuous function with a constant $C$ and for all $x \in \mathbb{R}$ and $t \in \mathbb{T}$ :

$$
\begin{equation*}
|f(t, x)| \leq C(1+|x|) \tag{3}
\end{equation*}
$$

Consider the following convolutions with a $\delta$-sequence $\left\{\rho_{n}\right\}$ as representatives of mnemofunction $\widetilde{L}$ from equation 22 :

$$
\begin{equation*}
L_{n}(t)=\left(L * \rho_{n}\right)(t)=\int_{0}^{1 / n} L(t+s) \rho_{n}(s) d s \tag{4}
\end{equation*}
$$

where $\rho_{n} \in C^{\infty}(\mathbb{R}), \rho_{n} \geq 0, \operatorname{supp} \rho_{n} \subseteq[0 ; 1 / n]$, and $\int_{0}^{1 / n} \rho_{n}(s) d s=1$ for $n \in \mathbb{N}$.
In the same way we set

$$
\begin{equation*}
f_{n}(t, x)=\left(f * \widetilde{\rho}_{n}\right)(t, x)=\int_{[0,1 / n]^{2}} f(t+u, x+v) \widetilde{\rho}_{n}(u, v) d u d v \tag{5}
\end{equation*}
$$

where $\widetilde{\rho}_{n} \in C^{\infty}\left(\mathbb{R}^{2}\right), \widetilde{\rho}_{n} \geq 0$, supp $\widetilde{\rho}_{n} \subseteq[0,1 / n]^{2}$, and $\int_{[0,1 / n]^{2}} \widetilde{\rho}_{n}(u, v) d u d v=1$ for $n \in \mathbb{N}$.

By using representatives we can rewrite equation (2) in the following form:

$$
\left\{\begin{array}{l}
X_{n}\left(t+h_{n}\right)-X_{n}(t)=f_{n}\left(t, X_{n}(t)\right)\left(L_{n}\left(t+h_{n}\right)-L_{n}(t)\right)  \tag{6}\\
\left.X_{n}\right|_{\left[a ; a+h_{n}\right)}(t)=X_{n}^{0}(t)
\end{array}\right.
$$

The solution $\tilde{X}$ of equation (2) is associated with some function if and only if the sequence $\left\{X_{n}\right\}$ of the solutions of equation (6) converges. Therefore we have to investigate the limiting behavior of the sequence $\left\{X_{n}\right\}$.

Let $t$ be an arbitrary point of $\mathbf{T}$. There exist $m_{t} \in \mathbb{N}$ and $\tau_{t} \in\left[a ; a+h_{n}\right)$ such that $t=\tau_{t}+m_{t} h_{n}$. Set $t_{k}=\tau_{t}+k h_{n}$ for $k=0,1, \ldots, m_{t}$. Then the solution of equation (6) can be written as

$$
X_{n}(t)=X_{n}^{0}\left(\tau_{t}\right)+\sum_{k=0}^{m_{t}-1} f_{n}\left(t_{k}, X_{n}\left(t_{k}\right)\right)\left(L_{n}\left(t_{k+1}\right)-L_{n}\left(t_{k}\right)\right)
$$

Consider the function $F_{n}(x):[-\infty ;+\infty] \rightarrow[0 ; 1]$ given by

$$
F_{n}(x)=\int_{x}^{1 / n} \rho_{n}(s) d s
$$

Since $\rho_{n}(s) \geq 0$, then $F_{n}$ is a non-increasing function, $0 \leq F_{n}(x) \leq 1$ and $F_{n}(+\infty)=0$, $F_{n}(-\infty)=1$. Denote by $F_{n}^{-1}$ the inverse function of $F_{n}$, i.e., $F_{n}^{-1}:[0 ; 1] \rightarrow[-\infty ;+\infty]$ and

$$
F_{n}^{-1}(u)=\sup \left\{x: F_{n}(x)=u\right\}
$$

In order to describe the limits of the sequence $\left\{X_{n}\right\}$ we consider the integral equation

$$
\begin{equation*}
X(t)=x^{0}+\int_{a}^{t} f(s, X(s)) d L^{c}(s)+\sum_{a<s \leq t}(\varphi(\Delta L(s) f, X(s-), 1)-X(s-)) \tag{7}
\end{equation*}
$$

where $t \in \mathbf{T}, L^{c}$ is the continuous part of the function $L, \Delta L(s)=L(s+)-L(s-)$ is the size of the jump of the function $L$ at $s, \varphi(z, x, u)$ is the solution of the integral equation

$$
\begin{equation*}
\varphi(z, x, u)=x+\int_{[0 ; u)} z(\varphi(z, x, v)) \mu(d v) \tag{8}
\end{equation*}
$$

and $\mu$ is a probability measure defined on the Borel subsets of the interval $[0 ; 1]$.
As was shown in [17] there exists a unique solution of equation (7) if $f$ is a Lipschitz continuous function.

Definition 3.1. We say that a function $\sigma:[0 ; 1] \rightarrow[0 ; 1]$ belongs to class $\mathbf{G}$ if there is a system of pairwise-disjoint intervals $\left(a_{i} ; b_{i}\right] \subseteq[0 ; 1], i \in I$, such that

$$
\sigma(u)= \begin{cases}b_{i}, & u \in\left(a_{i} ; b_{i}\right], \\ u, & u \notin \bigcup_{i \in I}\left(a_{i} ; b_{i}\right] .\end{cases}
$$

Notice that every $\sigma \in \mathbf{G}$ is a non-decreasing and right-continuous function, so it uniquely generates a probability measure defined on the Borel subsets of $[0 ; 1]$.

The following theorems describe the limits of the sequence $\left\{X_{n}\right\}$.
Theorem 3.2. Let $f$ be a Lipschitz function satisfying (3) and $L$ be a right-continuous function of finite variation. Suppose that $\int_{t \in \mathbf{T}}\left|X_{n}^{0}\left(\tau_{t}\right)-x^{0}\right| d t \rightarrow 0$ and, for a certain function $\sigma:[0 ; 1] \rightarrow[0 ; 1]$, we have $F_{n}\left(F_{n}^{-1}(u)-\delta h_{n}\right) \rightarrow \sigma(u)$ as $n \rightarrow \infty$ and $h_{n} \rightarrow 0$ for all $\delta \in(0 ; 1)$ and for all continuity points $u \in[0,1]$ of $\sigma$. Then $\sigma$ belongs to $\mathbf{G}$ and

$$
\int_{\mathbf{T}}\left|X_{n}(t)-X(t)\right| d t \rightarrow 0
$$

as $n \rightarrow \infty$ and $h_{n} \rightarrow 0$, where $X_{n}$ is the solution of equation (6) and $X$ is the solution of equation (7) with $\varphi$ being the solution of (8) for the measure $\mu$ generated by $\sigma$.
Theorem 3.3. Let L be a right-continuous function of finite variation. Suppose that, for each Lipschitz function $f$ satisfying (3), the solution $X_{n}$ of equation (6) converges in $\mathbf{L}_{\mathbf{1}}(\mathbf{T})$ as $n \rightarrow \infty$ and $h_{n} \rightarrow 0$. If the function $L$ is continuous, then the limit of $X_{n}$ is the solution of equation (7). If $L$ is discontinuous, then there exists a function $\sigma \in \mathbf{G}$ such that $F_{n}\left(F_{n}^{-1}(u)-\delta h_{n}\right) \rightarrow \sigma(u)$ as $n \rightarrow \infty$ and $h_{n} \rightarrow 0$ for all $\delta \in(0,1)$ and for all continuity points $u \in[0,1]$ of $\sigma$, and the limit of $X_{n}$ is the solution of equation (7) with $\varphi$ being the solution of (8) for the measure $\mu$ generated by $\sigma$.
4. Stochastic differential equations. In this section we will formulate main results in case $L$ is a continuous stochastic process.

Let $B(t), t \in \mathbf{T}$, be a one-dimensional standard process of Brownian motion. If we put $L=B$ in equation (11) then we obtain a differential equation with generalized stochastic coefficients. It can be interpreted as a stochastic differential equation. Unfortunately, the solution of the stochastic equation essentially depends on the stochastic integral which
is used in the equation. Usually mathematicians use the Itô integral and practicians use the Stratonovich integral.

Let us recall the definition of the $\theta$-integral which is a generalization of the Itô and Stratonovich integrals (see e.g. [15]). Suppose that $\theta \in[0 ; 1]$ and $Z(t)$ is a stochastic process. Let $t \in \mathbf{T}$ and $0=t_{0}<t_{1}<\cdots<t_{m}=t$ be a partition of $[0 ; t]$. Set $|\sigma|=$ $\max _{0 \leq k \leq m-1}\left|t_{k+1}-t_{k}\right|$. If, for any $t \in \mathbf{T}$, the limit in the formula

$$
(\theta) \int_{0}^{t} X(s) d B(s)=\lim _{|\sigma| \rightarrow 0} \sum_{k=0}^{m-1}\left(\theta X\left(t_{k+1}\right)+(1-\theta) X\left(t_{k}\right)\right)\left(B\left(t_{k+1}\right)-B\left(t_{k}\right)\right)
$$

exists and does not depend on partitions, then the $\theta$-integral of $X$ exists and is defined by this formula. For $\theta=0$ we obtain the Itô integral and for $\theta=1 / 2$ it coincides with the Stratonovich integral.

As in the deterministic case we interpret equation (1) as an equation in differentials in the algebra of new generalized processes. Proceeding as in the previous section we rewrite equation (2) in the following form:

$$
\left\{\begin{array}{l}
X_{n}\left(t+h_{n}\right)-X_{n}(t)=f_{n}\left(t, X_{n}(t)\right)\left(B_{n}\left(t+h_{n}\right)-B_{n}(t)\right),  \tag{9}\\
\left.X_{n}\right|_{\left[a ; a+h_{n}\right)}(t)=X_{n}^{0}(t)
\end{array}\right.
$$

Here $f_{n}$ is the convolution of a given Lipschitz function $f$ with a $\delta$-sequence $\left\{\widetilde{\rho}_{n}\right\}$ as defined above and $B_{n}$ is the convolution of $B$ with $\rho_{n}$.

As in the deterministic case the solution $\widetilde{X}$ of equation (22 is associated with some process if and only if the sequence of the solutions $X_{n}$ of equation (9) converges.

We will characterize limiting behavior of $X$ by using the sequence $\left\{K\left(n, h_{n}\right)\right\}$ of the following functions:

$$
K\left(n, h_{n}\right)=\iint_{\substack{0 \leq u, v \leq 1 / n \\|u-v| \leq h_{n}}}\left(1-\frac{|u-v|}{h_{n}}\right) \rho_{n}(u) \rho_{n}(v) d u d v .
$$

It is evident that $0 \leq K\left(n, h_{n}\right) \leq 1$.
In order to describe possible limits of $X_{n}$ we consider the following stochastic equation:

$$
\begin{equation*}
X(t)=x^{0}+(\theta) \int_{0}^{t} f(s, X(s)) d B(s), \quad t \in T \tag{10}
\end{equation*}
$$

For functions $f \in \mathbf{C}_{b}^{2}(\mathbf{T}, \mathbb{R})$ there exist unique (strong) solutions of equation 10 (see e.g. [15] or [7).

The following theorems give a complete description of the limiting behavior of the sequence $\left\{X_{n}\right\}$.
THEOREM 4.1. Suppose that $f \in \mathbf{C}_{b}^{2}(\mathbf{T}, \mathbb{R}), f \not \equiv$ const, $n^{2} h_{n} \rightarrow \infty$, and

$$
\sup _{t \in\left[0, h_{n}\right)} \mathrm{E}\left[X_{n}^{0}(t)-x^{0}\right]^{2} \rightarrow 0
$$

as $n \rightarrow \infty$ and $h_{n} \rightarrow 0$. Then the solution $X_{n}$ of equation (9) converges in $\mathbf{L}^{2}(\Omega, \mathcal{F}, \mathrm{P})$ and uniformly in $t \in \mathbf{T}$ if and only if the numerical sequence $\left\{K\left(n, h_{n}\right)\right\}$ converges.

Theorem 4.2. Suppose that $f \in \mathbf{C}_{b}^{2}(\mathbf{T}, \mathbb{R}), \theta \in[0 ; 1 / 2], K\left(n, h_{n}\right) \rightarrow(1-2 \theta), n^{2} h_{n} \rightarrow \infty$, and

$$
\sup _{t \in\left[0, h_{n}\right)} \mathrm{E}\left[X_{n}^{0}(t)-x^{0}\right]^{2} \rightarrow 0
$$

as $n \rightarrow \infty$ and $h_{n} \rightarrow 0$. Then

$$
\sup _{t \in \mathbf{T}} \mathrm{E}\left[X_{n}(t)-X(t)\right]^{2} \rightarrow 0
$$

where $X_{n}$ is the solution of equation (9) and $X$ is the solution of equation (10).
5. Associated solutions. In this section we describe associated solutions of equation (2) in the deterministic and stochastic cases. In the deterministic case we have

Theorem 5.1. Let $f$ be a Lipschitz function satisfying (3) and $L$ be a right-continuous function of finite variation. Suppose that for representatives of mnemofunctions $\widetilde{f}$ and $\widetilde{L}$ given by formulae (5) and (4) respectively conditions of Theorem 2.1 hold. Then the solution $\widetilde{X}$ of equation (2) is associated with $X$ if and only if $X$ satisfies equation (7) with some probability measure $\mu$ generated by a function from the class $\mathbf{G}$.

REmark 5.2. Let us note that in order to obtain other associated solutions of equation (2) one has to consider other types of representatives $f_{n}$ and $L_{n}$.

In the stochastic case the following result holds:
Theorem 5.3. Let $f \in \mathbf{C}_{b}^{2}(\mathbf{T}, \mathbb{R})$ and $L$ be a Brownian motion. Suppose that for representatives of $\widetilde{f}$ and $\widetilde{L}$ given by formulae (5) and (4) respectively the conditions of Theorem 2.1 hold. Then the solution $\widetilde{X}$ of equation (2) is associated with $X$ if and only if $X$ satisfies equation (10) for some $\theta \in[0 ; 1 / 2]$.
REmark 5.4. If $\theta \in[1 / 2 ; 1]$ then the solution of equation 10 is the associated solution of equation (2) with the "backward" differential $d_{\widetilde{h}} f$ given by $d_{\widetilde{h}} \widetilde{f}(t)=\left[\left\{f_{n}(t)-f_{n}\left(t-h_{n}\right)\right\}\right]$ for $t \in \mathbb{R}$; see [10] for details.
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