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Abstract. We discuss recent results on constructing approximating schemes based on averaged values of the approximated function $f$ over linear segments. In particular, we describe interpolation and integration formulae of high algebraic degree of precision that use weighted integrals of $f$ over non-overlapping subintervals of the real line. The quadrature formula of this type of highest algebraic degree of precision is characterized.

1. Introduction. We are going to consider some classical questions in Approximation theory from a certain non-standard point of view. Namely, we shall formulate and discuss fundamental problems in interpolation and approximate integration based on a finite number of averaged values instead of the standard data of point evaluations.

According to the Weierstrass theorem, every continuous function can be approximated by an algebraic polynomial with any preassigned accuracy. In addition, it was universally accepted in the precomputer time that the algebraic polynomials are nice functions, easy to evaluate, to differentiate and integrate. That is why the approach that was mostly appreciated in the classical numerical analysis was the one based on the idea of highest algebraic degree of precision. In other words, a numerical method from a given type was considered good and reasonable if it could reproduce polynomials of the highest possible degree. We shall follow this approach here although it is not so strongly dominating in the contemporary numerical analysis and approximation theory. However, it still generates nice theoretical problems requiring sometime deep and hard mathematics and admitting extremely beautiful treatment.
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We shall use the common notation \( \pi_n \) for the set of all univariate algebraic polynomials of degree less than or equal to \( n \). When studying multivariate problems we shall use the notation \( \Pi_n(\mathbb{R}^d) \) for the set of all algebraic polynomials of total degree \( n \) in \( d \) variables. For example, the space of polynomials of total degree \( n \) in two variables \( x, y \) is
\[
\pi_n(\mathbb{R}^2) := \left\{ \sum_{0 \leq i+j \leq n} c_{ij}x^i y^j : c_{ij} \text{ are real} \right\}.
\]

Some of the results we are going to present can be extended to cover approximation by Tchebycheff systems. Recall that the functions \( u_1, \ldots, u_n \) form a Tchebycheff system on \([a, b]\) if every non-zero generalized polynomial
\[
c_1 u_1(x) + \cdots + c_n u_n(x)
\]
with respect to \( \{u_k\} \) has at most \( n - 1 \) distinct zeros in \([a, b]\).

This article concerns the classical Gauss quadrature formula and its extensions. In 1814 Carl Friedrich Gauss proved that for every given finite interval \([a, b]\) and every \( n \) there exists only one quadrature formula of the form
\[
\int_a^b f(x) \, dx \approx \sum_{k=1}^n A_k f(x_k)
\]
which integrates exactly all algebraic polynomials \( f \) of degree less than or equal to \( 2n - 1 \). Clearly \( 2n - 1 \) is the highest possible degree that can be achieved by a formula with \( n \) nodes. This remarkable result has been extended in many directions. A wonderful extension was given by M. Krein in 1951 (see [16]). He proved the following.

**Theorem A (Krein’s Theorem).** Let \( u_1, \ldots, u_{2n} \) be any Tchebycheff system of continuous functions on \([a, b]\). Then there exists a unique set of nodes \( x_1 < \cdots < x_n \) and coefficients \( \{c_k\} \) such that
\[
\int_a^b u(x) \, dx \approx \sum_{k=1}^n c_k u(x_k)
\]
for every \( u \in \text{span} \{u_1, \ldots, u_{2n}\} \).

In both cases (Gauss, Krein) a standard type of information is used, namely, a set of function values \( f(x_1), \ldots, f(x_n) \). In practice, usually these values are obtained as a result of certain experiment or measurement, or just computed. So, there is enough evidence to suppose that the values are not exact, that they are given with a certain error. Then one may consider \( f(x_k) \) as an averaged value of the function \( f \) on a small subinterval around \( x_k \). In other words, one may take
\[
f(x_k) = \frac{1}{\delta_k + \varepsilon_k} \int_{x_k - \varepsilon_k}^{x_k + \delta_k} f(x) \, dx,
\]
with some \( \varepsilon_k > 0, \delta_k > 0 \). This argument could justify the problem of constructing numerical methods that are based directly on averaged values of the studied function on finite number of subintervals. Actually, similar reasoning as in the above has led in sixties to the development of a new field in numerical analysis, called ”interval analysis”. We shall concentrate here just on one particular problem—the interval counterpart of the famous formula of Gauss.
Problem. Given any \( h_1 \geq 0, \ldots, h_n \geq 0 \) such that
\[ h_1 + \cdots + h_n < b - a \]
does there exist a formula of the form
\[ \int_a^b f(x) \, dx \approx \sum_{k=1}^n a_k \cdot \frac{1}{h_k} \int_{x_k}^{x_k+h_k} f(x) \, dx \]
with \( a \leq x_1 \leq x_1 + h_1 \leq x_2 \leq x_2 + h_2 \leq \cdots \leq x_n \leq x_n + h_n \leq b \), which is exact for every \( f \in \pi_{2n-1} \)?

It is not difficult to see that the highest degree of precision that can be achieved by a formula of type (1) is indeed \( 2n - 1 \). To do this one has to construct a polynomial \( p \) of degree \( 2n \) such that
\[ \int_{x_k}^{x_k+h_k} p(x) \, dx = 0, \quad k = 1, \ldots, n, \]
and
\[ p(x) > 0 \quad \text{on} \quad [a, b] \cup \bigcup_{k=1}^n [x_k, x_k + h_k]. \]

Clearly, the conditions on \( p \) imply \( \int_a^b p(x) \, dx > 0 \) while the approximating sum in (1) is zero. The existence of such a polynomial follows from an interpolation theorem we are going to prove in the sequel (see Proposition 2 and the remark there).

Note that in the particular case when all \( h_k \) are equal to zero formula (1) reduces to the Gauss formula since
\[ \lim_{h_k \to 0} \frac{1}{h_k} \int_{x_k}^{x_k+h_k} f(x) \, dx = f(x_k) \]

Studying extensions of classical integration and interpolation problems based on averaged values is of independent interest. But one can find serious motivation to justify such research in practice and also in the extremely elegant solutions of problems of this kind, in particular in the multivariate case. Before starting the consideration of our main problem (1) we find it worthwhile to recall first several approximation results which deal with data consisting of line integrals. They illustrate the elegance and the naturality of the interval setting (especially in the bivariate case) and thus could motivate other mathematicians to continue the research in this interesting field.
2. **Motivation for studying interval formulae.** Formula (1) is a natural extension of a fundamental classical quadrature formula and this is itself a motivation to study the question of complete characterization of the optimal subintervals. In the multivariate case, one can supply much more reasons and motivation to study numerical methods based on averaged values. For example, integrals over linear segments appear as output in tomography, electronic microscopy, geophysics, and hence, a direct usage of the output data for reconstruction of the function into consideration, or functionals of it, is a quite natural task. Problems based on averaged values have been considered before and in many cases the interval setting has led to remarkable results. We shall mention first the wonderful interpolation theorem proved by Hakop Hakopian. For the sake of simplicity we shall formulate it in the bivariate case. Its general multivariate setting can be found in [15] (see also [2], Chapter 12).

2.1. **Interpolation on the plane.** We shall consider integrable functions \( f(x, y) \) on a convex domain \( \Omega \) in \( \mathbb{R}^2 \). For the sake of simplicity, we suppose that \( 0 \in \Omega \) and that \( f(x, y) \) vanishes outside \( \Omega \). Any pair of parameters \( (t, \theta) \) defines a line

\[
I(t, \theta) := \{(x, y) : x \cos \theta + y \sin \theta = t\}.
\]

![Fig. 2. Radon projection](image)

We assume that \( \theta \in [0, \pi) \) and \( I(t, \theta) \cap \Omega \neq \emptyset \).

The *projection* \( \int_I f \) of \( f \) along the line \( I(t, \theta) \) is defined by

\[
\int_I f := \int_{-\infty}^{+\infty} f(t \cos \theta - s \sin \theta, t \sin \theta + s \cos \theta) \, ds.
\]

In the case \( \Omega \) is the unit disk, \( P_I(t, \theta) \) is called *Radon projection*.

**HAKOPIAN’S INTERPOLATION THEOREM.** *Given a convex set \( \Omega \), any \( n+2 \) distinct points \( x_0, \ldots, x_{n+1} \) on the boundary \( \partial \Omega \) of \( \Omega \), and numbers \( \{\gamma_k\}_{0}^{n+1} \), there exists a unique algebraic polynomial \( P \in \Pi_n(\mathbb{R}^2) \) such that*

\[
\int_{I_k} P = \gamma_k, \quad k = 1, \ldots, N,
\]

*where \( N \) is the dimension of \( \Pi_n(\mathbb{R}^2) \), i.e., \( N = (n + 1)(n + 2)/2 \), and \( I_1, \ldots, I_N \) are the linear segments that join any two distinct points from the set \( x_0, \ldots, x_{n+1} \).*
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The bivariate case of Hakopian’s theorem follows also from an interpolation result given by Cavaretta, Micchelli, Sharma [12] and the particular case of equally spaced points \(x_0, \ldots, x_{n+1}\) on the unit disk was considered earlier by Marr [18].

The following elegant proof of the solvability of the bivariate interpolation problem (2) is worth mentioning. It was communicated to us by Hakopian. Let us first recall an important definition.

Given the real function \(\rho(t)\) on \(\mathbb{R}\) and a parameter \(\theta \in [0, \pi]\) we define on \(\mathbb{R}^2\) the associated ridge function \(\rho(\theta; x, y)\) with direction \(\theta\) in the following way

\[
\rho(\theta; x, y) := \rho(x \cos \theta + y \sin \theta).
\]

In other words, \(\rho(\theta; x, y) = \rho((x \cdot \xi))\) where, as usual, \((x \cdot \xi)\) denotes the scalar (dot) product of the vectors \(x = (x, y)\) and \(\xi = (\cos \theta, \sin \theta)\). Clearly the ridge function is constant along any line of direction \(\theta + \pi/2\).

To show the existence and the uniqueness of the solution of the corresponding linear system (2), we shall construct a Lagrangean basis of ridge polynomials for \(\Pi_n(\mathbb{R}^2)\), i.e., we shall show that for every fixed \(k, 1 \leq k \leq N\), there exists a ridge polynomial \(Q_k\) such that

\[
\int_{I_i} Q_k = \delta_{ik}, \quad i = 1, \ldots, N,
\]

where \(\delta_{ik}\) is the Kronecker symbol. Clearly the polynomials \(\{Q_k\}_{k=1}^N\) are linearly independent. Since the number of the polynomials \(\{Q_k\}_{k=1}^N\) equals the dimension of \(\Pi_n(\mathbb{R}^2)\), we conclude that \(\{Q_k\}_{k=1}^N\) constitute a basis in \(\Pi_n(\mathbb{R}^2)\).

It remains to construct the polynomials \(Q_k\). In order to do this, we fix \(k\) and choose the coordinate system \(Oxy\) so that the segment \(I_k\) lies on the \(y\) axis (see Fig. 4). Without loss of generality we may assume that \(x_n\) and \(x_{n+1}\) are the end points of the linear segment \(I_k\). Clearly, the orthogonal projections of the points \(x_n\) and \(x_{n+1}\) on the real axis coincide with the origin. Let us denote by \(t_0, \ldots, t_{n-1}\) the orthogonal projections of the remaining points \(x_0, \ldots, x_{n-1}\), respectively, and set \(t_n = 0\). Let \(Q(x, y) = q(x)\) be a ridge polynomial with direction \(\theta = 0\), i.e., which takes constant values on any line parallel to the \(y\) axis. Take the linear segment \(I := [x_i, x_j]\) connecting the points \(x_i\) and \(x_j\). Now, observe that the integral of \(Q\) over \(I\) will be zero provided the univariate integral \(\int_{t_i}^{t_j} q(t) \, dt\) equals zero. Thus, in order to construct a ridge polynomial \(Q_k(x, y) = q_k(x)\) which satisfies the interpolation conditions (3), it suffices to find a univariate polynomial
Fig. 4. Lagrangean ridge polynomial

$q_k(x)$ of degree $n$ such that $q_k(0) = 1/|I_k|$ and

$$\int_{t_i}^{t_{i+1}} q_k(t) \, dt = 0, \quad i = 1, \ldots, n.$$  

But the latter is a simple univariate interpolation problem which has a unique solution $q_k$. Then the ridge polynomial $Q(x, y) := q_k(x)$ will satisfy the required interpolation conditions. Evidently the equation of this polynomial can be now rewritten with respect to any preassigned coordinate system (one and the same for each $k$), and let us call it $Q_k$. Therefore, we can construct a Lagrangean basis \( \{Q_k\}_{k=1}^N \) for the polynomial space $\Pi_n(\mathbb{R}^2)$. Then the unique solution $P$ of the interpolation problem (2) is given by

$$P(x, y) = \sum_{k=1}^N \gamma_k Q_k(x, y).$$

Remark. It follows from the above that any polynomial $P$ from $\Pi_n(\mathbb{R}^2)$ can be represented as a linear combination of $N = (n + 1)(n + 2)/2$ ridge polynomials. Another interesting result along this line is the following proposition, established first by Vostretsov and Kreines [30].

For any given set of $n+1$ non-co-linear unit vectors $\xi_j$ and a polynomial $P \in \Pi_n(\mathbb{R}^2)$, there exist univariate polynomials $r_0, \ldots, r_n$ of degree $n$ such that

$$P(x) = \sum_{j=0}^n r_j(x \cdot \xi_j).$$

It was shown recently that for any fixed polynomial $P$ of degree $n$ one can find appropriate directions $\theta_1, \ldots, \theta_n$ such that $P$ can be represented as a linear combination of $n$ ridge polynomials with directions $\theta_1, \ldots, \theta_n$, respectively. A simpler proof and an improvement concerning the choice of the directions $\{\theta_k\}$ was given in [9]. Oskolkov noticed in [25] that the number $n$ cannot be further diminished.

As is well known, the standard pointwise interpolation problem in the multivariate case is not always poised, that is, the matrix of the corresponding system of linear equations is not always invertable. There are only a few configurations of nodes that produce
uniquely solvable interpolation problem. Almost all of them, like the classical Radon scheme and its particular case of Chang–Yao configuration, are based on a standard application of the Bezout theorem. Recently, new configurations were found in [10], using another approach, liberated from the limitation of the Bezout theorem.

Hakopian’s interpolation is based on data of linear integrals. Such data is a natural output in tomography and electronic microscopy. In this light, Hakopian’s theorem is not only a wonderful theoretical result, it solves also a problem of practical importance: to recover a function from its Radon projections (i.e., from a finite number of line integrals along chords in the disk). This is a serious reason to study other approximation schemes based on line integrals. Recently, it was shown in [9] how to construct a regular interpolation scheme based on $N$ linear integrals taken in $n + 1$ distinct directions on parallel chords: one chord in one direction, 2 parallel chords in another direction, 3 parallel chords in a third direction and so on, $n + 1$ parallel chords in a direction different from the previous ones (see Fig. 5). The number of chords is exactly $N$, i.e., it equals the dimension of the set of polynomials of degree $n$. The configuration of chords can be described by a set of given angles $\theta_0 < \cdots < \theta_n$ in $[0, \pi)$ and a triangular matrix $T = \{t_{ki}\}$ of points

$$t_{kk} < \cdots < t_{kn}, \quad k = 0, \ldots, n,$$

associated with the angles. The problem is to characterize all locations of the nodes $\{t_{kj}\}$ for which the interpolation of the data $\{\int_{I(\theta_k, t_{kj})} f\}$ by polynomials of degree $n$ is poised.

![Fig. 5. Regular configuration](image)

The matrices

$$U_k := \begin{pmatrix} U_k(t_{kk}) & U_{k+1}(t_{kk}) & \cdots & U_n(t_{kk}) \\ U_k(t_{k,k+1}) & U_{k+1}(t_{k,k+1}) & \cdots & U_n(t_{k,k+1}) \\ \vdots & \vdots & \ddots & \vdots \\ U_k(t_{kn}) & U_{k+1}(t_{kn}) & \cdots & U_n(t_{kn}) \end{pmatrix}$$

play a crucial role in the characterization of the interpolation problem.

**Theorem B.** For given angles $0 \leq \theta_0 < \cdots < \theta_n < \pi$ and associated points $T = \{t_{ki}\}_{k=0}^{n}, i = k, \ldots, n$, the interpolation problem

$$\int_{I(\theta_k, t_{ki})} P = \gamma_{ki}, \quad k = 0, \ldots, n, \quad i = k, \ldots, n, \quad P \in \Pi_n(\mathbb{R}^d),$$


is poised if and only if
\[ \det U_k \neq 0 \quad \text{for} \quad k = 1, \ldots, n. \]

Note that the conditions for the regularity of the interpolation problem are expressed only through the points \( \{t_{ij}\} \). They are the same for any choice of the directions \( \{\theta_k\} \). It would be interesting to find explicitly some particular configuration of points for which the determinants \( \det U_k \) are non-zero.

The next proposition can be derived as a particular case of Theorem B.

**Theorem C.** Let \( 0 \leq \theta_0 < \cdots < \theta_n < \pi \) be any given angles and let \( T \) be a set of arbitrary \( n + 1 \) distinct points in \((-1,1)\). Then there exists a numbering \( t_0, \ldots, t_n \) of the points from \( T \) so that the interpolation problem
\[
\int_{I(\theta_i, t_j)} P = \gamma_{ij}, \quad i = 0, \ldots, n, \quad j = i, \ldots, n,
\]
is poised in \( \Pi_n(\mathbb{R}^2) \).

Further development of recovery of polynomials from their Radon projections is presented in [11], where the chords are taken in equal number in each direction and where parameters that define poised interpolation are given explicitly.

**2.2. Multivariate integration.** Almost 200 hundred years after Gauss proved his celebrated formula there is no yet a multivariate analog of this formula even for simplest domains in the plane. We mean, there is no result saying that for a given domain \( \Omega \) and for every \( n \) a set of nodes \( \{(x_1, y_1), \ldots, (x_n, y_n)\} \) is completely characterized such that the cubature formula
\[
\int_{\Omega} f(x) \, dx \approx \sum_{k=1}^{n} c_k f(x_k, y_k)
\]
has a highest algebraic degree of precision with respect to the space of algebraic polynomials in two variables. The characterization of the extremal nodes is an extremely difficult problem. Partial characterization is given through the common zeros of orthogonal polynomials on \( \Omega \) (see, for example, [22] and the recent book [13]). Explicit formulae of highest degree are derived for the square with the Tchebycheff weight (see [20], [31], [6]). The uniqueness of the set of extremal nodes is not established yet for any domain in the plane.

Consider now an alternative approach. Let \( B \) denote the unit disk on the plane, i.e.,
\[
B := \{(x, y) : x^2 + y^2 \leq 1\}. \]
For given set of chords \( I_1, \ldots, I_n \) in \( B \), we shall study
cubature formulae of the form

\[ \int_B f(x) \, dx \approx \sum_{k=1}^{n} C_k \int_{I_k} f. \]

The question is: \textit{Given }n\textit{, what is the highest degree of precision one can get by a formula (4)?}

Clearly, the maximal algebraic degree of precision of a formula of type (4) (in brief, ADP(4)) satisfies

\[ \text{ADP}(4) \leq 2n - 1. \]

Indeed, if \( \ell_k(x, y) = 0 \) is the equation of the line containing the segment \( I_k \), then

\[ \omega(x, y) := \prod_{k=1}^{n} \ell_k(x, y) \]

is a polynomial of total degree \( n \) and obviously \( \omega^2(x, y) \in \Pi_{2n}(\mathbb{R}^2) \), it vanishes on \( I_k \), \( k = 1, \ldots, n \), and

\[ \omega^2(x, y) \geq 0 \quad \text{on } B. \]

Therefore

\[ \int_B \omega^2(x) \, dx > 0 \quad \text{while} \quad \sum_{k=1}^{n} C_k \int_{I_k} \omega^2 = 0. \]

Thus, the highest degree one can hope to get with a formula of form (4) is \( 2n - 1 \). The following was proved in [8].

![Fig. 8. Gaussian configuration](image)

**Theorem D.** \textit{For every }n\textit{ there exists a unique (up to rotation) cubature formula of type (4) which is exact for all bivariate polynomials of degree less than or equal to }2n - 1\textit{. The extremal cubature formula is based on chords that are parallel to }Oy\textit{ axis and pass through the zeros }\{\eta_k\}_{k=1}^{n}\textit{ of the Tchebycheff polynomial of the second kind }U_n(x)\textit{. The formula is given explicitly by}

\[ \int_{B} \int f(x, y) \, dx \, dy \approx \sum_{k=1}^{n} A_k \int_{-\sqrt{1-\eta_k}}^{\sqrt{1-\eta_k}} f(\eta_k, y) \, dy, \]
with

\[ A_k = \frac{\pi}{n+1} \sin \frac{k\pi}{n+1}, \quad k = 1, \ldots, n. \]

Extension of the last result to the general multivariate case is also given in [8].

3. Interpolation problem. The examples in the previous section show that one can find enough motivation to study approximation problems with respect to data consisting of integral evaluations. We shall consider here interpolation by univariate polynomials based on integrals over subintervals. The following proposition can be easily proved.

**Proposition 1 (The Lagrangean case).** Given the values \( \{\gamma_k\}_{k=0}^n \) and \( n+1 \) non-overlapping intervals

\[ \Delta_k := [a_k, b_k], \quad k = 0, \ldots, n, \]

on the real line \( \mathbb{R} \), there exists a unique \( p \in \pi_n \) such that

\[ \int_{\Delta_k} p(t) \, dt = \gamma_k, \quad k = 0, \ldots, n. \]

The proof is standard: If a polynomial \( p \) from \( \pi_n \) satisfies the homogeneous conditions (i.e., with \( \gamma_k = 0 \), all \( k \)), then it would follow that \( p \) vanishes at least at one point from each subinterval \( \Delta_k, k = 0, \ldots, n \), and consequently \( p \equiv 0 \).

A natural extension of the above interpolation problem would be to impose conditions of the same kind on the derivatives of \( p \), that is, to consider a Hermitean type of interpolation. The following very particular version was proved in [3].

**Proposition 2.** Let \( \nu_1, \ldots, \nu_m \) be any system of integers such that \( \nu_k \in \{1, 2\} \). Let \( n := \nu_1 + \cdots + \nu_m - 1 \). Then for every given set of \( n \) non-overlapping intervals

\[ [a_k, b_k], \quad k = 0, \ldots, n, \]

and values \( f_{k0}, f_{k1}, k = 1, \ldots, m \), there exists a unique polynomial \( p \in \pi_n \), satisfying the interpolation conditions

\[ \frac{1}{b_k - a_k} \int_{a_k}^{b_k} p^{(j)}(t) \, dt = f_{kj}, \quad k = 1, \ldots, m, \quad j = 0, \nu_k - 1. \]

**Proof.** As in the previous problem we need to show that the corresponding homogeneous interpolation problem (with \( f_{kj} = 0 \)) admits only the zero solution \( p \equiv 0 \). Indeed, let us assume that a polynomial \( p \) from \( \pi_n \) satisfies

\[ \frac{1}{b_k - a_k} \int_{a_k}^{b_k} p^{(j)}(t) \, dt = 0, \quad k = 1, \ldots, m, \quad j = 0, \nu_k - 1, \]

If \( a_k = b_k \), then the corresponding interpolation conditions reduce to \( p(a_k) = 0 \) (and \( p'(a_k) = 0 \), in case \( \nu_k = 2 \)). Thus, they imply existence of at least \( \nu_k \) zeros of \( p \) in \( [a_k, b_k] \). Assume that \( a_k < b_k \). Then the condition \( \int_{a_k}^{b_k} p(t) \, dt = 0 \) implies that \( p \) should change its sign in \( (a_k, b_k) \) and thus \( p \) has a zero there. If, in addition, \( \int_{a_k}^{b_k} p'(t) \, dt = 0 \), then \( p(a_k) = p(b_k) \) and evidently \( p \) should have an even number of zeros in \( (a_k, b_k) \) (except in the trivial case \( p(a_k) = p(b_k) = 0 \) when \( p \) vanishes at the end points of \( [a_k, b_k] \) and
changes sigh inside the interval). Therefore, \( p \) has at least one zero in \([a_k, b_k]\) if \( \nu_k = 1 \), or at least two zeros if \( \nu_k = 2 \). Hence, \( p \) will have at least \( n + 1 \) zeros, counting multiplicities, and this implies \( p \equiv 0 \) what was to be shown.

**Remark.** Taking \( \nu_1 = \cdots = \nu_n = 2 \) in the last proposition we derive the existence of a polynomial \( p \in \pi_{2n} \) such that

\[
\int_{a_k}^{b_k} p(x) \, dx = \int_{a_k}^{b_k} p'(x) \, dx = 0, \quad k = 1, \ldots, n.
\]

Since \( p \) has 2 zeros in each subinterval \([a_k, b_k]\), we conclude that \( p(x) > 0 \) outside \( \bigcup_1^n [a_k, b_k] \). The existence of such a polynomial was needed to show that the algebraic degree of precision of (1) is less than \( 2n \).

The general case, of arbitrary multiplicities \( \{\nu_k\} \), was studied in [17]. It is stated there that the Hermite interpolation problem with averaged value conditions (i.e., Proposition 2 with arbitrary multiplicities \( \{\nu_k\} \)) is solvable. Unfortunately the proof given there is not correct. Even more, the following counterexample communicated to us by Petar Petrov shows that such a proposition cannot be true.

**Counterexample.** Consider the polynomial

\[
f(x) = \frac{x^4}{4} - \frac{x^2}{2} + \frac{7}{60}.
\]

We compute

\[
\int_{-1}^{1} f(t) \, dt = \int_{-1}^{1} f'(t) \, dt = \int_{-1}^{1} f''(t) \, dt = \int_{-1}^{1} f'''(t) \, dt = 0.
\]

Further, observe that

\[
f(0) > 0, \quad f(-1) = f(1) < 0.
\]

Thus, \( f \) changes sign at some points \( x_1 < -1 \) and \( x_2 > 1 \) (see Fig. 9). Then one can
choose small subintervals \([a_1, b_1], [a_2, b_2]\) around \(x_1\) and \(x_2\), respectively, so that
\[
\int_{a_k}^{b_k} f(t) \, dt = 0, \quad k = 1, 2.
\]

Adding also the conditions
\[
\int_{-1}^{1} f^{(j)}(t) \, dt = 0 \quad \text{for} \quad j = 0, 1, 2, 3,
\]
we see that the non-zero polynomial \(f\) of degree 4 satisfies 6 averaged value interpolation conditions of Hermitean type on 3 subintervals. Thus the interpolation matrix is singular.

The condition in Proposition 1 that the subintervals \([a_k, b_k]\) are non-overlapping is essential. A simple example can be constructed that shows that the interpolation cannot be regular if we allow the subintervals to overlap. Indeed, take the non-zero polynomial \(p(t) = t\). It satisfies the zero mean value conditions \(\int_{-k}^{k} p(t) \, dt = 0\) on the overlapping subintervals \([-k, k], k = 1, 2, \ldots, n\), for any \(n\), as large as we want.

One can slightly extend Proposition 1, allowing restricted overlapping. The following interpolation result was proved in [3].

Assume that \([a, b]\) is a fixed finite interval and \(\mu(t)\) is a given weight on \([a, b]\) (i.e., a Lebesgue integrable non-negative function such that \(\int_{\alpha}^{\beta} \mu(t) \, dt > 0\) for each subinterval \([\alpha, \beta] \subset [a, b]\) of positive length). For subintervals \(I, J\) of \([a, b]\) we shall write \(I < J\) to denote the fact that \(I \cap J\) has no interior points and \(x \leq y\) for each \(x \in I\) and \(y \in J\). The length of \(I\) will be denoted by \(|I|\).

**Proposition 3.** Let \(u_1, \ldots, u_{2n}\) be a given Tchebycheff system of continuous functions on \([a, b]\) and \(I_1 < \ldots < I_n\), \(J_1 < \ldots < J_n\) be given subintervals of \([a, b]\) such that \(|I_i| = |J_i| = h\), \(i = 1, \ldots, n\), and \(I_i \not= J_j \forall i, j = 1, \ldots, n\). Then the homogeneous interpolation problem

\[
\int_{I_i} \mu(t)u(t) \, dt = \int_{J_i} \mu(t)u(t) \, dt = 0, \quad i = 1, \ldots, n,
\]

has only the zero solution \(u \equiv 0\) in span \(\{u_1, \ldots, u_{2n}\}\).

The proof can be seen in [3] (Lemma 2).

We already mentioned that the Hermitean interpolation problem in its averaged value setting is not regular, in general. But one can formulate multiple interpolation conditions of different kind, under which the problem is solvable in quite general form. We recall here a result of this type from [3] (see Lemma 1). It concerns interpolation with respect to arbitrary Tchebycheff system. We need to recall some definitions.

Let the set of continuous functions \(U_N = \{u_1, \ldots, u_N\}\) constitute a Tchebycheff system on \([a, b]\).

Assume further that \(V_N = \{v_1, \ldots, v_N\}\) (with \(v_1 \equiv 1\)) is a given Markov system of continuous functions on \([a, b]\). Recall that \(V_N\) is said to be a Markov system if the functions \(\{v_1, \ldots, v_k\}\) form a Tchebycheff system for each \(k = 1, \ldots, N\).

For a given set of ordered non-overlapping subintervals \([a_k, b_k]\) such that
\[
b_0 := a \leq a_1 < b_1 \leq \ldots \leq a_n < b_n \leq b =: a_{n+1},
\]
with $h_k := b_k - a_k$, we consider the moments $\mu_{k,\lambda}$ of $f$ with respect to $V_N$. More precisely,

$$\mu_{k,\lambda}(f) := \frac{1}{h_k} \int_{a_k}^{b_k} \mu(t)f(t)v_\lambda(t)dt.$$ 

**Theorem 1.** Given the set $\{[a_k, b_k]\}_1^n$ of non-overlapping subintervals and real numbers $M_{k\lambda}$, $k = 1, \ldots, n$, $\lambda = 0, \ldots, \nu_k - 1$, $\sum_{k=1}^n \nu_k = N$, there exists a unique generalized polynomial $u \in \text{span } U_N$ such that

$$\mu_{k\lambda}(u) = M_{k\lambda}, \quad k = 1, \ldots, n, \quad \lambda = 0, \ldots, \nu_k - 1.$$ 

The construction of the interpolating polynomial even in the simplest Lagrangean case (i.e., that in Proposition 1) does not admit an elegant treatment like in the pointwise interpolation. Of course, one can define generalized divided difference with respect to the averaged values $\{\bar{\mu}_k := \frac{1}{h_k} \int_{a_k}^{b_k} \mu(t)f(t)dt\}_{k=0}^n$ as the leading coefficient in the corresponding interpolating polynomial and then write the interpolating polynomial in Newton’s form. But there is no simple way of computation of these divided differences. The fundamental Lagrangean polynomials $\{\ell_k(t)\}$, defined by

$$\int_{a_j}^{b_j} \ell_k(t) dt = \delta_{kj},$$

can be computed via the recurrence relation (see [17])

$$p_k(t) = x^n - \sum_{j=0, j \neq k}^n \ell_j(k; t)\bar{\mu}_j[x^n]$$

$$\ell_k(t) = \frac{p_k(t)}{\mu_k[p_k]}$$

where $\ell_j(k; t)$ is the $j$th fundamental polynomial of degree $n - 1$ for the subset of subintervals obtained from the original one, deleting the $k$th subinterval, and $\{\bar{\mu}_j\}$ are the averaged values defined for the reduced set of subintervals. This way of construction of the interpolating polynomial also needs serious computation work.

**4. Interval quadrature formulae**

**4.1. Existence.** Now let us go back to the Gaussian quadrature formula (1) based on averaged values. Having the type fixed, the first question to ask is about the existence of a quadrature of highest algebraic degree of precision (ADP). More precisely, does there exist a quadrature formula using integrals over $n$ subintervals of $[a, b]$ of ADP equal to $2n - 1$. The question was studied in [23], [26], [27], [17]. The following existence theorem was proved in [26]:

**Let $\tau_1, \ldots, \tau_n$ be the nodes of the classical Gauss quadrature formula. Then for every $a_k < \tau_k$, sufficiently close to $\tau_k$, $k = 1, \ldots, n$, there exists $b_k$, $\tau_k < b_k$, such that the interpolatory quadrature formula based on the subintervals $\{[a_k, b_k]\}_{k=1}^n$ is of degree of precision $2n - 1$.**
In other words, in a neighborhood of the Gauss nodes (the zeros of the corresponding orthogonal polynomial) one can find small subintervals that produce interval Gaussian quadrature.

Existence of interval Gaussian quadratures can be derived from a result in [1] which deals with the relation between the Hobby-Rice theorem and the Gauss formula. Let us recall the Hobby-Rice theorem:

**Given any system of integrable functions** $\varphi_1, \ldots, \varphi_n$ on $[a, b]$, **there exists points** $x_1 < \cdots < x_m$ in $(a, b)$, $m \leq n$, **such that**

$$\int_a^b \varphi_k(t) \text{sign} \prod_{j=1}^m (t - x_j) \, dt = 0 \quad \text{for} \quad k = 1, \ldots, n.$$ 

In [1], a non-symmetric extension of Hobby-Rice theorem was presented for Tchebycheff systems. To be more clear, and since we shall need it, we give it here in detail.

For given $x := (x_1, \ldots, x_n)$, $a := x_0 < x_1 < \cdots < x_n < x_{n+1} := b$, and functions $\mu_i(t) \geq 0$, $i = 1, 2$, set

$$[f(t)](\mu_1, \mu_2) := \begin{cases} 
\mu_1(t)f(t) & \text{if } f(t) \geq 0, \\
\mu_2(t)f(t) & \text{if } f(t) < 0.
\end{cases}$$

In case $\mu_1 = \mu_2 \equiv 1$ we evidently have $[f(t)](\mu_1, \mu_2) = f(t)$. The function

$$\sigma(\mu_1, \mu_2; t) := \left[ \text{sign} \prod_{j=1}^m (x - x_j) \right]_{(\mu_1, \mu_2)}$$

is a kind of **generalized sign function**.

**Fig. 10. A generalized sign function**

**Theorem 2.** Let $\{u_1, \ldots, u_n\}$ be an arbitrary Tchebycheff system of integrable functions on $[a, b]$. Then for any fixed pair of weight functions $\mu_1(t), \mu_2(t)$ on $[a, b]$ there exists a unique system of canonical points $x_1 < \cdots < x_m$ in $(a, b)$ with $m \leq n$ such that

$$\int_a^b u_k(t) \left[ \text{sign} \prod_{j=1}^m (x - x_j) \right]_{(\mu_1, \mu_2)} \, dt = 0$$

for each $k = 1, \ldots, m$. Moreover, $m = n$.

We shall derive from this theorem existence of interval Gaussian formulae.
Corollary 1. Let \( u_1, \ldots, u_{2n} \) be any Tchebycheff system on \([a, b]\) of continuous functions. Then there exists \( h_1 > 0, \ldots, h_n > 0 \) and a quadrature of type (1) which integrates exactly every generalized polynomial \( u(t) \) from \( U_{2n} := \text{span} \{ u_1, \ldots, u_{2n} \} \).

\[ M \sum_{k=1}^{n} \int_{x_{2k-1}}^{x_{2k}} u(t) \, dt = \sum_{j=0}^{n} \int_{x_{2j}}^{x_{2j+1}} u(t) \, dt, \quad \forall u \in U_{2n}. \]

Adding the sum appearing on the left hand side once more to both sides of the equality we obtain

\[ \sum_{k=1}^{n} (M + 1) \int_{x_{2k-1}}^{x_{2k}} u(t) \, dt = \int_{a}^{b} u(t) \, dt, \quad \forall u \in U_{2n}, \]

which is an interval Gaussian formula based on the subintervals

\[ [x_{2k-1}, x_{2k}], \quad k = 1, \ldots, n. \]

The existence is proved.

Note here that letting \( M \) tend to infinity, one can show that \( x_{2k-1} \) and \( x_{2k} \) tend to the same point \( t_k \), while \((M + 1)(x_{2k} - x_{2k-1})\) approach some finite numbers \( c_k \). Thus, as a limit case of the last quadrature we can obtain the Krein extension of the Gauss formula (i.e., Gaussian formula for a Tchebycheff system)

\[ \sum_{k=1}^{n} c_k u(t_k) = \int_{a}^{b} u(t) \, dt, \quad \forall u \in U. \]

In the existence results we mentioned above the lengths of the subintervals are not specified. These results do not imply the existence of a Gaussian quadrature for any specified set of admissible lengths \( h \in H \). An existence theorem of a quite general form was proved in [3]. We shall give it below. First we pay attention to the trivial case when the subintervals constitute simply a partition of \([a, b]\). So, if \( h_1 + \cdots + h_n = b - a \), taking as coefficients \( c_1 = \cdots = c_n = 1 \) we obtain a formula (of type (1), with \( a_k = h_k \),

\[ a=x_0 \quad x_1 \quad x_2 \quad x_{2k-1} \quad x_{2k} \quad b=x_{2n+1} \]

Fig. 11. Non-symmetric sign function
by Proposition 1, there exist polynomials \( p \) which is exact for all polynomials of degree \( 2n - 1 \). Moreover, these are the only coefficients that produce a formula of ADP = 2. Indeed, by Proposition 1, there exist polynomials \( p_k \) of degree \( n - 1 \) satisfying the conditions

\[
\int_{I_i} p_k(x) \, dx = \delta_{ik}.
\]

Then \( c_k = \int_a^b p_k(x) \, dx \) and thus the coefficients \( \{c_k\} \) are determined uniquely.

In the sequel we assume that the total length of the subintervals is less than the length of \( [a, b] \). To simplify the presentation we introduce some notations.

For a given finite interval \([a, b]\), we introduce the set \( H \) of admissible lengths \( h = (h_1, \ldots, h_n) \),

\[
H := \left\{ h \in \mathbb{R}^n : h_k \geq 0, k = 1, \ldots, n, \sum_{k=1}^n h_k < b - a \right\}
\]

and the associated set

\[
D = D(h) := \{ x \in \mathbb{R}^n : a < x_1 \leq x_1 + h_1 < \cdots < x_n \leq x_n + h_n < b \}
\]

do of admissible nodes.

**Theorem 3 (General Existence Theorem).** Let \( \nu_1, \ldots, \nu_n \) be arbitrary positive even integers and \( \sum_{k=1}^n \nu_k = N \). For any weight function \( \mu(t) \) on \([a, b]\) and any set of lengths \( h \in H \), there exists a generalized Gaussian interval quadrature formula of the form

\[
\int_a^b \mu(t)u(t) dt \approx \sum_{k=1}^n \sum_{\lambda=0}^{\nu_k-2} a_{k,\lambda} \frac{1}{d_k - c_k} \int_{c_k}^{d_k} \mu(t)u(t)\nu_{\lambda}(t) \, dt,
\]

where \( a_{k,\lambda} > 0, \nu_k = 2 \) or \( \neq 0, \nu_k > 2 \) for \( k = 1, 2, \ldots, n \).

The proof is based on the Borsuk Antipodal Theorem. It can be seen in [3] (Theorem 1). Let us give separately the most important particular case, when \( \nu_1 = \cdots = \nu_n = 2 \).

**Corollary 2.** Let \( u_1, \ldots, u_{2n} \) be any Tchebycheff system of continuous functions on \([a, b]\) and \( \mu(t), \nu(t) \) be weight functions on \([a, b]\). Then, for every given system of lengths \( h_1 \geq 0, \ldots, h_n \geq 0 \)

there exists a quadrature formula of the form

\[
\int_a^b \mu(t)u(t) dt \approx \sum_{k=1}^n c_k \frac{1}{h_k^2} \int_{x_k}^{x_k+h_k} \nu(t)u(t) \, dt
\]

which is exact for all \( u \in \text{span} \{u_1, \ldots, u_{2n}\} \).

Here \( h_k^2 := \int_{x_k}^{x_k+h_k} \nu(t) \, dt \).
4.2. Uniqueness. The uniqueness of the Gaussian formula (1) was established first in the particular case when the lengths of all subintervals are equal. The proof in [3] covers the case of weighted integration of arbitrary Tchebycheff space \( U_{2n} := \text{span} \{u_1, \ldots, u_{2n} \} \). We give it below.

**Theorem 4.** Let \( \mu(t) \) be an arbitrary weight function on \([a, b]\). Then for each natural \( n \) and \( 0 < h \leq (b - a)/n \), there exists a unique set of non-overlapping subintervals \( \Delta_k \), \( k = 1, \ldots, n \), of the same length \( h \) such that the interpolatory quadrature formula

\[
\int_a^b \mu(t) f(t) \, dt \approx \sum_{k=1}^n A_k \int_{\Delta_k} \mu(t) f(t) \, dt
\]

is exact for each \( u \in U_{2n} \).

**Proof.** The existence follows from Theorem 3. The main ingredient of the proof of the uniqueness is Proposition 3, concerning interval interpolation in case we allow certain kind of overlapping. Having Proposition 3, the rest of the proof is just an elegant conclusion. We shall sketch it here.

Assume that there are two different quadrature formulae with node subintervals \( \{I_k\} \), \( \{J_k\} \) and coefficients \( \{A_k\} \), \( \{B_k\} \), respectively, that are exact for any \( u \in U_{2n} \). By Theorem 3, \( A_k > 0 \) and \( B_k > 0 \) for all \( k \). Since the quadratures are different, then there is at least one subinterval from the first group, say \( I_m \), which is distinct from every subinterval from the second group \( \{J_k\} \). By Proposition 3, there exists a generalized polynomial \( w_m \in U_{2n} \) such that

\[
\int_{I_m} \mu(t) w_m(t) \, dt = 1, \quad \int_{\Delta} \mu(t) w_m(t) \, dt = 0
\]

for any other subinterval \( \Delta \neq I_m \). Then, by the first quadrature (based on \( \{I_j\} \)),

\[
\int_a^b \mu(t) w_m(t) \, dt = A_m > 0
\]

while by the other one (based on \( \{J_k\} \)) the same integral equals 0. The contradiction shows the uniqueness.

In the pointwise setting the Gauss formula for the algebraic system is closely related to orthogonal polynomials. A similar relation takes place also in the averaged value setting in case the lengths of the subintervals are equal. To explain this relation more precisely, let us assume that \( [a, b] = [0, 1] \) and \( h = 1/m \) with some \( m \geq n + 1 \). Then (see Theorem 4 in [3]) the quadrature formula

\[
\int_0^1 f(x) \, dx \approx \sum_{k=1}^n a_k \int_{x_k}^{x_{k}+h} f(t) \, dt
\]

is exact for every \( f \in \pi_{2n-1} \) if and only if the polynomial \( \omega(x) := \prod_{k=1}^n (x - x_k) \) is orthogonal to any polynomial of degree \( \leq n - 1 \) with respect to the discrete inner product

\[
(f, g) := \sum_{j=0}^{m-1} f(j/m) g(j/m).
\]

The following uniqueness theorem was established recently in [5].
For a given weight function $\mu(t)$ on $[a, b]$, points $\{x_k\}$, and lengths $h \in H$, let us set
\[ I_k[g] := \int_{x_k}^{x_k+h_k} \mu(t) g(t) \, dt, \quad I_k^\circ := I_k[1]. \]
In case $h_k = 0$ the quantity $I_k[f]/I_k^\circ$ is defined by continuity, that is,
\[ \frac{1}{I_k} I_k[f] \bigg|_{h_k=0} := \lim_{h_k \to 0} \frac{1}{I_k} I_k[f] = f(x_k). \]

We shall consider the Gauss problem with respect to an Extended Tchebycheff system. Let us first recall that $u_1, \ldots, u_{2n}$ is an Extended Tchebycheff system of order $m$ in $[a, b]$ if every non-zero generalized polynomial $a_1 u_1(x) + \cdots + a_{2n} u_{2n}(x)$ has at most $2n - 1$ zeros counting multiplicities up to order $m$.

**Theorem 5.** Let $u_1, \ldots, u_{2n}$ be any Extended Tchebycheff system of order 2 of continuously differentiable functions on $[a, b]$ and let $\mu$ be an integrable function on $[a, b]$ which is continuous and positive on $(a, b)$. Then, for every given set of numbers $h \in H$ there exists a unique set of nodes $x \in D(h)$ such that
\[ \int_a^b \mu(t) f(t) \, dt = \sum_{k=1}^{n} a_k \frac{1}{I_k^\circ} \int_{x_k}^{x_k+h_k} \mu(t) f(t) \, dt \]
for every $f$ from the space $U_{2n} := \text{span} \{u_1, \ldots, u_{2n}\}$.

Next we comment on the proof of this uniqueness theorem.

The problem can be reduced (in various ways) to a system of non-linear equations
\[ F_j(h_1, \ldots, h_n; x_1, \ldots, x_n) = 0, \quad j = 1, \ldots, n, \]
in unknowns $x_1, \ldots, x_n$ over $D(h)$, i.e., over the set
\[ a < x_1 \leq x_1 + h_1 < x_2 \leq x_2 + h_2 < \cdots < x_n \leq x_n + h_n < b. \]
The techniques of proving uniqueness of the solution of a system of non-linear equations are analogues of the techniques used in the univariate case. For example, the usual tool to show that the equation $f(t) = 0$ has a unique solution in $[a, b]$ is to check the conditions:
\[ f(a)f(b) < 0, \quad f'(t) > 0 \quad \text{on} \quad (a, b). \]
The essential part is the constant sign of the derivative. The multivariate analogue of this is the condition
\[ \det \left\{ \frac{\partial F_j(x)}{\partial x_i} \right\}_{i=1,j=1}^{n,n} \neq 0 \quad \forall x \in D(h). \]
This is a very strong requirement and difficult to check. There is not much chance to prove uniqueness of the solution of interesting systems using the above mentioned simple argument. However, there is another approach which can be applied to a wider class of problems. Its univariate analogue consists of the following: If $f'(\xi) > 0$ at every point $\xi$ from $(a, b)$ such that $f(\xi) = 0$, then $\xi$ is unique. Indeed, if $f$ is increasing at every point where its graph crosses the real axis, then it may cross the axis only once (see Fig. 12). Thus, instead of requiring monotonicity of the function on the whole interval, it is enough to have monotonicity of the same kind only at the zeros. In the multivariate case this
idea is realized through the topological degree of continuous mappings. Let us describe it. Some definitions will be needed.

Let \( D \) be a bounded open subset of \( \mathbb{R}^n \) with closure \( \bar{D} \) and boundary \( \partial D \). Let the map \( \Phi : \bar{D} \to \mathbb{R}^n \) be continuous. For \( c \in \mathbb{R}^n \) and \( c \notin \Phi(\partial D) \) we shall denote by \( \deg(\Phi, D, c) \) the topological degree of \( \Phi \) with respect to \( D \) and \( c \) (see [24], [29]).

Next we recall some properties of the degree which will be exploited in our proof (see [24], pp. 148 – 162).

(i) **Kronecker Theorem.** Let \( D \) be a bounded open subset of \( \mathbb{R}^n \) and \( \Phi \) a continuous map from \( \bar{D} \) into \( \mathbb{R}^n \). If \( c \notin \Phi(\partial D) \) and if \( \deg(\Phi, D, c) \neq 0 \), then the equation \( \Phi(x) = c \) has a solution in \( D \).

(ii) **Homotopy Invariance Theorem.** Let \( \Phi(x, \alpha) \) be a continuous map defined on \( \bar{D} \times [0, 1] \) with \( \Phi(x, \alpha) \neq c \) for any \( x \in \partial D, 0 \leq \alpha \leq 1 \). Then \( \deg(\Phi(\cdot, \alpha), D, c) \) is a constant independent of \( \alpha \).

(iii) Suppose that \( \Phi \in C^1(D), c \notin \Phi(\partial D) \) and \( \det(\Phi'(x)) \neq 0 \) for any \( x \in D \) such that \( \Phi(x) = c \). Then there exist only a finite number of points \( x^{(i)} \) for which \( \Phi(x^{(i)}) = c \) and

\[
\deg(\Phi, D, c) = \sum_i \text{sign} \det(\Phi'(x^{(i)})).
\]

The method of topological degree can be used to prove existence and uniqueness of the solution of a given non-linear system. To do this one proceeds in the following way. Let \( \Phi(x) = 0 \) be the system of equations with respect to \( x \) in \( D \). Introduce an appropriate family of systems \( \Phi(x; \alpha) = 0 \) parameterized by \( \alpha \in [0, 1] \) (and depending continuously on \( \alpha \)) so that the system \( \Phi(x; 0) = 0 \) has a unique solution and

\[
\Phi(x; 1) \equiv \Phi(x).
\]

Assume that \( \Phi(x; \alpha) \) is a continuously differentiable function of \( x \) in \( D \) for each \( \alpha \in [0, 1] \). Assume that

\[
0 \notin \Phi(\partial D(\alpha); \alpha) \quad \forall \alpha \in [0, 1],
\]

\[
\det \Phi'(x; \alpha) > 0 \quad \text{for any } x \in D \text{ such that } \Phi(x; \alpha) = 0.
\]

Then, according to property (iii) of the degree

\[
\deg(\Phi(\cdot; 0), D, 0) = 1.
\]
Further, by the Homotopy Invariance Theorem
\[ \deg (\Phi(\cdot, \alpha), D, 0) = 1 \text{ for every } \alpha \in [0, 1], \]
and then, by the Kronecker Theorem, the system \( \Phi(x; \alpha) = 0 \) has a solution for every \( \alpha \in [0, 1] \). Again by property (iii) this solution is unique. Therefore, the original system
\[ \Phi(x; 1) = \Phi(x) = 0 \]
has a unique solution.

The particular case of Theorem 4, dealing with a constant weight \( \mu(t) \) and algebraic polynomials, was proved in [4] using the method of topological degree. Actually, the method was used repeatedly, step by step, in order to reach the system of equations defined by preassigned lengths \( h \), starting from the system of equations that corresponds to the classical Gauss formula (i.e., that one defined by lengths \( h_1 = \cdots = h_n = 0 \)). Let us sketch the idea of proof. As we already mentioned the problem is reduced to the study of a non-linear system of equations
\[ F_j(x; h) := F_j(x_1, \ldots, x_n; h_1, \ldots, h_n) = 0, \quad j = 1, \ldots, n, \]
in unknowns \( x_1, \ldots, x_n \) over \( D(h) \). The lengths \( h \) are fixed. First we introduce a family of maps
\[ \Phi(x; \alpha) := (F_1(h(\alpha); x), \ldots, F_n(h(\alpha); x)), \quad \alpha \in [0, 1], \]
parameterized by \( \alpha \), and defined respectively on \( D(h(\alpha)) \) where
\[ h(\alpha) := (\alpha h_1, \ldots, \alpha h_n). \]
For \( \alpha = 0 \) we get a system of equations that defines uniquely the nodes of the usual Gauss quadrature formula, and consequently one can easily verify that
\[ \deg (\Phi, D(h(0), 0) = 1. \]

Next we prove that
\[ \det \Phi'(x; \alpha) > 0, \quad \alpha \in [0, 1], \]
at any solution \( x(\alpha) \) of the system \( \Phi(x; \alpha) = 0 \) in \( D(h(\alpha)) \). Clearly,
\[ D(h(\alpha_2)) \subset D(h(\alpha_1)) \text{ for } \alpha_1 < \alpha_2. \]

Thus, it could happen that the unique solution \( x(0) \) corresponding to the system \( \Phi(x, 0) = 0 \) does not belong to \( D(h(1)) = D(h) \). Then we cannot use the map \( \Phi(x; 0) \) as initial one in the method of topological degree since the system \( \Phi(x; 0) = 0 \) has no solution in \( D(h) \). To overcome this obstacle we prove first that if \( h \in H_\varepsilon \) for some \( \varepsilon > 0 \), where
\[ H_\varepsilon := \{ h \in H : \sum_{k=1}^{n} h_k \leq b - a - \varepsilon \}, \]
then there exists an absolute number \( \varepsilon_0 > 0 \) (depending only on \( \varepsilon \)) such that any solution of the system
\[ F_j(x; h) = 0, \quad j = 1, \ldots, n, \]
satisfies the restrictions
\[ x_1 - a > \varepsilon_0, \quad x_{j+1} - x_j - h_j > \varepsilon_0, \quad j = 1, \ldots, n - 1, \quad b - x_n - h_n > \varepsilon_0. \]
Next we notice that if $x$ is a solution of the system $\Phi(x; \alpha) = 0$ for some $\alpha \in [0, 1)$, then it belongs to $D(h(\alpha + \delta))$ with sufficiently small $\delta > 0$ (which can be computed on the basis of $\varepsilon_0$). Thus we can apply the method of topological degree starting from $\alpha = 0$ and proving existence and uniqueness of the solution for $\alpha = \delta$. Then using this result as initial one we prove the existence and uniqueness of the solution for $\alpha = 2\delta$ and so on, until we reach $\alpha = 1$.

This repeatedly used application of the method of topological degree is actually the main contribution of [4] to the study of non-linear systems. It was adopted later in [19] for the proof of the existence and uniqueness of the Gaussian interval quadrature formulae with Jacobi weight function. Numerical algorithms for finding the location of the optimal subintervals were presented in [19].

A crucial moment in the application of the method of topological degree is proving that $\det \Phi'(x; \alpha) \neq 0$ at the solutions of the corresponding system. This was done in [4] in the case the weight $\mu(t)$ is constant. Technical difficulties occur in the computation of $\det \Phi'$ when $\mu(t)$ is an arbitrary weight. Recently, a new system was derived in [5] that describes the node intervals of the Gaussian interval quadrature in the general case, namely, with any weight function and with respect to any fixed Tchebycheff system. For convenience, we shall use the same notations as in the above for this new system and its parametrization $\Phi(x; \alpha)$. The specific form of the new equations makes it possible to show that

$$\det \Phi'(x(\alpha); \alpha) \neq 0$$

for every solution $x(\alpha)$ of the system $\Phi(x; \alpha) = 0$. Thus the proof of the existence and uniqueness of the solution can be completed as in the previous case by a repeated application of the method of topological degree starting from the case $\alpha = 0$ that was covered by Krein’s theorem. It was noted in [5] however that there is another, simpler and direct way based on the Implicit Function Theorem (IFT). We shall describe it below as a separate proposition.

**Theorem 6.** Let $D(\alpha), \alpha \in [0, 1]$, be nested bounded open subsets of $\mathbb{R}^n$, i.e., such that $D(1) \subset D(\alpha_2) \subset D(\alpha_1) \subset D(0)$ for $0 \leq \alpha_1 \leq \alpha_2 \leq 1$,

and let $D(\alpha)$ depends continuously on $\alpha \in [0, 1]$ (i.e., the Hausdorff distance between $D(\alpha)$ and $D(\beta)$ tends to zero as $\alpha \rightarrow \beta$). Let $\Phi(x, \alpha)$ be a continuous map defined on $\bar{D}(\alpha) \times [0, 1]$ with $\Phi(x, \alpha) \neq 0$ for any $x \in \partial D(\alpha)$, $0 \leq \alpha \leq 1$. Suppose that, for every $\alpha \in [0, 1]$, $\Phi \in C^1(D(\alpha))$, $0 \notin \Phi(\partial D(\alpha))$ and $\det (\Phi'(x)) \neq 0$ for any $x \in D(\alpha)$ such that $\Phi(x; \alpha) = 0$. Assume that the system of equations $\Phi(x; 0) = 0$ has a unique solution $x(0)$ in $D(0)$. Then the system $\Phi(x; 1) = 0$ has a unique solution in $D(1)$.

**Proof.** The existence follows from the IFT since the solution $x(0)$ can be extended to a solution $x(\alpha)$ of the system $\Phi(x; \alpha) = 0$ for any $\alpha, 0 \leq \alpha \leq 1$. Note that $x(\alpha)$ will belong to $D(\alpha)$ for every $\alpha$. Indeed if, say $x(\beta)$ is outside $D(\beta)$ for some $\beta \in (0, 1]$, then, since $x(0) \in D(0)$ by assumptions and since $D(\alpha)$ changes continuously with $\alpha$, we should have $x(\alpha) \in \partial D(\alpha)$ for some $\alpha \in (0, \beta)$. But this contradicts the assumptions.

The uniqueness also follows from the IFT. Indeed, assume that the system $\Phi(x; 1) = 0$ has two distinct solutions $x(1)$ and $y(1)$. Any of these solutions can be extended uniquely
to $x(\alpha), y(\alpha)$ for every $\alpha$ starting from 1 and going back to 0. On one hand, $x(1) \neq y(1)$, and on the other hand, according to the assumption, $x(0) = y(0)$. Let $\beta$ be the largest number in $[0, 1)$ for which $x(\beta) = y(\beta)$. Then there must be two distinct extensions of $x(\alpha)$ in a neighborhood of $\beta$ which contradicts the IFT. The proof is complete.

The proof of Theorem 4 now follows immediately as an application of the method presented in Theorem 5 introducing the parameterized family of systems corresponding to $h(\alpha) := (\alpha h_1, \ldots, \alpha h_n)$, for $\alpha \in [0, 1]$, and taking into account that Krein’s theorem guarantees the existence and uniqueness of the solution in the initial case $\alpha = 0$.

The following particular case of Theorem 5 deserves to be mentioned.

**Corollary 3.** Let $\mu$ be any integrable function on $[a, b]$ which is continuous and positive on $(a, b)$. Then, for every given set of non-negative numbers $h$ satisfying the condition

$$h_1 + \cdots + h_n \leq b - a,$$

there exists a unique set of nodes $x \in D(h)$ and coefficients $\{a_k\}$ such that

$$\int_a^b \mu(t)f(t)\, dt = \sum_{k=1}^n a_k \int_{x_k}^{x_k+h_k} \mu(t)f(t)\, dt$$

for every algebraic polynomial of degree less than or equal to $2n - 1$.
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