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Abstract. Using the Nevanlinna representation of the reciprocal of the Cauchy transform of
probability measures, we introduce a two-parameter transformation UT of probability measures
on the real line R, which is another possible generalization of the t-transformation. Using that
deformation we define a new convolution by deformation of the free convolution.

The central limit measure with respect to the T-deformed free convolutions is still a Kesten
measure, but the Poisson limit depends on the two parameters and is different from the Poisson
measures for (a, b)-deformation.

We also show that the T-deformed free convolution is different from the convolution obtained
as the deformed conditionally free convolution of Bożejko, Leinert and Speicher. Thus the T does
not satisfy the Bożejko property.

1. Introduction. In this paper we are going to introduce a transformation of prob-
ability measures on the real line R, which is another possible generalization of the
t-transformation investigated in [BW1] (see also [BW2], [Wo1]). We will call it the T-
transformation.

The definition still bases on the reciprocals of the Cauchy transforms as for the t-trans-
formation, but we will use two parameters, the diagonal graph of which gives the original
t-transformation. To define this transformation we will use the Nevanlinna representation
of the reciprocal of the Cauchy transform of probability measures, in contrast to the
(a, b)-transformation, [KY2], where we have used the Maassen representation.

Using that deformation we define a new convolution by deformation of free convolution
in Section 4.
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The central limit measure with respect to the T-deformed free convolution is the
same as the one for the original t-deformation and (a, b)-deformation. Because the T-
deformation does not commute with the dilation of measures, proof of the central limit
theorem in not as immediate as was for the (a, b)-deformation. We prove the central limit
theorem for the T-deformation of free convolution in Section 5.

The Poisson limit depends on the two parameters and is different from the Poisson
measure for the (a, b)-deformation. In Section 6 we calculate the Poisson measure for the
T-deformed free convolution.

The subsequent sections are devoted to the study of the deformation of the condi-
tionally free convolution. In Section 7 we show that the T-deformed free convolution is
different from the convolution obtained as the deformed conditionally free convolution.

In the last section we prove the central limit theorem and Poisson limit theorem for
the N -fold T-deformed convolution arising from the conditionally free convolution and
show that the central limit measure is still the Kesten measure κt. An explicit formula
of the Poisson measure is also given.

2. Preliminaries

2.1. The Cauchy transform. Let µ be a probability measure on the real line R, µ ∈
Prob(R). We then denote by Gµ(z) the Cauchy transform of the measure µ, for z ∈ C+ =
{z ∈ C : Im z > 0}, defined as follows

Gµ(z) =
∫ +∞

−∞

dµ(x)
z − x

.

The Cauchy transform Gµ(z) is analytic in the open upper half plane C+ = {z ∈
C : Im z > 0} and takes values in the open lower half plane C− = {z ∈ C : Im z < 0},
Gµ(z) : C+ → C−.

Remark 1. For compactly supported probability measures µ the Cauchy transform
Gµ(z) and the generating function of moments of µ for z in some neighbourhood of
zero

Mµ(z) =
∞∑
n=0

mµ(n)zn

are related by

Mµ(z) =
1
z
Gµ

(
1
z

)
. (2.1)

Theorem 1 (Nevanlinna theorem). A function F is the reciprocal of the Cauchy trans-
form of some probability measure µ, that is, F(z) = 1

Gµ(z) , if and only if there exist a
unique real number α and a unique positive measure ρ such that for z ∈ C+

1
Gµ(z)

= F(z) = α+ z +
∫ ∞
−∞

1 + x z

x− z
dρ(x). (2.2)

We will call the representation (2.2) the Nevanlinna representation.

For a proof of this fact see for instance [Do], [Bh].
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Proposition 1. The constant α in the Nevanlinna representation of the reciprocal of the
Cauchy transform of the measure µ is equal to Re

(
1

Gµ(i)

)
. We will call it the Nevanlinna

constant of the measure µ.

Proof. Using the Nevanlinna representation for z = i we obtain

Fµ(i) = α+ i+
∫ ∞
−∞

1 + x i

x− i
dρ(x),

and because
1 + x i

x− i
=
x+ i+ x2 i− x

x2 + 1
=
i+ x2 i

x2 + 1
= i,

we have

Fµ(i) =
1

Gµ(i)
= α+ i+ i ρ(R).

Taking the real part we obtain Re
(

1
Gµ(i)

)
= α.

We will also use the representation of the Cauchy transform coming from the following
lemma proved by Maassen ([Ma], see also [Ak], [AG]) which characterizes the reciprocals
of the Cauchy transforms of measures with finite variance:

Lemma 1. A holomorphic function F : C+ → C+ is the reciprocal of the Cauchy trans-
form of a probability measure µ with finite second moment if and only if there exists a
positive finite Borel measure τ on R and real constant α0 such that for z ∈ C+

F (z) = z − α0 +
∫ ∞
−∞

dτ(x)
x− z

, z ∈ C+. (2.3)

Remark 2. The representation (2.3) of the reciprocal F (z) of the Cauchy transform
of some probability measure µ with finite second moment will be called the Maassen
representation. The constant α0 is equal to the first moment of the measure µ.

It is known, see Akhiezer [Ak] and Akhiezer and Glazman [AG], that we have the
following connection between measures in Nevanlinna and Maassen representations:

Remark 3. Let the reciprocal of the Cauchy transform of a probability measure µ be
represented in both Nevanlinna form (2.2) and in the Maassen form (2.3). Then

dτ(x) =
∫ x

−∞
(1 + u2) dρ(u).

Remark 4. Assume that the measure µ has the first moment equal to zero and the
Maassen representation

Fµ(z) = z +
∫ ∞
−∞

1
x− z

dτ(x).

The Nevanlinna constant of the measure µ is equal to

Re
(

1
Gµ(i)

)
= Re

∫ ∞
−∞

1
x− i

dτ(x) =
∫ ∞
−∞

x

x2 + 1
dτ(x).
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Lemma 2. Assume that the measure µ is symmetric and determined by its moments and
has the Maassen representation

Fµ(z) = z +
∫ ∞
−∞

1
x− z

dτ(x).

Then the Maassen measure τ is also symmetric and determinate. Moreover, the Nevan-
linna constant of the measure µ is equal to zero.

Proof. For the Cauchy transform of a symmetric measure µ we have

Gµ(z) = −Gµ(−z), z ∈ C \ R

which means that for the Maassen representation we also have

z +
∫ ∞
−∞

1
x− z

dτ(x) = z −
∫ ∞
−∞

1
x+ z

dτ(x),

which implies that ∫ ∞
−∞

1
x− z

dτ(x) = −
∫ ∞
−∞

1
x+ z

dτ(x),

that is, for z ∈ C+

Gτ (z) = −Gτ (−z),

so the measure τ is symmetric. Using theorems from [ST] we obtain that the measure τ
is also determinate.

Moreover, by Remark 4 we have

Re
(

1
Gµ(i)

)
=
∫ ∞
−∞

x

x2 + 1
dτ(x) = 0.

Recall that for a probability measure µ and positive number λ we denote by Dλµ the
dilation by λ, i.e.

Dλµ(A) = µ(λ−1A).

Let us note that we have the following relation between moments of a measure µ and
of its dilation Dλµ

mDλµ(n) = λnmµ(n). (2.4)

Moreover, we have the following

Remark 5. The Cauchy transform of a probability measure µ and the Cauchy transform
of its dilation are related by

GDλµ(z) =
1
λ
Gµ

(
z

λ

)
.

Proposition 2. Assume that a probability measure µ has its first moment equal to 0
and the following Maassen representation for z ∈ C+:

Fµ(z) = z +
∫ ∞
−∞

1
x− z

dτµ(x).
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Then

Re
(

1
GDλµ(i)

)
= λ2

∫ ∞
−∞

x

x2 + 1
dDλτµ(x).

Proposition 3. Assume that a probability measure µ has mean zero and the following
Maassen representation

Fµ(z) = z +
∫ ∞
−∞

1
x− z

dτµ(x)

with the measure τµ such that the absolute first moment exists (that is,
∫∞
−∞ |x|dτµ(x)

<∞). Then for λ > 0 ∣∣∣∣Re
(

1
GDλµ(i)

)∣∣∣∣ ≤ λ3

∫ ∞
−∞
|x|dτµ(x).

In particular, for λ→ 0

Re
(

1
GDλµ(i)

)
= o(λ2).

Proof. From Proposition 2 we obtain that

Re
(

1
GDλµ(i)

)
= λ2

∫ ∞
−∞

x

x2 + 1
dDλτµ(x).

Since ∣∣∣∣∫ ∞
−∞

x

x2 + 1
dDλτµ(x)

∣∣∣∣ = ∣∣∣∣∫ ∞
−∞

λx

λ2 x2 + 1
dτµ(x)

∣∣∣∣ ≤ λ ∫ ∞
−∞

∣∣∣∣ x

λ2 x2 + 1

∣∣∣∣dτµ(x)
≤ λ

∫ ∞
−∞
|x|dτµ(x),

we have ∣∣∣∣Re
(

1
GDλµ(i)

)∣∣∣∣ ≤ λ3

∫ ∞
−∞
|x|dτµ(x).

2.2. Free convolution. We are going to recall some basic facts on the free convolution
[VDN], [HiP].

The free convolution µ1 � µ2 is linearized by the series of free cumulants R�
µ1

(n)
and R�

µ2
(n). These series are related to the respective measures by the Speicher [Sp]

moment-cumulant formulae

mµi(n) =
∫
xn dµi(x) =

∑
π∈NC(n)

R�
µi(π) =

∑
π∈NC(n)

π={B1,...,Bk}

k∏
j=1

R�
µi(|Bj |), (2.5)

where NC(n) is the set of noncrossing partitions of the set {1, . . . , n}. Solving the above
equation for R�

µi(n) we obtain

R�
µi(n) = mµi(n)−

∑
π∈NC(n)
π 6=(1,...,n)

R�
µi(π) = mµi(n)−

∑
π∈NC(n)
π 6=(1,...,n)

k∏
i=1

R�
µi(|Bi|), (2.6)

where (1, . . . , n) denotes the partition with one block containing all the points.
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Remark 6. The first free cumulant of a probability measure µ is equal to the mean
of µ. The second free cumulant of a probability measure µ is equal to the variance of µ,
R�
µ (2) = σ2

µ.

The cumulants are associated to the respective R�-transform, which is a function
analytic in a neighbourhood of zero U through the relation

R�
µ (z) =

∞∑
n=1

R�
µ (n)zn−1, z ∈ U.

In terms of the R�-transform this relation corresponds to the following relation
1

Gµ(z)
= z −R�

µ (Gµ(z)), (2.7)

where Gµ(z) is the Cauchy transform of the measure µ. The fact, that R�-transform is
analytic in a neighbourhood of zero follows from Bercovici and Voiculescu’s result [BV1].

2.3. Conditionally free convolution and product of states. In the papers [BLS],
[BS1] the authors present the construction of the conditionally free products and convo-
lutions. We recall their definitions and essential properties.

In analogy to the free convolution µ1�µ2, which is linearized by the series of free cumu-
lants R�

µ1
(n) and R�

µ2
(n), the conditionally free convolution of pairs of measures (µ1, ν1) c

(µ2, ν2) is linearized by pairs of series (R c

(µ1,ν1)
(n), R�

ν1(n)) and (R c

(µ2,ν2)
(n), R�

ν2(n)). We
call (R c

(µi,νi)
(n) the conditionally free cumulants.

These series are related to the respective measures by the moment-cumulant formulae

mνi(n) =
∑

π∈NC(n)
π=(π1,...,πk)

k∏
l=1

R�
νi(|πl|), (2.8)

mµi(n) =
∑

π∈NC(n)
π=(π1,...,πk)

∏
πl outer

R
c

(µi,νi)
(|πl|)

∏
πl inner

R�
νi(|πl|), (2.9)

where a block πl is called inner when there exists another block πj with a, b ∈ πj with
the property that a < p < b for all p ∈ πl. All blocks which are not enveloped in such a
way are called outer. Equivalently one can say that outer blocks πj have depth d(πj) = 0
and inner πl have d(πl) > 0.

The cumulants are associated to respective R-transforms through the relations

R�
νi(z) =

∞∑
n=1

R�
νi(n)zn−1, R

c

(µi,νi)
(z) =

∞∑
n=1

R
c

(µi,νi)
(n)zn−1.

In terms of the R-transforms the relations (2.8) and (2.9) correspond to the following
relations

1
Gµi(z)

= z −R c

(µi,νi)
(Gνi(z)), (2.10)

1
Gνi(z)

= z −R�
νi(Gνi(z)), (2.11)
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where Gµ(z) is the Cauchy transform of the measure µ. The functions R c

(µi,νi)
(z), R�

νi(z)
are analytic in some neighbourhood of zero.

The moments of the N -fold conditionally free convolution can be calculated from the
formula

mµi(n) =
∑

π∈NC(n)
π=(π1,...,πk)

∏
πl outer

[ N∑
i=1

R
c

(µi,νi)
(|πl|)

] ∏
πl inner

[ N∑
i=1

R�
νi(|πl|)

]
.

The conditionally free convolution of pairs of probability measures (µi, νi) is a single
probability measure µ, however, as noted in [BLS], if we associate to it the free convolution
ν = ν1 � · · · � νN , we obtain an associative convolution of pairs of measures. The asso-
ciativity property allows us to reduce the N -fold convolution to the binary convolution,
thus

(µ, ν) = ( cN (µi, νi),�νi) = (µ1, ν1) c (µ2, ν2) c · · · c (µN , νN ).

3. Definition and properties of T-transformation. By the Nevanlinna theorem,
(Theorem 1), a function F(z) is the reciprocal of the Cauchy transform of a probability
measure if and only if there exists a positive measure ρ and a real number a = Re(F (i))
such for every z ∈ C+

F(z) = a+ z +
∫ ∞
−∞

1 + x z

x− z
dρ(x).

Proposition 4. Let µ be a probability measure on the real line R. Let t be a real number
and s be a positive real number and let T = (t, s). The function Gµ(T)(z) defined for
z ∈ C+, a real number t and a non-negative number s by the formula

1
Gµ(T)(z)

= t a+ z + s

∫ ∞
−∞

1 + x z

x− z
dρ(x) = t a+ z +

∫ ∞
−∞

1 + x z

x− z
d(sρ)(x)

is the reciprocal of the Cauchy transform of a unique probability measure which we will
denote by UTµ or µ(T).

Remark 7. This construction generalizes the t-transformation of measures, where t =
s > 0 we have Utµ = UTµ, see [BW1], [BW2], [Wo1].

Remark 8. Lemma 2 shows that for symmetric measures the Nevanlinna constant is
equal to zero. It implies that for symmetric measures the T-transformation is equal to
the t- and the (a, b)-transformation.

Corollary 1. We obtain the following expression for the Cauchy transform of the T-
transformation of a measure µ

1
Gµ(T)(z)

=
s

Gµ(z)
+ z(1− s) + a(t− s), z ∈ C+

where a = Re
(

1
Gµ(i)

)
is the so-called Nevanlinna constant of the measure µ.
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Proof. For T = (t, s) from the Nevanlinna theorem it follows that for z ∈ C+

1
Gµ(T)(z)

= t a+ z + s

∫ ∞
−∞

1 + x z

x− z
dρ(x)

= s

(
a+ z +

∫ ∞
−∞

1 + x z

x− z
dρ(x)

)
+ a(t− s) + (1− s)z

=
s

Gµ(z)
+ z(1− s) + a(t− s) =

s

Gµ(z)
+ (1− s)Gδ

− a(t−s)1−s
(z).

Definition 1. For T = (t, s) ∈ R×R+ the measure µ(T) will be called the T-transforma-
tion of the measure µ and the transformation UT : µ→ µ(T) will be called the T-transfor-
mation. We have for z ∈ C+

1
GUT(µ)(z)

=
s

Gµ(z)
+ z(1− s)− Re

(
1

Gµ(i)

)
(s− t). (3.1)

Remark 9. The Dirac measure δ0 is the only invariant measure of the T-transformation.

Remark 10. For T = (t, s) we have the following relation between the Nevanlinna con-
stant of a measure µ and of its T-transformation

Re
(

1
GUTµ(i)

)
= t Re

(
1

Gµ(i)

)
.

Now we would like to describe the change of moments, which is done by our transfor-
mation. Let µ be a compactly supported probability measure and

mµ(n) =
∫
xn dµ(x), mµ(T)(n) =

∫
xn dµ(T)(x).

Lemma 3. For any positive integer n we have

(1) for the original measure

mµ(n) =
1
s
mµ(T)(n) +

(
1
s
− 1
) n−1∑
k=1

mµ(k)mµ(T)(n− k)

− Re
(

1
Gµ(i)

)(
1− t

s

) n−1∑
k=0

mµ(k)mµ(T)(n− k − 1),

(2) for the deformed measure

mµ(T)(n) = smµ(n) + (s− 1)
n−1∑
k=1

mµ(k)mµ(T)(n− k)

− Re
(

1
Gµ(i)

)
(t− s)

n−1∑
k=0

mµ(k)mµ(T)(n− k − 1).

Proof. We use the relation between the Cauchy transform of a measure µ and the gen-
erating function of its moments (2.1)

Mµ(z) =
1
z
Gµ

(
1
z

)
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for z in some neighbourhood of 0. From the definition of the T-transformation (3.1) we
have

1
1
zMµ(T)( 1

z )
=

s
1
zMµ( 1

z )
+ z(1− s)− Re

(
1

Gµ(i)

)
(s− t),

Mµ(z) = sMµ(T)(z) +
(

(1− s)− Re
(

1
Gµ(i)

)
(s− t)z

)
Mµ(T)(z)Mµ(z),

and using the Leibniz formula for differentiation we obtain the formula at z = 0:

dn

d zn
Mµ(0)
n!

= s
dn

d zn
Mµ(T)(0)

n!
+ (1− s)

n∑
k=0

dk

d zk
Mµ(0)
k!

dn−k

d zn−k
Mµ(T)(0)
(n− k)!

− Re
(

1
Gµ(i)

)
(s− t)

n−1∑
k=0

dk

d zk
Mµ(0)
k!

dn−k−1

d zn−k−1

Mµ(T)(0)
(n− k − 1)!

which implies that

mµ(n) = smµ(T)(n) + (1− s)
n∑
k=0

mµ(k)mµ(T)(n− k)

− Re
(

1
Gµ(i)

)
(s− t)

n−1∑
k=1

mµ(k)mµ(T)(n− k − 1)

=
1
s
mµ(T)(n) +

(
1
s
− 1
) n−1∑
k=1

mµ(k)mµ(T)(n− k)

− Re
(

1
Gµ(i)

)(
1− t

s

) n−1∑
k=0

mµ(k)mµ(T)(n− k − 1).

It is obvious that the second formula is equivalent to the first one.

Proposition 5. Let T = (t, s), T̃ = (t̃, s̃). For a probability measure µ, real numbers t, t̃
and real nonnegative numbers s, s̃ the following properties are satisfied:

(1) UT is a multiplicative semigroup:

UTU
eT(µ) = UT◦eT(µ)

where T ◦ T̃ = (t, s) ◦ (t̃, s̃) = (t t̃, s s̃);
(2) for t 6= 0, s 6= 0 let T̂ = (1/t, 1/s). Then UT and U T̂ are inverses of each other;
(3) dilation of measures does not commute with the transformation UT

Dλ UTµ 6= UT Dλµ ;

(4) UT(δa) = δta.
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Proof. (1) For z ∈ C+ we have

1
GUTUeT(µ)(z)

=
s

GUeT(µ)(z)
+ z(1− s)− Re

(
1

GUeT(µ)(i)

)
(s− t)

= s

(
s̃

Gµ(z)
+ z(1− s̃)− Re

(
1

Gµ(i)

)
(s̃− t̃)

)
+ z(1− s)− Re

(
1

GUeT(µ)(i)

)
(s− t)

=
s s̃

Gµ(z)
+ z(s− s s̃+ 1− s)− s Re

(
1

Gµ(i)

)
(s̃− t̃)− Re

(
1

GUeT(µ)(i)

)
(s− t).

By Lemma 10 we have

Re
(

1
GUeT(µ)(i)

)
= t̃Re

(
1

Gµ(i)

)
,

hence we obtain
1

GUTUeT(µ)(z)
=

s s̃

Gµ(z)
+ z(1− s s̃)− Re

(
1

Gµ(i)

)
(s s̃− t t̃) =

1
GUT◦eT(µ)(z)

,

so UT is a multiplicative semigroup.
(2) This is obvious.
(3) By Remark 5 showing the relation between the Cauchy transforms of a measure

µ and its dilation we have

GDλµ(z) =
1
λ
Gµ

(
z

λ

)
,

hence

Re
(

1
GDλµ(i)

)
= λ Re

(
1

Gµ( iλ )

)
,

which implies

1
GUT Dλµ(z)

=
λ s

Gµ( zλ )
+ z(1− s)− λRe

(
1

Gµ( iλ )

)
(s− t).

On the other hand
1

GDλ UTµ(z)
=

λ

GUTµ( zλ )
= λ

(
s

Gµ( zλ )
+
z

λ
(1− s)− Re

(
1

Gµ(i)

)
(s− t)

)
=

λ s

Gµ( zλ )
+ z(1− s)− λ Re

(
1

Gµ(i)

)
(s− t)

and because in general

Re
(

1
Gµ( iλ )

)
6= Re

(
1

Gµ(i)

)
dilation and T-transformation do not commute. Instead we have the following relation

1
GUT Dλµ(z)

− 1
GDλ UTµ(z)

= λ(s− t)
(

Re
(

1
Gµ( iλ )

)
− Re

(
1

Gµ(i)

))
.
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(4) We have

1
GUTδa(z)

= z − t a =
1

Gδta(z)
.

Example 1. We calculated the T-transformation of a probability measure, which is
supported in δ0 and δ1. We will use these results later on. Let

µ = (1− p)δ0 + p δ1, p ≥ 0.

Then

UT(µ) = P δA + (1− P )δB

with

A =
(s− 1)p3 + (3− 2s)p2 + (s+ t− 4)p+ 2

2(2− 2p+ p2)

−
√

((s− 1)p3 + (3− 2s)p2 + (s+ t− 4)p+ 2)2 − 4p(s− t)(p− 1)(2− 2p+ p2)
2(2− 2p+ p2)

,

B =
(s− 1)p3 + (3− 2s)p2 + (s+ t− 4)p+ 2

2(2− 2p+ p2)

+

√
((s− 1)p3 + (3− 2s)p2 + (s+ t− 4)p+ 2)2 − 4p(s− t)(p− 1)(2− 2p+ p2)

2(2− 2p+ p2)
,

P =
1
2

+
2− p3(1 + s) + p2(2s+ 3)− (4 + s+ t)p

2
√

((s− 1)p3 + (3− 2s)p2 + (s+ t− 4)p+ 2)2 − 4p(s− t)(p− 1)(2− 2p+ p2)
.

4. T-deformation of convolution. Consider two probability measures µ, ν on the real
line, a real number t and a positive number s and a convolution ⊕ (for instance classical
convolution, free or Boolean convolution). We define the T-deformation of the convolution
⊕ by the relation

µ⊕T ν = (UT)−1(UT(µ)⊕ UT(ν)). (4.1)

Proposition 6. If a given convolution ⊕ is associative, then for t ∈ R, s > 0 the
T-deformation of the convolution ⊕ is also associative.

Proof. For measures µ, ν, θ we have

(µ⊕T ν)⊕T θ = (UT)−1(UT(µ⊕T ν)⊕ UT(θ))

= (UT)−1(UT((UT)−1(UT(µ)⊕ UT(ν)))⊕ UT(θ))

= (UT)−1(UT(µ)⊕ UT(ν)⊕ UT(θ)) = µ⊕T (ν ⊕T θ).

Suppose that for a given convolution ⊕ we have a cumulant transformation, that is,
a map µ 7→ {Rµ(n)} which satisfies the following linearization property

R⊕µ⊕ν(n) = R⊕µ (n) +R⊕ν (n).

Then there exist cumulants for T-transformation. Indeed, we have
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Remark 11. If the convolution ⊕ has cumulant transformation R then for any t ∈ R,
s > 0 and any positive integer n define

R⊕T
µ (n) := R⊕

UT(µ)
(n).

Then

R⊕T
µ⊕Tν

(n) = R⊕T
µ (n) +R⊕T

ν (n).

But as in the case of t-transformation cumulants are not uniquely defined, since for
any sequence σ = (σn) the new cumulant defined as R̃⊕Tµ(n) = σnR

⊕T
µ (n) also has the

linearization property.

5. Central limit theorem for T-deformed free convolution. Now we will study
the limit of a sequence of measures of the form

Dλ(µ) �T . . .�T Dλ(µ).

Lemma 4. Let µ be a compactly supported probability measure on the real line with mean
zero and the following Maassen representation

1
Gµ(z)

= z +
∫

1
x− z

dτµ(x), z ∈ C+

with the measure τµ such that its absolute first moment exists. Then

mUT(Dλµ)(n) =


o(λ2), n = 1,

s λ2mµ(2) + o(λ4), n = 2,

s λnmµ(n) + o(λn−1), n ≥ 3.

(5.1)

Proof. Using the relation between moments of measure and of its dilation (2.4) and
Lemma 3 we obtain

mUT(Dλµ)(n) = smDλµ(n) + (s− 1)
n−1∑
k=1

mDλµ(k)mUT(Dλµ)(n− k)

− Re
(

1
GDλµ(i)

)
(t− s)

n−1∑
k=0

mDλµ(k)mUT(Dλµ)(n− k − 1)

= s λnmµ(n) + (s− 1)
n−1∑
k=1

λkmµ(k)mUT(Dλµ)(n− k)

− Re
(

1
GDλµ(i)

)
(t− s)

n−1∑
k=0

λkmµ(k)mUT(Dλµ)(n− k − 1).

By Proposition 3 we have

Re
(

1
GDλµ(i)

)
= o(λ2).

In particular for λ→ 0 and for n = 1 we have

mUT(Dλµ)(1) = s λmµ(1)− Re
(

1
GDλµ(i)

)
(t− s) = o(λ2).
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For n = 2 we have

mUT(Dλµ)(2) = smDλµ(2) + (s− 1)mDλµ(1)mUT(Dλµ)(1)

− Re
(

1
GDλµ(i)

)
(t− s)(mDλµ(0)mUT(Dλµ)(1) +mDλµ(1)mUT(Dλµ)(0))

= s λ2mµ(2) +
(
Re
(

1
GDλµ(i)

))2

(t− s)2 = s λ2mµ(2) + o(λ4).

Hence by induction for λ→ 0 and n

mUT(Dλµ)(n+ 1) = s λn+1mµ(n+ 1) + (s− 1)
n∑
k=1

λkmµ(k)mUT(Dλµ)(n+ 1− k)

− Re
(

1
GDλµ(i)

)
(t− s)

n∑
k=0

λkmµ(k)mUT(Dλµ)(n− k)

= s λn+1mµ(n+ 1) + (s− 1)
n∑
k=1

λkmµ(k)(s λn+1−kmµ(n+ 1− k) + o(λn−k))

− o(λ2)(t− s)
n∑
k=0

λkmµ(k)(s λn−kmµ(n− k) + o(λn−1−k))

= s λn+1mµ(n+ 1) + o(λn).

Lemma 5. Let µ be a compactly supported probability measure on the real line with mean
zero, variance equal to 1 and the Maassen measure τ such that its first absolute moment
exists. Then

RT
Dλµ(1) = R�

UT(Dλµ)(1) = o(λ2),

RT
Dλµ(2) = R�

UT(Dλµ)(2) = s λ2 + o(λ4),

RT
Dλµ(k) = R�

UT(Dλµ)(k) = o(λ2) for k ≥ 3. (5.2)

Proof. Let us observe that for a measure µ with mean zero and variance equal to 1 the
measure Dλµ has the first moment mDλµ(1) = 0 and the second moment mDλµ(2) = λ2.
The measure UT(Dλµ) has the first moment

mUT(Dλµ)(1) = −Re
(

1
GDλµ(i)

)
(t− s) = o(λ2)

and the second moment

mUT(Dλµ)(2) = s λ2 + o(λ4).

Because of the moment-cumulant formulae for the free convolution (2.6), for the T-
deformation of dilation of measures we have

R�
UT(Dλµ)(1) = o(λ2), R�

UT(Dλµ)(2) = s λ2 + o(λ4).

Moreover, for k = 3 by the moment-cumulant formula

R�
UT(Dλµ)(3) = mUT(Dλµ)(3)− 3R�

UT(Dλµ)(2)R�
UT(Dλµ)(1)−R�

UT(Dλµ)(1)3,
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hence by Lemma 4 we have

R�
UT(Dλµ)(3) = λ3mµ(3)+o(λ2)−3s λ2 Re

(
1

GDλµ(i)

)
(t− s)−

(
Re
(

1
GDλµ(i)

))3

(t− s)3

= o(λ2),

and by induction: if in π there exists a block B such that |B| ≥ 3, then R�
UT(Dλµ)(π) =

o(λ2). If not, there must be at least two blocks, |B1|+ |B2| ≥ 2, hence∏
Bi∈π

R�
UT(Dλµ)(Bi) = o(λ3).

This fact ends the proof.

Theorem 2 (Central limit theorem for the T-deformed free convolution). Let T = (t, s)
and µ be a compactly supported probability measure on the real line with mean zero,
variance equal to 1 and the Maassen representation

1
Gµ(z)

= z +
∫

1
x− z

dτµ(x),

where the first absolute moment of τµ exists. Then the sequence

D1/
√
Nµ�T . . .�T D1/

√
Nµ

is weak-? convergent to the Kesten measure κs with parameter s.

Proof. The sequence of N -fold T-convolution of the measure µ is of the form

µN = D1/
√
Nµ�T . . .�T D1/

√
Nµ = (UT)−1(UTD1/

√
Nµ� . . .� UTD1/

√
Nµ).

Let us denote for simplicity

νN = UTD1/
√
Nµ� · · ·� UTD1/

√
Nµ︸ ︷︷ ︸

N times

.

Then µN = (UT)−1νN and because by definition for an arbitrary measure ν

RT
ν (z) = R�

UTν(z) =
∞∑
n=1

R�
UTν(n) zn−1,

we have

R�
νN (z) = R�

UTµN
(z) = RT

µN (z).

Because

R�
νN (z) = N R�

UTD1/
√
Nµ

(z) = N RT
D1/
√
Nµ

(z)

by Lemma 5

R�
νN (1) = −N · o

(
1
N

)
N→∞−→ 0,

R�
νN (2) = N ·

(
s

1
N

+ o

(
1
N2

))
N→∞−→ s,

R�
νN (k) = N · o

(
1
N

)
N→∞−→ 0,
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and therefore

R�
νN (z)→ R�

ωs(z) = s,

and ωs is the semicircular law with mean 0 and variance s. Hence the sequence

µN = D1/
√
Nµ�T . . .�T D1/

√
Nµ

is convergent to ξ = (UT)−1ωs. Because the Cauchy transform of such a Wigner measure
is equal to

Gωs(z) =
z −
√
z2 − 4 s
2 s

we have Re
(

1
Gωs (i)

)
= 0. Therefore

Gξ(z) =
1

1
s

Gωs (z)
+ z

(
1− 1

s

)
− Re

(
1

Gωs (i)

)(
1
s −

1
t

) =
s

1
Gωs (z)

+ z(s− 1)
,

hence the measure ξ is equal to the t-transformation of the measure ωs, which means
that ξ is equal to the Kesten measure κs with parameter s.

6. Poisson type limit theorem for T-deformed free convolution. For a number
λ > 0 consider the sequence of measures

µN =
(

1− λ

N

)
δ0 +

λ

N
δ1.

We define the Poisson measure as the limit (if it exists)

pλ = lim
N→∞

µN �T . . .�T µN .

Recall that from Example 1 it follows that the Cauchy transform of the T-transformed
measure µN is equal to

GUT(µ)(z)

=
(p2 − 2 p+ 2)(z + p− 1)

(p2 − 2 p+ 2)z2 + ((1− s)p3 + p2(2s− 3) + (4− s− t)p− 2)z + p(s− t)(p− 1)

for p = λ
N . The related cumulants and R-transform are defined as follows

RT
µ(n) := R�

UT(µ)(n), RT
µ(z) :=

∞∑
n=1

RT
µ(n) zn−1 = R�

UT(µ)(z).

We can use cumulants RT
µ(n) and calculate

RT
µN�T...�TµN

(z) = N RT
µN (z) = N R�

UT(µN )(z).

By definition

RT
µN (z) = R�

UT(µN )(z) = R�
PNδAN+QNδBN

(z),

where PN , AN , QN = 1− PN , BN are defined in Example 1 for p = λ
N . We have

1
z

= G−1
UT(µN )

(z)−R�
UT(µN )(z), (6.1)
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where G−1
UT(µN )

(z) is the inverse of GUT(µN )(z) with respect to composition of functions.
To calculate it we have to solve a quadratic equation. A straightforward calculation gives

G−1
UT(µN )

(z) =
2− 2 p+ p2 + 2 z − 4 p z + 3 p2 z − p3 z + p s z − 2 p2 s z + p3 s z + p t z

2 z(2− 2 p+ p2)

−
√
SQRTp

2 z(2− 2 p+ p2)
,

with

SQRTp = (−2 + 2 p− p2 − 2 z + 4 p z − 3 p2 z + p3 z − p s z + 2 p2 s z − p3 s z − p t z)2

− 4(2 z − 2 p z + p2 z) (2− 4 p+ 3 p2 − p3 − p s z + p2 s z + p t z − p2 t z).

It gives for the respective Voiculescu’s R�-transform

R�
UT(µN )(z) =

2− 2 p+ p2 + 2 z − 4 p z + 3 p2 z − p3 z + p s z − 2 p2 s z + p3 s z + p t z

2 z(2− 2 p+ p2)

− 1
z
−

√
SQRTp

2 z(2− 2 p+ p2)
.

For p = λ
N it is equal to

R�
UT(µN )(z) =

−2N3 + 2N3 z + 2N2 λ− 4N2 z λ+N2 s z λ

2N z(2N2 − 2N λ+ λ2)

+
N2 t z λ−N λ2 + 3N z λ2 − 2N s z λ2 − z λ3 + s z λ3

2N z(2N2 − 2N λ+ λ2)

−

√
SQRT λ

N

2N z(2N2 − 2N λ+ λ2)
,

with

SQRT λ
N

= 4(−1 + z)2N6 + 4(−2 + 6 z + s z + t z − 4 z2 + 3 s z2 − t z2)λN5

+ (8− 32 z − 12 s z − 4 t z + 28 z2 − 32 s z2 + s2 z2 + 8 t z2 + 2 s t z2 + t2 z2)λ2N4

− 2(2− 12 z − 7 s z − t z + 14 z2 − 19 s z2 + 2 s2 z2 + 3 t z2 + 2 s t z2)λ3N3

+ (1− 10 z − 8 s z + 17 z2 − 26 s z2 + 6 s2 z2 + 2 t z2 + 2 s t z2)λ4N2

− 2 z(−1− s+ 3 z − 5 s z + 2 s2 z)λ5N + (s− 1)2 z2 λ6.

For the measure

µN := µN �T . . .�T µN = (UT)−1(UT(µN ) � · · ·� UT(µN ))

we get

R�
UT(µN )(z) = R�

UT(µN )�···�UT(µN )(z) = N R�
UT(µN )(z)

=
−2N3 + 2N3 z + 2N2 λ− 4N2 z λ+N2 s z λ+N2 t z λ−N λ2

2 z(2N2 − 2N λ+ λ2)

+
3N z λ2 − 2N s z λ2 − z λ3 + s z λ3 −

√
SQRT λ

N

2 z(2N2 − 2N λ+ λ2)
.
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Taking the limit as N →∞ we obtain

R�
UT(pλ)(z) = lim

N→∞
R�
UT(µN )(z) =

(z(s− t) + (s+ t))
2

λ

1− z
,

which gives that

RT
pλ

(z) = R�
UT(pλ)(z) =

(z(s− t) + (s+ t))
2

λ

1− z

=
(z(s− t) + (s+ t))

2
λ
∞∑
n=1

zn−1 =
(s+ t)

2
λ+ λ s

∞∑
n=2

zn−1,

and because

RT
µ(z) =

∞∑
n=1

RT
µ(n) zn−1

we obtain

RT
pλ

(n) =


(s+ t)

2
λ if n = 1,

λ s if n ≥ 2.

Using the relation (6.1) once again we can calculate the Cauchy transform of the
measure UT(pλ). Indeed, we have

1
GUT(pλ)(z)

= z −R�
UT(pλ)(GUT(pλ)(z)),

hence
1

GUT(pλ)(z)
= z −

(GUT(pλ)(z)(s− t) + (s+ t))
2

λ

1−GUT(pλ)(z)
,

which implies that

GUT(pλ)(z) =
2 + 2 z − s λ− t λ−

√
(2− 2 z + s λ+ t λ)2 − 16 s λ

2(2 z + s λ− t λ)
.

Because

(UT)−1(UT(pλ)) = pλ

we can apply the definition of the T-transformation (3.1) and obtain

1
Gpλ(z)

=
1

sGUT(pλ)(z)
+ z

(
1− 1

s

)
− Re

(
1

GUT(pλ)(i)

)(
1
s
− 1
t

)
.

Since

A = Re
(

1
GUT(pλ)(i)

)
=

1
2
− s λ

4
− t λ

4

+
1
4

√
λ(12 s− 4 t− (s+ t)2 λ) +

√
16(2 + (s+ t)λ)2 + λ2(4(−3 s+ t) + (s+ t)2 λ)2

2
,

we obtain

Gpλ(z) =
st(4A(s− t)− t(−2 + (2− 4s)z + sλ+ tλ+

√
(2− 2z + sλ+ tλ)2 − 16sλ))

4(−1 + s)st2z2 + bz + c
,
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where

b = 2(A(−2 + 4 s)(s− t)t− s2 t2 λ+ t3 λ+ s t2(2 + λ− t λ)),

c = 2(s− t)(2A2(s− t) + t2 λ−A t(−2 + s λ+ t λ)).

Using the Stieltjes inversion formula we can calculate the measure pλ explicitly. The
limiting measure pλ has the following form

pλ = dp̂λ(x) + dp̃λ(x)(x) = w1δz1 + w2δz2 + p̃λ(x) dx

where

dp̃λ(x) =
1
π

s t2
√

16 s λ− (2− 2x+ s λ+ t λ)2

4(−1 + s)s t2 x2 + b x+ c
dx,

A =
1
2
− s λ

4
− t λ

4

+
1
4

√
λ(12 s− 4 t− (s+ t)2 λ) +

√
16(2 + (s+ t)λ)2 + λ2(4(−3 s+ t) + (s+ t)2 λ)2

2
,

b = 2(A(−2 + 4 s)(s− t)t− s2 t2 λ+ t3 λ+ s t2(2 + λ− t λ)),

c = 2(s− t)(2A2(s− t) + t2 λ−A t(−2 + s λ+ t λ))

z1 =
t(2A(1− 2 s)(s− t)− 2 s t+ (−1 + s)t(s+ t)λ)

4(−1 + s) s t2

−
√

16(1− s)s2 t4 λ+ t2(2(A(s− t) + s t) + (−1 + s)t(s+ t)λ)2

4(−1 + s) s t2

z2 =
t(2A(1− 2 s)(s− t)− 2 s t+ (−1 + s)t(s+ t)λ)

4(−1 + s) s t2

+

√
16(1− s)s2 t4 λ+ t2(2(A(s− t) + s t) + (−1 + s)t(s+ t)λ)2

4(−1 + s) s t2

w1 =
4A(s− t)− t(−2 + (2− 4 s)z2 + s λ+ t λ+

√
(2− 2 z2 + s λ+ t λ)2 − 16 s λ)

4(−1 + s)t(z − z2)

w2 =
4A(s− t)− t(−2 + (2− 4 s)z1 + s λ+ t λ+

√
(2− 2 z1 + s λ+ t λ)2 − 16 s λ)

4(−1 + s)t(z − z1)
.

Remark 12. The above Poisson measure is a distribution of the non-standardized (mean
is non-zero) free Meixner type, see [BB].

7. Another approach to defining deformed convolution. Let us use the notion of
conditionally free convolution to define another deformed convolution T , which we will
call the T-conditional convolution of measures.

Definition 2. Using the T-deformation of probability measures

1
GUT(µ)(z)

=
s

Gµ(z)
+ z(1− s)− Re

(
1

Gµ(i)

)
(s− t)

for compactly supported probability measures µ1, µ2 we define the corresponding convo-
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lution

µ1 T µ2 = (µ1, U
Tµ1) c (µ2, U

Tµ2).

Similarly to the r-deformation Vr , see [BKW], [KY1], the T-deformation does not
behave well in this application. Indeed, we have the following

Lemma 6. In general, for t ∈ R, s ∈ R+ there exist probability measures µ1, µ2 such that

UT(µ1 T µ2) 6= UTµ1 � UTµ2.

Proof. Let us take the following measure

µ =
1
2
(δ0 + δ1).

By Example 1 we have that the Cauchy transform of T-transformation of µ is equal to

GUTµ(z) =
10 z − 5

10 z2 − (5 + s+ 4 t)z − 2(s− t)
.

The Voiculescu R�-transform of UTµ is equal to

R�
UTµ(z) = G−1

UTµ
(z)− 1

z
,

and a simple calculation shows that

G−1
UTµ

(z) =
10 + (5 + s+ 4 t)z −

√
40 z(−5 + 2 s z − 2 t z) + (10 + (5 + s+ 4 t) z)2

20 z
,

hence

R�
UTµ(z) =

−10 + (5 + s+ 4 t)z −
√

40 z(−5 + 2 s z − 2 t z) + (10 + (5 + s+ 4 t) z)2

20 z
.

Thus for ν = UTµ� UTµ we have

R�
ν (z) =

−10 + (5 + s+ 4 t)z −
√

40 z(−5 + 2 s z − 2 t z) + (10 + (5 + s+ 4 t) z)2

10 z
,

which implies that

Gν(z) =
−5 + s+ 4 t−

√
s2 + s(−90 + 8 t− 20 z) + (5 + 4 t− 10 z)2

2(5 z2 − (5 + s+ 4 t)z − 4(s− t))
.

On the other hand, the conditionally free transform of pair (µ,UTµ) can be calculated
from (2.10), that is defined by

1
Gµ(z)

= z −R c

(µ,UTµ)(GUTµ(z)).

Thus

R
c

(µ,UTµ)(z) = G−1
UTµ

(z)− 1
Gµ(G−1

UTµ
(z))

,

which gives

R
c

(µ,UTµ)(z) = −
10 + (−5− 9s+ 4t)z +

√
40z(−5 + 2sz − 2tz) + (10 + (5 + s+ 4t)z)2

20sz
.
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Thus for η = µ T µ we have

R
c

(η,ν)(z) = −
10 + (−5− 9 s+ 4 t) z +

√
40 z(−5 + 2 s z − 2 t z) + (10 + (5 + s+ 4 t) z)2

10 s z
,

hence
1

Gη(z)
= z −R c

(η,ν)(Gν(z)),

which gives
1

Gη(z)
=

25− 40 s− 9 s2 + 40 t− 32 s t+ 16 t2 − 100 z − 70 s z + 10 s2 z − 80 t z + 40 s t z + 100 z2

10 s(−5 + s+ 4 t−
√
s2 + s(−90 + 8 t− 20 z) + (5 + 4 t− 10 z)2)

+
(5− 4 t+ s(9− 10 z))

√
s2 + s(−90 + 8 t− 20 z) + (5 + 4 t− 10 z)2

10 s(−5 + s+ 4 t−
√
s2 + s(−90 + 8 t− 20 z) + (5 + 4 t− 10 z)2)

−

√
2(5+s+4t−10z)2

× (25−50s+s2+8st+16t2−(s+4t−5)
√
s2+s(8t−20z−90)+(5+4t−10z)2−50z−10sz−40tz+50z2)

((4t−5z)(−1+z)+s(4+z))2

10s(−5 + s+ 4t−
√
s2 + s(−90 + 8t− 20z) + (5 + 4t− 10z)2)

× ((4 t− 5 z)(−1 + z) + s(4 + z)).

We will show that

UT(µ T µ) 6= UTµ� UTµ,

that is

η 6= (UT)−1ν.

Because

Re
(

1
Gν(i)

)

=
5− s− 4 t−

q
75+90 s−s2−40 t−8 s t−16 t2+

√
400(5+s+4 t)2+(75+90 s−s2−8(5+s)t−16 t2)2
√

2

10
,

we have
1

G(UT)−1ν(z)

=
−2 t(s+ 4 t− 5)− 20(s− 1)z − 2 s

√
s2 + s(8 t− 20 z − 90) + (5 + 4 t− 10 z)2

20
+
√

2(s− t)×√
75−s2+s(90−8t)−8t(5+2t)+

√
400(5+s+4t)2+(75+90s−s2−8(5+s)t−16t2)2

20
,

hence

Gη(z) 6= G(UT)−1ν(z).
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8. The N-fold convolution. In this section we will only consider the T -convolution of
N measures as

N
TcN
i=1

µi =
N
cN
i=1

(µi, UTµi).

Theorem 3 (Central limit theorem). Let T = (t, s) and µ be a compactly supported
probability measure on the real line with mean zero and variance equal to 1 and the
Maassen representation

1
Gµ(z)

= z +
∫

1
x− z

dτµ(x),

when the first absolute moment of τµ exists. Then the sequence
N
TcN
i=1

D1/
√
Nµ =

N
cN
i=1

(D1/
√
Nµ,U

TD1/
√
Nµ)

is weak-? convergent to the Kesten measure κs as N →∞.

Proof. The sequence of N -fold T -convolutions of the measure µ is of the form

µn =
N
TcN
i=1

D1/
√
Nµ

and by Lemma 4 we know that

mD1/
√
Nµ

(1) = 0, mD1/
√
Nµ

(2) =
1
N

+ o

(
1
N2

)
,

mUTD1/
√
Nµ

(1) = o

(
1
N

)
, mUTD1/

√
Nµ

(2) =
s

N
+ o

(
1
N2

)
,

thus by a similar argument as in the case of the central limit theorem in [BLS], the se-
quence µn is weak-? convergent to the pair (κs, ωs), defined by the requirement R c

(κs,ωs)
(z)

= z, where ωs denotes the Wigner measure with variance s. Using the relation between
the Cauchy transforms and the conditional cumulant transform (2.10), (2.11) we obtain

1
Gκs(z)

= z −Gωs(z),

1
Gωs(z)

= z − sGωs(z) =
1

z −
s

z −
s

z −
s

z −
. . .

hence
1

Gκs(z)
=

1

z −
1

z −
s

z −
s

z −
. . .

and κs is indeed the Kesten measure.
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Theorem 4 (Poisson type limit theorem). For λ > 0 define for all N

µN =
(

1− λ

N

)
δ0 +

λ

N
δ1, N ≥ 1.

Then for T = (t, s) we have

lim
N→∞

N
TcN
i=1

µN =
N
cN
i=1

(µN , UTµN ) = (pcλ, ν)

in the weak-? topology, where

dν̃(x) =

√
16 s λ− (2− 2x+ s λ+ t λ)2

2π(2x+ s λ− t λ)
χ[ 2+s λ+t λ

2 −2
√
s λ, 2+s λ+t λ

2 +2
√
s λ](x)dx,

ν̂ = max(1− s λ, 0)δ (t−s)λ
2

and

dp̃cλ(x)

=

√
4λ s− (x− 2+sλ+tλ

2 )2

π(2(s− 1)x2 + (2 + (2− 3s+ t)λ)x+ (s− t)λ2)
χ[ 2+(s+t)λ

2 −2
√
sλ,

2+(s+t)λ
2 +2

√
sλ
](x)dx,

dp̂cλ(x) =


0 when g(x) has no real roots,

max
(

0, 1− s λ

(λ− 2+s λ+t λ
2 )2

)
δy when s = 1,

w1 δy1 + w2 δy2 when g(x) has two real roots y1, y2,

wi =
1√(

λ− 2+s λ+t λ
2

)2 − 4λ(s− 1)
max

(
0,

λ

|yi − λ|
− s|yi − λ|

)
.

Proof. This is a similar argument as in the case of the Poisson limit theorem in [BLS].

Remark 13. The above Poisson measure is also an example of a non-standardized (mean
is non-zero) free Meixner law, see [BB].
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