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#### Abstract

We study the simple connectedness and strong simple connectedness of the following classes of algebras: (tame) coil enlargements of tame concealed algebras and $n$-iterated coil enlargement algebras.


The notion of simple connectedness has arisen in the representation theory of algebras in the study of the so-called representation-finite algebras. Using covering techniques, one can reduce the study of a representationfinite algebra to a simply connected one. Although there are nice results involving simply connected representation-infinite algebras [7, 17], there is no analogue in this case of the above-cited result. In [17], Skowroński then proposed to study a class of simply connected algebras, the so-called strongly simply connected. For such a class, many promising results have appeared lately (e.g. [1-5, 17]).

Recall that a coil is a translation quiver which is obtained from a stable tube by a sequence of admissible operations. Such a notion first appeared in [9], where the authors also defined a class of algebras called multicoil algebras. In [12], the coil enlargements of algebras were introduced and studied, in particular, the tame coil enlargements of tame concealed algebras which are called coil algebras. A further step was made in [19], where Tomé iterates the process of constructing tame coil enlargements of tame concealed algebras to define the $n$-iterated coil enlargement algebras which we shall call $n$-iterated coil algebras.

Coil algebras appear naturally in the representation theory of algebras of polynomial growth. In fact, it was shown in [18] that if $A$ is a polynomial growth strongly simply connected algebra, then every non-directing indecomposable finite-dimensional $A$-module lies in a coil of a multicoil component of the Auslander-Reiten quiver of $A$, and the support of such a coil is a coil algebra. This fact is crucial for some characterizations of strongly simply connected algebras of polynomial growth given in [15].

[^0]In the present work, we are interested in the characterization of coil algebras and $n$-iterated coil algebras which are simply connected and strongly simply connected. Our main results can be stated as follows (see below for definitions).

Theorem A. Let $A$ be a coil enlargement of a tame concealed algebra $C$. Then $A$ is strongly simply connected if and only if $A^{-}$and $A^{+}$are strongly simply connected.

Theorem B. Let $A$ be a tame coil enlargement of a tame concealed algebra $C$. The following conditions are equivalent:
(a) $A$ is strongly simply connected.
(b) $A^{+}$and $A^{-}$are strongly simply connected.
(c) $A$ is strongly $\widetilde{\mathbb{A}}$-free.
(d) $A^{+}$and $A^{-}$are strongly $\widetilde{\mathbb{A}}$-free.
(e) The orbit graph of each directed component of $\Gamma_{A^{+}}$and $\Gamma_{A^{-}}$is a tree.
(f) $A^{+}$and $A^{-}$satisfy the separation and coseparation conditions.

Theorem C. Let $A$ be an n-iterated coil algebra. The following conditions are equivalent:
(a) $A$ is strongly simply connected.
(b) $A$ is strongly $\widetilde{\mathbb{A}}$-free.
(c) Each $B_{i}$ is strongly $\widetilde{\mathbb{A}}$-free.
(d) No $C_{i}$ is hereditary of type $\widetilde{\mathbb{A}}_{n}$.
(e) For each $i$, the orbit graph of each directed component of $\Gamma_{B_{i}}$ is a tree.
(f) Each $B_{i}$ is strongly simply connected.
(g) Each $B_{i}$ satisfies the separation and coseparation conditions.

This paper is organized as follows. After recalling some basic notions in Section 1, we devote Section 2 to some preliminary results involving the coil enlargements of algebras. In Section 3 we prove Theorem A above, while the proofs of the other two main theorems are given in Sections 4 and 5 , respectively.

This work was done using an exchange project between Brazil and Mexico (CNPq-CONACyT). The first author would also like to acknowledge partial support from CNPq and FAPESP.

## 1. Preliminaries

1.1. Throughout this paper, $k$ denotes an algebraically closed field. By algebra is meant an associative, finite-dimensional $k$-algebra with an identity, which we assume to be basic and, unless otherwise specified, connected.

We recall that a quiver $Q$ is defined by its set of vertices $Q_{0}$ and its set of arrows $Q_{1}$. A relation from a point $x$ to a point $y$ is a linear combination $\varrho=\sum_{i=1}^{m} \lambda_{i} w_{i}$, where, for each $i$ such that $1 \leq i \leq m, \lambda_{i}$ is a non-zero scalar and $w_{i}$ is a path of length at least two from $x$ to $y$. Assume that $Q$ has no oriented cycles. Then any set of relations generates an ideal $I$, called admissible, in the path algebra $k Q$. The pair $(Q, I)$ is called a bound quiver. An algebra $A$ is called triangular if its ordinary quiver $Q_{A}$ has no oriented cycle. In this paper, we deal exclusively with triangular algebras. It is well known that, for an algebra $A$, there exists a surjective morphism $\nu: k Q_{A} \rightarrow$ $A$ of $k$-algebras (induced by the choice of a set of representatives of basis vectors in the $k$-vector space $\operatorname{rad} A / \operatorname{rad}^{2} A$ ) whose kernel $I_{\nu}$ is admissible. Thus $A \cong k Q_{A} / I_{\nu}$. The bound quiver $\left(Q_{A}, I_{\nu}\right)$ is called a presentation of $A$. An algebra $A=k Q / I$ can equivalently be considered as a locally bounded $k$-category, whose object class, denoted by $A_{0}$, is the set $Q_{0}$, and where the set of morphisms $A(x, y)$ from $x$ to $y$ is the $k$-vector space $k Q(x, y)$ of all linear combinations of paths in $Q$ from $x$ to $y$ modulo the subspace $I(x, y)=I \cap k Q(x, y)$ (see [14]). A full subcategory $B$ of $A$ is called convex if any path in $A$ with source and target in $B$ lies entirely in $B$. An algebra $A$ is called strongly $\widetilde{\mathbb{A}}$-free if it contains no full convex subcategory which is hereditary of type $\widetilde{\mathbb{A}}_{n}$.

By an $A$-module is meant a finitely generated right $A$-module. We denote by $\bmod A$ their category. For $x \in A_{0}$, we denote by $S_{x}$ the corresponding simple $A$-module, and by $P_{x}$ (or $I_{x}$ ) the projective cover (or injective envelope, respectively) of $S_{x}$.
1.2. Simple connectedness. Let $(Q, I)$ be a connected bound quiver. A relation $\varrho=\sum_{i=1}^{m} \lambda_{i} w_{i} \in I(x, y)$ is minimal if $m \geq 2$ and, for any non-empty proper subset $J \subset\{1, \ldots, m\}$, we have $\sum_{j \in J} \lambda_{j} w_{j} \notin I(x, y)$. We denote by $\alpha^{-1}$ the formal inverse of an arrow $\alpha \in Q_{1}$. A walk in $Q$ from $x$ to $y$ is a formal composition $\alpha_{1}^{\varepsilon_{1}} \alpha_{2}^{\varepsilon_{2}} \cdots \alpha_{t}^{\varepsilon_{t}}$ (where $\alpha_{i} \in Q_{1}$ and $\varepsilon_{i} \in\{1,-1\}$ for all $i$ ) with source $x$ and target $y$. We denote by $e_{x}$ the trivial path at $x$. Let $\sim$ be the least equivalence relation on the set of all walks in $Q$ such that:
(a) If $\alpha: x \rightarrow y$ is an arrow, then $\alpha^{-1} \alpha \sim e_{y}$ and $\alpha \alpha^{-1} \sim e_{x}$.
(b) If $\varrho=\sum_{i=1}^{m} \lambda_{i} w_{i}$ is a minimal relation, then $w_{i} \sim w_{j}$ for all $i, j$.
(c) If $u \sim v$, then $w u w^{\prime} \sim w v w^{\prime}$ whenever these compositions make sense.

Let $x \in Q_{0}$ be arbitrary. The set $\pi_{1}(Q, I, x)$ of equivalence classes $\widetilde{u}$ of closed walks $u$ starting and ending at $x$ has a group structure defined by the operation $\widetilde{u} \cdot \widetilde{v}=\widetilde{u v}$. Since $Q$ is connected, $\pi_{1}(Q, I, x)$ does not depend on the choice of $x$. We denote it by $\pi_{1}(Q, I)$ and call it the fundamental group of $(Q, I)$.

Let $\left(Q_{A}, I_{\nu}\right)$ be a presentation of a triangular algebra $A$. The fundamental group $\pi_{1}\left(Q_{A}, I_{\nu}\right)$ depends essentially on $I_{\nu}$ - thus is not an invariant of $A$. A triangular algebra $A$ is simply connected if, for any presentation ( $Q_{A}, I_{\nu}$ ) of $A$, the fundamental group $\pi_{1}\left(Q_{A}, I_{\nu}\right)$ is trivial [7].
1.3. Strong simple connectedness. Following [17], we say that an algebra $A$ is strongly simply connected if it satisfies one of the following equivalent conditions:
(a) Any full convex subcategory of $A$ is simply connected.
(b) Any full convex subcategory of $A$ satisfies the separation condition.
(c) Any full convex subcategory of $A$ satisfies the coseparation condition.
(d) For any full convex subcategory $C$ of $A$, its first Hochchild cohomology group $\mathrm{H}^{1}(C)$ vanishes.
We shall, however, use a characterization by Assem-Liu of strongly simply connected algebras [4] which we include below. Let $A$ be an algebra, and $\left(Q_{A}, I\right)$ be a presentation of $A$. A contour $(p, q)$ in $Q_{A}$ from $x$ to $y$ consists of a pair of non-trivial paths $p, q$ from $x$ to $y$. It is interlaced if $p, q$ have a common point besides $x$ and $y$. It is irreducible if there exists no sequence of paths $p=p_{0}, p_{1}, \ldots, p_{m}=q$ from $x$ to $y$ such that each of the contours $\left(p_{i}, p_{i+1}\right)$ is interlaced. Let $C$ be a simple cycle which is not a contour, and let $\sigma(C)$ denote the number of sources in $C$. Then $C$ is reducible if there exist $x, y$ on $C$ and a path $p: x \rightarrow \cdots \rightarrow y$ in $Q_{A}$ such that if $w_{1}$ and $w_{2}$ denote the subwalks of $C$ from $x$ to $y$ (so that $C=w_{1} w_{2}^{-1}$ ), then $w_{1} p^{-1}$ and $w_{2} p^{-1}$ are cycles and $\sigma\left(w_{1} p^{-1}\right)<\sigma(C), \sigma\left(w_{2} p^{-1}\right)<\sigma(C)$. A cycle $C$ is irreducible if either it is an irreducible contour, or it is not a contour, but it is not reducible in the above sense. Finally, a contour $(p, q)$ from $x$ to $y$ is naturally contractible in $\left(Q_{A}, I\right)$ if there exists a sequence of paths $p=p_{0}, p_{1}, \ldots, p_{m}=q$ in $Q_{A}$ such that, for each $i$, the paths $p_{i}$ and $p_{i+1}$ have subpaths $q_{i}$ and $q_{i+1}$, respectively, which are involved in the same minimal relation in $\left(Q_{A}, I\right)$.

Theorem ([4]). An algebra $A$ is strongly simply connected if and only if, for any presentation $\left(Q_{A}, I\right)$ of $A$, any irreducible cycle in $Q_{A}$ is an irreducible contour, and any irreducible contour in $Q_{A}$ is naturally contractible in $\left(Q_{A}, I\right)$.
1.4. Auslander-Reiten quivers. We denote by $\mathrm{D}=\operatorname{Hom}_{k}(-, k)$ the standard duality between $\bmod A$ and $\bmod A^{\mathrm{op}}$, and by $\tau=\mathrm{D} \operatorname{Tr}$ and $\tau^{-1}=\operatorname{TrD}$ the Auslander-Reiten translations in $\bmod A$. The Auslander-Reiten quiver of $A$ is denoted by $\Gamma_{A}$ (for details, see $[13,16]$ ). A component $\Gamma$ of $\Gamma_{A}$ is called directed if, for any indecomposable module $M$ in $\Gamma$, there exists no sequence $M=M_{0} \xrightarrow{f_{1}} M_{1} \xrightarrow{f_{2}} \cdots \xrightarrow{f_{t}} M_{t}=M$ of non-zero non-isomorphisms between indecomposable $A$-modules. It is called standard if $\Gamma$ is equivalent
to the mesh category $k(\Gamma)$ of $\Gamma$ (see [14], [16]). We finish this section by recalling the notion of a weakly separating family of components of $\Gamma_{A}$.

Definition. Let $A$ be an algebra. A family $\mathcal{T}=\left(\mathcal{T}_{i}\right)_{i \in I}$ of components of $\Gamma_{A}$ is called a weakly separating family in $\bmod A$ if the indecomposable $A$-modules not in $\mathcal{T}$ split into two classes $\mathcal{P}$ and $\mathcal{Q}$ such that:
(i) the components of $\left(\mathcal{T}_{i}\right)_{i \in I}$ are standard and pairwise orthogonal;
(ii) $\operatorname{Hom}_{A}(\mathcal{Q}, \mathcal{P})=\operatorname{Hom}_{A}(\mathcal{Q}, \mathcal{T})=\operatorname{Hom}_{A}(\mathcal{T}, \mathcal{P})=0$;
(iii) any morphism from $\mathcal{P}$ to $\mathcal{Q}$ factors through add $\mathcal{T}$.

## 2. Coil enlargements of algebras

2.1. Admissible operations. We now recall the notion of admissible operations introduced in [9]. Let $A$ be an algebra and let $\Gamma$ be a standard component of $\Gamma_{A}$. For an indecomposable module $X$ in $\Gamma$, called pivot, the following three admissible operations are defined. In each case, we will get a modified algebra $A^{\prime}$ of $A$ and a modified component $\Gamma^{\prime}$ of $\Gamma$.
(ad1) Suppose the support of $\left.\operatorname{Hom}_{A}(X,-)\right|_{\Gamma}$ is of the form

$$
X=X_{0} \rightarrow X_{1} \rightarrow X_{2} \rightarrow \cdots
$$

In this case, $X$ is called an (ad1)-pivot and we set $A^{\prime}=(A \times D)\left[X \oplus Y_{1}\right]$, where $D$ is the full $t \times t$ lower triangular matrix algebra, and $Y$ is the unique indecomposable projective-injective $D$-module. The component $\Gamma^{\prime}$ is obtained in this case from $\Gamma$ and $\Gamma_{D}$ by inserting a rectangle consisting of the modules $Z_{i j}=\left(k, X_{i} \oplus Y_{j},(1,1)^{t}\right)$ for $i \geq 0,1 \leq j \leq t$, and $X_{i}^{\prime}=\left(k, X_{i}, 1\right)$ for $i \geq 0$, where $Y_{j}, 1 \leq j \leq t$, denote the indecomposable injective $D$-modules. In case $t=0$, we just set $A^{\prime}=A[X]$, and the rectangle above reduces to the ray formed by the modules of the form $X_{i}^{\prime}$.
(ad2) Suppose the support of $\left.\operatorname{Hom}_{A}(X,-)\right|_{\Gamma}$ is of the form

$$
Y_{t} \leftarrow \cdots \leftarrow Y_{1} \leftarrow X=X_{0} \rightarrow X_{1} \rightarrow X_{2} \rightarrow \cdots
$$

with $t \geq 1$ (so that $X$ is injective). Here, we call $X$ an (ad2)-pivot and we set $A^{\prime}=A[X]$. The component $\Gamma^{\prime}$ is obtained by inserting in $\Gamma$ a rectangle consisting of the modules $Z_{i j}=\left(k, X_{i} \oplus Y_{j},(1,1)^{t}\right)$ for $i \geq 1,1 \leq j \leq t$, and $X_{i}^{\prime}=\left(k, X_{i}, 1\right)$ for $i \geq 0$.
(ad3) Suppose the support of $\left.\operatorname{Hom}_{A}(X,-)\right|_{\Gamma}$ is of the form

$$
\begin{aligned}
& Y_{1} \rightarrow Y_{2} \rightarrow \cdots \rightarrow Y_{t} \\
& X=X_{0} \rightarrow X_{1} \rightarrow \cdots \quad \rightarrow \quad X_{t-1} \quad \rightarrow \quad X_{t} \rightarrow X_{t+1} \rightarrow \cdots
\end{aligned}
$$

with $t \geq 2$ (so that $X_{t-1}$ is injective). In this case, we call $X$ an (ad3)-pivot and we set $A^{\prime}=A[X]$. Here, $\Gamma^{\prime}$ is obtained by inserting in $\Gamma$ a rectangle
consisting of the modules $Z_{i j}=\left(k, X_{i} \oplus Y_{j},(1,1)^{t}\right)$ for $i \geq 1,1 \leq j \leq i \leq t$ and $i>t, 1 \leq j \leq t$, and $X_{i}^{\prime}=\left(k, X_{i}, 1\right)$ for $i \geq 0$.

The dual operations ( $\left.\mathrm{ad1}^{*}\right),\left(\mathrm{ad} 2^{*}\right)$ and $\left(\mathrm{ad} 3^{*}\right)$ are also called admissible.

### 2.2. Coils

Definition. A translation quiver $\Gamma$ is called a coil if there exists a sequence of translation quivers $\Gamma_{0}, \Gamma_{1}, \ldots, \Gamma_{m}=\Gamma$ such that $\Gamma_{0}$ is a stable tube and, for each $0 \leq i<m, \Gamma_{i+1}$ is obtained from $\Gamma_{i}$ by an admissible operation.

Definition. Let $A$ be an algebra, and $\mathcal{T}$ be a weakly separating family of stable tubes of $\Gamma_{A}$. An algebra $B$ is called a coil enlargement of $A$ through modules in $\mathcal{T}$ provided there is a finite sequence of algebras $A=A_{0}, A_{1}, \ldots, A_{m}=B$ such that, for each $0 \leq j<m, A_{j+1}$ is obtained from $A_{j}$ by an admissible operation with pivot either in a stable tube of $\mathcal{T}$ or in a coil of $\Gamma_{A_{j}}$, obtained from a stable tube of $\mathcal{T}$ by means of admissible operations done so far. The sequence $A=A_{0}, A_{1}, \ldots, A_{m}=B$ is then called an admissible sequence.
2.3. The following result is taken (not literally) from [12].

Theorem. Let $A$ be a coil enlargement of a tame concealed algebra $C$. Then:
(a) There is a unique maximal branch extension $A^{+}$of $C$ inside $A$ which is full and convex in $A$, and $A$ is obtained from $A^{+}$by a sequence of admissible operations of type (ad1*), (ad2*) or (ad3*).
(b) There is a unique maximal branch coextension $A^{-}$of $C$ inside $A$ which is full and convex in $A$, and $A$ is obtained from $A^{-}$by $a$ sequence of admissible operations of type (ad1), (ad2) or (ad3).
(c) ind $A=\mathcal{P} \vee \mathcal{T} \vee \mathcal{I}$, where $\mathcal{T}$ is a weakly separating family of coils separating $\mathcal{P}$ from $\mathcal{I}, \mathcal{P}$ consists of $A^{-}$-modules and $\mathcal{I}$ of $A^{+}$-modules.
2.4. To prove Theorem A in the next section, we shall require the following lemmata. For a given vertex $x$ in a quiver, we indicate by $x \rightarrow$ the set of all arrows of the quiver starting at $x$.

Lemma. Let $A$ be a coil enlargement of a tame concealed algebra $C$ and $C=A_{0}, A_{1}, \ldots, A_{m}=A^{-}, A_{m+1}, \ldots, A_{n}=A$ be an admissible sequence for $A$. Let $j \geq m, X \in \operatorname{ind} A_{j}$ be an (ad2) or (ad3)-pivot and $A_{j+1}=A_{j}[X]$. If $x$ is the corresponding extension point then there is a unique vertex $z \in$ $A^{-} \backslash A^{+}$that satisfies:
(i) Each $\alpha \in x \rightarrow$ is the starting point of a non-zero path $\omega_{\alpha} \in A(x, z)$.
(ii) There are at least two different arrows in $x \rightarrow$. Moreover, if $\alpha, \beta$ $\in x^{\rightarrow}$, and $\alpha \neq \beta$, then $\omega_{\alpha}-\omega_{\beta} \in I$.

Proof. Assume first that $X$ is an (ad2)-pivot and that $S(X)$ is

$$
Y_{t} \leftarrow \cdots \leftarrow Y_{1} \leftarrow X=X_{0} \rightarrow X_{1} \rightarrow X_{2} \rightarrow \cdots
$$

where $t \geq 1$, and $X, Y_{1}, \ldots, Y_{t}$ are injectives in a coil of $\Gamma_{A_{j}}$. Let $z, z_{1}, \ldots, z_{t} \in$ $A^{-}$be such that $X=I_{z}$ and $Y_{i}=I_{z_{i}}$ for $1 \leq i \leq t$. Since $X=\operatorname{rad} P_{x}$, there must be a non-zero path from $x$ to each vertex $y$ which is a predecessor of $z$. Hence, each $\alpha \in x \rightarrow$ is the starting arrow of a non-zero path from $x$ to $z$, and there are at least two arrows in $x \rightarrow$ : one from $x$ to $z_{t}$ and one from $x$ to a point in $\operatorname{supp} X_{1}$. Moreover, since $P_{x}(z)=X(z)=k$, all paths are congruent modulo $I_{j+1}$. The bound quiver of $A_{j+1}$ has the form

with $A_{j+1}(x, z)$ one-dimensional. By [12, Section 3], $z \in A^{-} \backslash A^{+}, x \in$ $A^{+} \backslash A^{-}$, and $z_{1}, \ldots, z_{t} \in A^{-} \cap A^{+}$. Assume now that $X$ is an (ad3)-pivot and that $S(X)$ is

$$
\begin{aligned}
& Y_{1} \rightarrow Y_{2} \rightarrow \cdots \rightarrow Y_{t} \\
& X=X_{0} \rightarrow X_{1} \rightarrow \cdots \rightarrow X_{t-1} \rightarrow X_{t} \rightarrow X_{t+1} \rightarrow \cdots
\end{aligned}
$$

where $t \geq 2$, and $X_{t-1}, Y_{t}$ are injectives in a coil of $\Gamma_{A_{j}}$. Let $z, z^{\prime} \in A^{-}$be such that $X_{t-1}=I_{z}$ and $Y_{t}=I_{z^{\prime}}$. Then $X$ is the indecomposable $A_{j}$-module given by

$$
X(y)= \begin{cases}0 & \text { if } y<z^{\prime} \\ k & \text { if } z^{\prime}<y \\ X_{t-1}(y) & \text { in any other case. }\end{cases}
$$

Since $X=\operatorname{rad} P_{x}$, there must be a non-zero path from $x$ to each vertex $y$ which is a predecessor of $z$, but those which are predecessors of $z^{\prime}$. Hence each $\alpha \in x^{\rightarrow}$ is the starting arrow of a non-zero path from $x$ to $z$, and there are at least two arrows in $x^{\rightarrow}$ : one from $x$ to $z^{\prime}$ and one from $x$ to a point in supp $X_{t}$. Moreover, since $P_{x}(z)=X_{t-1}(z)=k$, all paths from $x$ to $z$ are congruent modulo $I_{j+1}$. The bound quiver of $A_{j+1}$ has the form

with $A_{j+1}(x, z)$ one-dimensional. By [12, Section 3], $z \in A^{-} \backslash A^{+}, x \in$ $A^{+} \backslash A^{-}, z^{\prime}$ and the vertices of the branch belong to $A^{-} \cap A^{+}$. This finishes the proof.
2.5. Let $b$ be a coextension point of $C$ and $B$ be the branch with root vertex $b$. We denote the arrows in $B$ by $\gamma$ and $\delta$, where $\gamma \delta=0$. If $z \in B$ is the end point of an arrow $\delta$ (respectively, the starting point of an arrow $\gamma$ ), let $\sigma(z)$ (respectively, $\tau(z)$ ) be the vertex $y \in B$ for which the length of a path $y \xrightarrow{\delta} \cdots \xrightarrow{\delta} z$ (respectively, $z \xrightarrow{\gamma} \cdots \xrightarrow{\gamma} y$ ) is the largest possible. Following [16], we call the maximal subbranch of $B$ of the form $b \xrightarrow{\delta} \cdots \stackrel{\delta}{\rightarrow} y$ the factor space branch of $b$. Note that if $|\rightarrow z|=2$ and $z$ does not lie on the factor space branch of $b$, then $\tau(\sigma(z))$ is defined.

Lemma. Let $A$ be a coil enlargement of a tame concealed algebra $C$, and $C=A_{0}, A_{1}, \ldots, A_{m}=A^{-}, A_{m+1}, \ldots, A_{n}=A$ be an admissible sequence for $A$. Each operation of type (ad2) or (ad3) in the corresponding sequence of admissible operations yields a pair of vertices $(x, z)$ with $x \in A^{+} \backslash A^{-}$and $z \in A^{-} \backslash A^{+}$that satisfy:
(a) If $\left(x^{\prime}, z^{\prime}\right)$ is such a pair and $z^{\prime}$ does not lie on the factor space branch of a coextension vertex of $C$, then there must be a previous operation of type (ad2) in the sequence for which the associated pair of vertices is $\left(x, \tau \sigma\left(z^{\prime}\right)\right)$.
(b) If $\left(x^{\prime}, z^{\prime}\right)$ and $\left(x^{\prime \prime}, z^{\prime \prime}\right)$ are two such pairs and there is a path in $Q_{A}$ from $x^{\prime \prime}$ to $x^{\prime}$, then $z^{\prime}$ and $z^{\prime \prime}$ belong to the same coextension branch $B$ and there is a path $z^{\prime \prime} \xrightarrow{\delta} \cdots \xrightarrow{\delta} z^{\prime}$ in $B$.
Proof. (a) Let $\mathcal{C}$ be the coil of $\Gamma_{A}$ containing the pivot $X$ of the operation that yields $\left(x^{\prime}, z^{\prime}\right)$. Then $\mathcal{C}$ contains a ray passing through $X$. On the other hand, on the coinserted tube $\mathcal{T}$ of $\Gamma_{A^{-}}$which is transformed in $\mathcal{C}$ by the sequence of admissible operations, there is a sectional path from $I_{z^{\prime}}$ to $S_{\sigma\left(z^{\prime}\right)}$, but there is no ray passing through both. The only way to create that ray is by the application of an operation (ad2) with pivot $I_{\tau \sigma\left(z^{\prime}\right)}$.
(b) If there is a path in $Q_{A}$ from $x^{\prime \prime}$ to $x^{\prime}$, the operation that yields $\left(x^{\prime}, z^{\prime}\right)$ must have been applied before the one that yields $\left(x^{\prime \prime}, z^{\prime \prime}\right)$. Moreover, $P_{x^{\prime}}$ and $P_{x^{\prime \prime}}$ lie on the same coil $\mathcal{C}$ of $\Gamma_{A}$ and there is a sectional path from $P_{x^{\prime}}$ to $P_{x^{\prime \prime}}$ in $\mathcal{C}$. Now, since either $P_{x^{\prime}}=I_{z^{\prime}}$ or $I_{z^{\prime}}$ lies on the sectional path from $P_{x^{\prime}}$ to $P_{x^{\prime \prime}}$, and either $P_{x^{\prime \prime}}=I_{z^{\prime \prime}}$ or there is a sectional path from $P_{x^{\prime \prime}}$ to $I_{z^{\prime \prime}}$, we infer that there is a sectional path from $I_{z^{\prime}}$ to $I_{z^{\prime \prime}}$ in $\mathcal{C}$. Consequently, there is a non-zero path from $z^{\prime \prime}$ to $z^{\prime}$ in $Q_{A}$. Since these vertices lie on coextension branches and there is no path between them, $z^{\prime}$ and $z^{\prime \prime}$ belong to the same coextension branch. As $\left.\right|^{\rightarrow} z^{\prime \prime} \mid=2$, the only possible path is of the form $z^{\prime \prime} \xrightarrow{\delta} \cdots \xrightarrow{\delta} z^{\prime}$.

The following diagram illustrates the lemma above.

2.6. Lemma. Let $A$ be a coil enlargement of a tame concealed algebra $C$, and $C=A_{0}, A_{1}, \ldots, A_{m}=A^{-}, A_{m+1}, \ldots, A_{n}=A$ be an admissible sequence for $A$. Let $j>m+1$ and $X \in$ ind $A_{j}$ be an (ad1)-pivot such that $\left.X\right|_{C}=0$. Then $X$ is uniserial.

Proof. A case by case inspection shows that $X$ is either simple or supp $X$ is a linearly ordered quiver of type $\mathbb{A}_{n}$. .
2.7. Corollary. Let $A$ be a coil enlargement of a tame concealed algebra $C$, and $C=A_{0}, A_{1}, \ldots, A_{m}=A^{-}, A_{m+1}, \ldots, A_{n}=A$ be an admissible sequence for $A$. The only vertices in $A^{-} \backslash A^{+}$which can be sinks of a simple cycle in $Q_{A}$ are the coextension vertices of $C$ and the vertices $z$ that appear
in a pair $(x, z)$ associated to an operation of type (ad2) or (ad3) in the corresponding sequence of admissible operations that leads from $A^{-}$to $A$ and which lie on the factor space branch of a coextension vertex of $C$.

Proof. Let $z \in A^{-} \backslash A^{+}$be a sink of a simple (reduced) cycle $w$ in $Q_{A}$. Then $z$ lies on a coextension branch $B$ and $|\rightarrow z|=2$.

Assume that $w$ has $t$ sinks $y_{1}, \ldots, y_{t}$, where $y_{1}=z$, and $t$ sources $x_{1}, \ldots, x_{t}$. For $1 \leq i \leq t$, let $w_{i}$ be the path from $x_{i}$ to $y_{i}$ and $w_{i}^{\prime}$ the path from $x_{i}$ to $y_{i+1}$ (where $y_{t+1}=y_{1}$ ). Assume first that $y_{1}=z$ is not the only sink in $w$ belonging to $B$. Since $w$ cannot lie entirely inside $B$ and the paths in $Q_{A}$ starting at $B$ end also in $B$, there must be at least two sources in $w$ which do not belong to $B$. Let $i$ (respectively, $j$ ) be the least (respectively, the largest) index such that $x_{i} \notin B$ (respectively, $x_{j} \notin B$ ). Then $x_{i}$ and $x_{j}$ belong to $C$ or are extension vertices corresponding to the operations of type (ad1), (ad2) or (ad3) in the sequence of admissible operations that leads from $A^{-}$to $A$. If $x_{i}$ (or $x_{j}$ ) is an extension vertex corresponding to an operation of type (ad1) then $w_{i}$ (or $w_{j}^{\prime}$ ) passes through the root vertex $b$ of $B$. Indeed, otherwise $x_{i}$ (or $x_{j}$ ) cannot be a source in $w$, for the other path starting at $x_{i}$ (or $x_{j}$ ), if it exists, ends inside the extension branch with root vertex $x_{i}$ (or $x_{j}$ ). Therefore we may assume that $x_{j}$ is an extension vertex corresponding to an operation (ad2) or (ad3), and the subwalk $w_{i} w_{i-1}^{\prime-1} \cdots w_{1} w_{t}^{\prime-1} w_{t} \cdots w_{j+1} w_{j}^{\prime-1}$ of $w$ may be any of those shown in the figure below. But then either $w_{j+1}$ intersects $w_{j}$, or else it intersects $w_{j-1}^{\prime}$ in several vertices, including $x_{j+1}$ (see the figure opposite). This contradicts the fact that $w$ is a simple cycle.

Hence $y_{1}=z$ is the only sink in $w$ belonging to $B, x_{i}=x_{1}$, and $x_{j}=x_{t}$. If $y_{1}$ does not lie on the factor space branch of $b$, then both $x_{1}$ and $x_{t}$ must be extension vertices corresponding to operations (ad2) or (ad3). But then again either $w_{1}$ intersects $w_{t}$ in $x_{1}$, or else it intersects $w_{t-1}^{\prime}$ in several vertices including $x_{1}$, thus contradicting the simplicity of $w$. This shows that $y_{1}$ lies on the factor space branch of $b$, and there remain only two possible cases: either $w_{1}$ and $w_{t}^{\prime}$ pass through $b$, or $w_{1}$ passes through $b$ and $w_{t}^{\prime}$ does not. In the first case, $y_{1}=b$, and in the second case, $x_{t}$ is an extension point corresponding to an operation $(\mathrm{ad} 2)$ or $(\mathrm{ad} 3)$ which has $\left(x_{t}, y_{1}\right)$ as its associated pair of vertices.

## 3. Strong simple connectedness of coil enlargements of tame concealed algebras

### 3.1. We shall prove one of our main results.

Theorem A. Let A be a coil enlargement of a tame concealed algebra $C$. Then $A$ is strongly simply connected if and only if $A^{-}$and $A^{+}$are strongly simply connected.

Proof. The necessity is clear. To prove the sufficiency, observe first that by $[12,(3.5)]$, we know that $A$ can be obtained from $A^{-}$by a finite sequence of admissible operations of type (ad1), (ad2) and (ad3). We proceed by induction on the number of these operations. Let $C=A_{0}, A_{1}, \ldots, A_{m}=$ $A^{-}, A_{m+1}, \ldots, A_{n}=A$ be an admissible sequence for $A$, and assume that $A=A_{m+1}$. Let $x_{0}$ be the corresponding extension point ( $x_{0}$ is the root of a branch of $A^{+}$if the operation performed is (ad1)).


Assume that $A$ is not strongly simply connected. Then, by [4, Theorem 1.3], the bound quiver $(Q, I)$ of $A$ contains an irreducible cycle which is not a contour, or an irreducible contour which is not naturally contractible. As in $[2,(4.3)]$, we consider two cases.

CASE 1. Let $w=(p, q)$ be an irreducible contour from $x$ to $y$ which is not naturally contractible. Since $w$ lies neither inside $A^{-}$nor inside $A^{+}$, and since $A^{-}$is closed under successors and $A^{+}$under predecessors, it follows that $x=x_{0}$ and $y \in A^{-} \backslash A^{+}$.

Let $\alpha_{1}: x \rightarrow a_{1}$ and $\alpha_{2}: x \rightarrow a_{2}$ be the starting arrows of $p$ and $q$, respectively. Since $x=x_{0}$ is separating, by $[6,(2.2)]$, there exists a minimal relation

$$
\lambda_{1} \alpha_{1} v_{1}+\lambda_{2} \alpha_{2} v_{2}+\sum_{j \geq 3} \lambda_{j} u_{j}
$$

from $x$ to a vertex $z \in A^{-}$, with $0 \neq \lambda_{i} \in k$. If the admissible operation performed is (ad1), then $z \in C$. Since $y \notin A^{+}$, it follows that $z \neq x$ and there is no path from $y$ to $z$. Moreover, there is no path from $z$ to $y$ because $w$ is irreducible. If the operation performed is (ad2) or (ad3), we can take $z$ as the vertex in $A^{-} \backslash A^{+}$described in (2.4). Since $w$ is not naturally contractible, it follows that $z \neq y$ and there is no path from $y$ to $z$. Also, there is no path from $z$ to $y$ because $w$ is irreducible.

Let $b_{1}$ (or $b_{2}$ ) be the last common vertex between $v_{1}$ and $p$ (or $v_{2}$ and $q$, respectively) and $z^{\prime}$ be the first common vertex between $v_{1}$ and $v_{2}$. Denote by $v_{1}^{\prime}$ (or $v_{2}^{\prime}$ ) the subpath of $v_{1}$ (or $v_{2}$ ) from $b_{1}$ (or $b_{2}$, respectively) to $z^{\prime}$, and by $p^{\prime}$ (or $q^{\prime}$ ) the subpath of $p$ (or $q$ ) from $b_{1}$ (or $b_{2}$ ) to $y$.


The walk $w^{\prime}=v_{2}^{\prime-1} q^{\prime} p^{\prime-1} v_{1}^{\prime}$ is a cycle. Indeed, there is no intersection between $p^{\prime}$ and $q^{\prime}$, nor is there one between $v_{1}^{\prime}$ and $v_{2}^{\prime}$, and the existence of an intersection between $v_{2}^{\prime} v_{1}^{\prime-1}$ and $p^{\prime} q^{\prime-1}$ would contradict the irreducibility of $w$. Moreover, $w^{\prime}$ is irreducible because $w$ is. Finally, $w^{\prime}$ is not a contour because it has two different sinks $z^{\prime}$ and $y$. Since $w^{\prime}$ lies inside $A^{-}$, we obtain a contradiction.

CASE 2. Let $w$ be an irreducible cycle which is not a contour. Denote by $x_{1}, \ldots, x_{t}$ its sources, by $y_{1}, \ldots, y_{t}$ its sinks and for $1 \leq i \leq t$, by $w_{i}$ the path from $x_{i}$ to $y_{i}$, and by $w_{i}^{\prime}$ the path from $x_{i}$ to $y_{i+1}$ (where $y_{t+1}=y_{1}$ ). Since $w$ lies neither inside $A^{-}$nor inside $A^{+}$, we may assume that $x_{1}=x_{0}$ and $y_{l} \in A^{-} \backslash A^{+}$(where $1 \leq l \leq t$ ). As before, if $\alpha_{1}: x_{1} \rightarrow a_{1}$ and $\alpha_{2}: x_{1} \rightarrow a_{2}$ are the starting arrows of $w_{1}$ and $w_{1}^{\prime}$, respectively, there exists a minimal relation $\lambda_{1} \alpha_{1} v_{1}+\lambda_{2} \alpha_{2} v_{2}+\sum_{j \geq 3} \lambda_{j} u_{j}$ from $x_{1}$ to a vertex $z \in A^{-}$, with $0 \neq \lambda_{i} \in k$. If the admissible operation performed is (ad1), then $z \in C$ and hence $z \neq y_{l}$ and there is no path from $y_{l}$ to $z$. Also, by the irreducibility of $w$, there is no path from $z$ to $y_{l}$. If the operation performed is $(\operatorname{ad} 2)$ or (ad3), then $z$ can be taken as the vertex in $A^{-} \backslash A^{+}$described in (2.4). Since $w$ is irreducible, it follows that $z \neq y_{l}$, there is no path from $z$ to $y_{l}$ and none from $y_{l}$ to $z$ (otherwise, $y_{l}$ is the root of the branch in which $z$ lies and there is a path from $x_{1}$ to $y_{l}$ that reduces the cycle).

Let $b_{1}\left(\right.$ or $\left.b_{2}\right)$ be the last common vertex of $v_{1}$ (or $v_{2}$ ) and $w_{1}$ (or $w_{1}^{\prime}$, respectively), and $z^{\prime}$ be the first common vertex of $v_{1}$ and $v_{2}$. Denote by $v_{1}^{\prime}$ (or $v_{2}^{\prime}$ ) the subpath of $v_{1}$ (or $v_{2}$ ) from $b_{1}$ (or $b_{2}$, respectively) to $z^{\prime}$, and by $w_{1}^{\prime \prime}$ (or $w_{2}^{\prime \prime}$ ) the subpath of $w_{1}$ (or $w_{1}^{\prime}$ ) from $b_{1}$ (or $b_{2}$ ) to $y_{1}$ (or $y_{2}$, respectively).


Note that either $t \geq 3$ or, if $t=2$, then $b_{1} \neq y_{1}$ or $b_{2} \neq y_{2}$. Indeed, if $t=2$, then one of $y_{1}$ or $y_{2}$ is $y_{l}$ and we have just shown that there is no path from $y_{l}$ to $z$. Consider now the walk $w^{\prime}=w_{1}^{\prime \prime} w_{t}^{\prime-1} w_{t} \cdots w_{2} w_{2}^{\prime \prime-1} v_{2}^{\prime} v_{1}^{\prime-1}$. This walk is a cycle: the walk $w_{1}^{\prime \prime} w_{t}^{\prime-1} w_{t} \cdots w_{2} w_{2}^{\prime \prime-1}$ has no self-intersection because it is a subwalk of $w$, the walk $v_{2}^{\prime} v_{1}^{\prime-1}$ has no self-intersection by definition, and these two do not intersect because $w$ is irreducible. Moreover, $w^{\prime}$ is irreducible because $w$ is. Finally, it is not a contour because it has at least two sinks $\left(z^{\prime}\right.$ and $\left.y_{l}\right)$. Since $w^{\prime}$ lies inside $A^{-}$, we get a contradiction.

The contradictions obtained in both cases show that $A_{m+1}$ is strongly simply connected.

Let $k>m, A=A_{k+1}$ and assume that $A_{k}$ is strongly simply connected, but $A$ is not. Let $x_{0}$ be the extension point of $A_{k}$ and $X \in \operatorname{ind} A_{k}$ be the pivot of the admissible operation. If $X$ is an (ad1)-pivot, then $\left.X\right|_{C} \neq 0$. Indeed, otherwise, by (2.6), $X$ would be uniserial, and since $A$ is obtained from $A_{k}$ by the one-point extension by $X$ followed by several one-point coextensions by simple modules, by [4, (3.4)], $A$ would be strongly simply connected, contrary to our assumption.

As before, the bound quiver ( $Q, I$ ) of $A$ contains an irreducible cycle which is not a contour or an irreducible contour which is not naturally contractible.

CASE 1. Let $w=(p, q)$ be an irreducible contour from $x$ to $y$ which is not naturally contractible. Since $w$ lies neither inside $A_{k}$ nor inside $A^{+}$, we deduce that $x=x_{0}$ and $y \in A^{-} \backslash A^{+}$. We can then proceed as in the first step of induction to obtain an irreducible cycle which is not a contour lying inside $A_{k}$, thus contradicting our assumption.

CASE 2. Let $w$ be an irreducible cycle which is not a contour. Denote by $x_{1}, \ldots, x_{t}$ its sources, by $y_{1}, \ldots, y_{t}$ its sinks, and for $1 \leq i \leq t$, by $w_{i}$ the path from $x_{i}$ to $y_{i}$, and by $w_{i}^{\prime}$ the path from $x_{i}$ to $y_{i+1}\left(\right.$ where $\left.y_{t+1}=y_{1}\right)$. As above, we may assume that $x_{1}=x_{0}$, and $y_{l} \in A^{-} \backslash A^{+}($where $1 \leq l \leq t)$. Further, if $\alpha_{1}: x_{1} \rightarrow a_{1}$ and $\alpha_{2}: x_{1} \rightarrow a_{2}$ are the starting arrows of $w_{1}$ and $w_{1}^{\prime}$, respectively, there is a minimal relation $\lambda_{1} \alpha_{1} v_{1}+\lambda_{2} \alpha_{2} v_{2}+\sum_{j \geq 3} \lambda_{j} u_{j}$, from $x_{1}$ to a vertex $z \in A_{k}$, with $0 \neq \lambda_{i} \in k$.

If the admissible operation applied is (ad1), then $z \in C$ and we can proceed as in the first step of induction. If the operation applied is (ad2) or (ad3), then $z$ is the vertex in $A^{-} \backslash A^{+}$described in (2.4). Again the irreducibility of $w$ shows that $z \neq y_{l}$, there is no path from $z$ to $y_{l}$ and none from $y_{l}$ to $z$ in case $y_{l}$ is a coextension point of $C$. If $y_{l}$ is not a coextension point of $C$, then by (2.7) there is no path from $y_{l}$ to $z$. Indeed, otherwise $x_{0}$ is not constructible since $S(X)$ does not have the proper shape. We can now proceed as in the first step of induction to obtain an irreducible cycle which is not a contour lying inside $A_{k}$, contrary to our assumption.

Again, both contradictions show that $A_{k+1}$ is strongly simply connected, thus completing our proof.

## 4. Strong simple connectedness of coil algebras

4.1. In our next result, we characterize the tame coil enlargements of tame concealed algebras (called coil algebras) which are strongly simply connected.

Theorem B. Let $A$ be a tame coil enlargement of a tame concealed algebra $C$. The following conditions are equivalent:
(a) $A$ is strongly simply connected.
(b) $A^{+}$and $A^{-}$are strongly simply connected.
(c) $A$ is strongly $\widetilde{\mathbb{A}}$-free.
(d) $A^{+}$and $A^{-}$are strongly $\widetilde{\mathbb{A}}$-free.
(e) The orbit graph of each directed component of $\Gamma_{A^{+}}$and $\Gamma_{A^{-}}$is a tree.
(f) $A^{+}$and $A^{-}$satisfy the separation and coseparation conditions.

Proof. By Theorem A, (a) and (b) are equivalent. Clearly, (a) implies (c), and (c) implies (d). Since $A^{+}$and $A^{-}$are either tilted or cotilted of Euclidean type or tubular, the equivalence of (b), (d) and (e) follows from $[3,(2.3)]$ and $[1,(1.7)]$. By [17, (4.1)], (a) implies (f), therefore it remains to show that (f) implies (b). If $A^{+}$(or $A^{-}$) is tubular, the separation condition for $A^{+}$and $\left(A^{+}\right)^{\text {op }}$ (or $A^{-}$and $\left(A^{-}\right)^{\mathrm{op}}$ ) implies that $A^{+}$(or $A^{-}$) is strongly simply connected according to $[1,(1.7)]$. If $A^{+}$(or $A^{-}$) is domestic, the separation condition for $A^{+}$(or $\left(A^{-}\right)^{\mathrm{op}}$ ) implies that $A^{+}$(or $A^{-}$) is strongly $\widetilde{\mathbb{A}}$-free according to $[1,(1.6)]$. Then, by $[3,(2.3)], A^{+}$(or $A^{-}$) is strongly simply connected.
4.2. Corollary. For a coil algebra $A$, the following conditions are equivalent:
(a) $A$ is strongly simply connected.
(b) $A$ is simply connected and strongly $\widetilde{\mathbb{A}}$-free.
(c) $\mathrm{H}^{1}(A)=0$ and $A$ is strongly $\widetilde{\mathbb{A}}$-free.

Proof. This follows directly from Theorem B and [17].

## 5. Strong simple connectedness of iterated coil enlargements

5.1. Following [19], any tame branch extension or coextension of a tame concealed algebra is called a 0 -iterated coil enlargement. Let $B_{0}$ be a tame branch coextension of a tame concealed algebra $C_{0}$. Then we can write

$$
\text { ind } B_{0}=\mathcal{P}_{0} \vee \mathcal{T}_{0} \vee \mathcal{I}_{0}
$$

where $\mathcal{I}_{0}$ is the preinjective component of $\Gamma_{B_{0}}$, and $\mathcal{T}_{0}$ is a separating tubular family containing injectives. Applying admissible operations (ad1), (ad2) and (ad3) we insert projectives in the coinserted and stable tubes of $\mathcal{T}_{0}$. We obtain a coil enlargement $A_{1}$ of $C_{0}$ with $\left(A_{1}\right)^{-}=B_{0}$. If the branch extension $B_{1}=\left(A_{1}\right)^{+}$of $C_{0}$ is tame, we call $\Lambda_{1}=A_{1}$ a 1-iterated coil enlargement.

If $B_{1}$ is domestic, the iteration process stops. On the contrary, if $B_{1}$ is a tubular algebra, then it is a branch coextension of a tame concealed algebra $C_{1}$, and we can write

$$
\text { ind } A_{1}=\mathcal{P}_{1} \vee \mathcal{T}_{1} \vee \mathcal{I}_{1}
$$

where $\mathcal{I}_{1}$ is the preinjective component of $\Gamma_{A_{1}}$, and $\mathcal{I}_{1}$ is a separating tubular family containing injectives. (Indeed, $\mathcal{I}_{1}$ and $\mathcal{I}_{1}$ are, respectively, the last separating tubular family and the preinjective component of $\Gamma_{B_{1}}$; see $[19,(3.1)])$. Applying admissible operations (ad1), (ad2) and (ad3) we insert projectives in the coinserted and stable tubes of $\mathcal{T}_{1}$. We obtain a coil enlargement $A_{2}$ of $C_{1}$ with $\left(A_{2}\right)^{-}=\left(A_{1}\right)^{+}=B_{1}$. If the branch extension $B_{2}=\left(A_{2}\right)^{+}$of $C_{1}$ is tame, we call the algebra $\Lambda_{2}$ obtained from $\Lambda_{1}=A_{1}$ by inserting projectives in the tubes of $\mathcal{T}_{1}$ a 2 -iterated coil enlargement. Again, if $B_{2}$ is domestic, the iteration process stops, and if $B_{2}$ is a tubular algebra, we are able to iterate the process once more.

Inductively, assume that $\Lambda_{n-1}$ is an $(n-1)$-iterated coil enlargement in which we are able to iterate the process once more. This means that there is a coil enlargement $A_{n-1}$ of a tame concealed algebra $C_{n-2}$ such that the branch extension $B_{n-1}=\left(A_{n-1}\right)^{+}$of $C_{n-2}$ is a tubular algebra. Hence $B_{n-1}$ is a branch coextension of a tame concealed algebra $C_{n-1}$, and we can write

$$
\text { ind } \Lambda_{n-1}=\mathcal{P}_{n-1} \vee \mathcal{T}_{n-1} \vee \mathcal{I}_{n-1}
$$

where $\mathcal{I}_{n-1}$ is the preinjective component of $\Gamma_{\Lambda_{n-1}}$ and $\mathcal{T}_{n-1}$ is a separating tubular family containing injectives. Applying admissible operations (ad1), (ad2) and (ad3) we insert projectives in the coinserted and stable tubes of $\mathcal{T}_{n-1}$. We obtain a coil enlargement $A_{n}$ of $C_{n-1}$ with $\left(A_{n}\right)^{-}=\left(A_{n-1}\right)^{+}=$ $B_{n-1}$. If the branch extension $B_{n}=\left(A_{n}\right)^{+}$of $C_{n-1}$ is tame, we call the algebra $\Lambda_{n}$ obtained from $\Lambda_{n-1}$ by inserting projectives in the tubes of $\mathcal{T}_{n-1}$ an $n$-iterated coil enlargement.
5.2. By $[19,(3.3)]$, the $n$-iterated coil enlargements are tame of polynomial growth. Hence we shall call them simply $n$-iterated coil algebras. We borrow the following example from [19].

Example. Let $\Lambda_{i}$, for $1 \leq i \leq 4$, be the $k$-algebras given respectively by the following quivers with relations:



$$
\gamma \delta \varphi=0 \quad \varepsilon \varphi=0 \quad \nu \alpha \beta=\omega \delta \quad \mu \psi=\nu \alpha \beta \varphi
$$

$\Lambda_{2}$


$$
\begin{array}{lccc}
\gamma \delta \varphi=0 & \varepsilon \varphi=0 & \nu \alpha \beta=\omega \delta & \mu \psi=\nu \alpha \beta \varphi \\
\tau \mu=0 & \tau \omega=\sigma \gamma & \sigma \gamma \delta=\varrho \eta \varepsilon &
\end{array}
$$

$\Lambda_{3}$


$$
\begin{array}{llccc}
\gamma \delta \varphi=0 & \varepsilon \varphi=0 & \nu \alpha \beta=\omega \delta & \mu \psi=\nu \alpha \beta \varphi & \tau \mu=0 \\
\tau \omega=\sigma \gamma & \sigma \gamma \delta=\varrho \eta \varepsilon & \chi \lambda=\xi \mu & \xi \nu=0 & \xi \omega=0
\end{array}
$$

$\Lambda_{4}$

$\gamma \delta \varphi=0 \quad \varepsilon \varphi=0 \quad \nu \alpha \beta=\omega \delta \quad \mu \psi=\nu \alpha \beta \varphi \quad \tau \mu=0$
$\tau \omega=\sigma \gamma \quad \sigma \gamma \delta=\varrho \eta \varepsilon \quad \chi \lambda=\xi \mu \quad \xi \nu=0 \quad \xi \omega=0$
$\pi \tau \nu=0 \quad \pi \varrho=0$
Each $\Lambda_{i}$ is an $i$-iterated coil algebra.
5.3. We can now state and prove our last result.

Theorem C. Let $A$ be an n-iterated coil algebra. The following conditions are equivalent:
(a) $A$ is strongly simply connected.
(b) $A$ is strongly $\widetilde{\mathbb{A}}$-free.
(c) Each $B_{i}$ is strongly $\widetilde{\mathbb{A}}$-free.
(d) No $C_{i}$ is hereditary of type $\widetilde{\mathbb{A}}_{n}$.
(e) For each $i$, the orbit graph of each directed component of $\Gamma_{B_{i}}$ is a tree.
(f) Each $B_{i}$ is strongly simply connected.
(g) Each $B_{i}$ satisfies the separation and coseparation conditions.

Proof. Clearly, (a) implies (b), and (b) implies (c). Since $B_{0}$ and $B_{n}$ are, respectively, either cotilted and tilted of Euclidean type or tubular algebras, and the remaining $B_{i}$ are tubular algebras, the equivalence of (c), (d), (e) and (f) follows from [3, (2.3)] and [1, (1.7)]. By [17, (4.1)], (f) implies (g). If $B_{i}$ is tubular, then by $[1,(1.7)]$, (g) implies (c), and if $B_{i}$ is domestic, then by $[1,(1.6)]$ and $[3,(2.3)]$, (g) implies (c).

It remains to show that (f) implies (a). We proceed by induction on $n$. If $n=1$, the statement follows from Theorem A. Assume that $n>1$, and that the statement holds for any $k \leq n-1$. If $A=\Lambda_{n}$ is not strongly simply connected, then by [4, Theorem 1.3], it contains an irreducible cycle $w$ which is not a contour, or an irreducible contour $w$ which is not naturally
contractible．By induction，$w$ must contain a source lying in $B_{n}$ but not in $C_{n-1}$ ，and a sink lying in $B_{0}$ but not in $C_{0}$ ．As in the proof of Theorem A， we may replace $w$ by an irreducible cycle $w^{\prime}$ which is not a contour，but lies in $\Lambda_{n-1}$ ，a contradiction to the induction hypothesis．
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