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POINT DERIVATIONS ON THE L1-ALGEBRA OF
POLYNOMIAL HYPERGROUPS

BY

RUPERT LASSER (Neuherberg and Garching)

Abstract. We investigate whether the L1-algebra of polynomial hypergroups has
non-zero bounded point derivations. We show that the existence of such point derivations
heavily depends on growth properties of the Haar weights. Many examples are studied
in detail. We can thus demonstrate that the L1-algebras of hypergroups have properties
(connected with amenability) that are very different from those of groups.

1. Introduction. Polynomial hypergroups are a very interesting class
of hypergroups with a great variety of examples which are quite different
from groups. Hence the L1-algebras of hypergroups have properties that are
very different from those of L1-algebras of groups, in particular as regards
amenability and related conditions. Being weakly amenable, the L1-algebra
of a locally compact group has no non-zero bounded point derivation (see
e.g. [7, p. 214]). We will show that for the L1-algebra of hypergroups, where
in fact we restrict ourselves to polynomial hypergroups, the situation is
rather different. To have a good reference and for the sake of completeness
we recall briefly the basic facts on polynomial hypergroups. For more details
and proofs we refer to [16] and [17].

Let (Rn)n∈N0 be a polynomial sequence defined by a recurrence relation

(1) R1(x)Rn(x) = anRn+1(x) + bnRn(x) + cnRn−1(x)

for n ∈ N, and

R0(x) = 1, R1(x) =
1
a0

(x− b0),

where an > 0, bn ≥ 0 for all n ∈ N0, cn > 0 for n ∈ N. We assume that
an + bn + cn = 1 for n ∈ N and a0 + b0 = 1. It follows from this assumption
that Rn(1) = 1 for all n ∈ N0. By a theorem of Favard there is a (unique)
probability measure π on R with bounded support such that (Rn)n∈N0 is
orthogonal with respect to π, i.e.

	
RRn(x)Rm(x) dπ(x) = (1/h(n))δn,m.
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The recurrence relation (1) is a special case of the linearization formula

(2) Rm(x)Rn(x) =
n+m∑

k=|n−m|

g(m,n; k)Rk(x)

for m,n ∈ N0. We shall suppose throughout this paper that the coefficients
g(m,n; k) are non-negative. There are many orthogonal polynomial systems
which have this property (see [5, 16, 17]). We can define convolution multi-
plication on N0 by the formula

(3) δm ∗ δn =
n+m∑

k=|n−m|

g(m,n; k)δk,

where δk is the point measure at k ∈ N0. With this convolution, the in-
volution ñ = n and the discrete topology the set of natural numbers N0

is a commutative hypergroup. Such a hypergroup is called the polynomial
hypergroup induced by (Rn)n∈N0 (see [16]).

The Haar measure on the polynomial hypergroup N0 is the counting
measure with weights h(n) = g(n, n; 0)−1 of the points n ∈ N0. They satisfy
the conditions h(0) = 1, h(n+ 1) = (an/cn+1)h(n), n ∈ N0. The translation
of a sequence β = (β(n))n∈N0 reads

Tnβ(m) =
n+m∑

k=|n−m|

g(m,n; k)β(k),

and the convolution of two sequences f, g ∈ l1(h) is given by

f ∗ g(n) =
∞∑
k=0

Tnf(k)g(k)h(k) (n ∈ N0).

(Here, l1(h) = {f = (f(n))n∈N0 :
∑∞

n=0 |f(n)|h(n) < ∞}). With this oper-
ation as multiplication, and f∗(n) = f(n) as involution, the Banach space
l1(h) is a commutative Banach ∗-algebra with unit δ0. The Hermitean dual
space N̂0 of N0 (i.e. the Hermitean structure space of l1(h)) can be identified
with the set

(4) {x ∈ R : |Rn(x)| ≤ 1 for all n ∈ N0}
via the mapping x 7→ αx, αx(n) := Rn(x) (see [16]). Hence we consider
N̂0 as a compact subset of R which contains 1 ∈ R (since Rn(1) = 1).
(We note that in general there exist homomorphisms on l1(h) which are not
Hermitean.) The support of the orthogonalization measure π is contained
in N̂0. The Fourier transform of an element f ∈ l1(h) is defined by

f̂(x) =
∞∑
k=0

f(k)Rk(x)h(k), x ∈ N̂0.

f̂ is a continuous bounded function on N̂0 and satisfies f̂ ∗ g = f̂ ĝ.
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2. Point derivations on l1(h). Fix any complex number x ∈ N̂0. De-
note by Dx any linear functional Dx : l1(h)→ C such that for f, g ∈ l1(h),

(5) Dx(f ∗ g) = f̂(x)Dx(g) + ĝ(x)Dx(f).

Dx is called the point derivation on l1(h) at x ∈ N̂0.
Obviously Dx = 0 is a point derivation. It is the objective of this paper

to characterize those x ∈ N̂0 (given one of the plenty of polynomial hyper-
groups) for which there exist non-zero bounded point derivations Dx. We
put εn(m) = (1/h(n))δn,m. Then ‖εn‖1 = 1 and

(6) ε1 ∗ εn = anεn+1 + bnεn + cnεn−1

for all n ∈ N.
Proposition 1. The following identity is valid for all n∈N0 and x∈ N̂0:

(7) Dx(εn) = a0R
′
n(x)Dx(ε1).

(The prime denotes the usual derivative.) In particular, each bounded point
derivation at x is given up to a constant factor by Dx(εn) = R′n(x).

Proof. Since Dx(ε0) = Dx(ε0 ∗ ε0) = 2Dx(ε0) it follows that Dx(ε0) = 0.
Further, a0R

′
1(x) = 1, and so (7) is true for n = 1. Now assume that (7) is

valid for k = n− 1, n. Then
Dx(ε1 ∗ εn) = R1(x)Dx(εn) +Rn(x)Dx(ε1)

= a0R
′
n(x)R1(x)Dx(ε1) +Rn(x)Dx(ε1).

On the other hand, from (6) we obtain

Dx(ε1 ∗ εn) = anDx(εn+1) + bnDx(εn) + cnDx(εn−1),

and it follows that

Dx(εn+1) =
1
an

(a0R
′
n(x)R1(x)+Rn(x)−bna0R

′
n(x)−cna0R

′
n−1(x))Dx(ε1)

= a0R
′
n+1(x)Dx(ε1),

where the latter equality follows directly by differentiation of the three-term
recurrence relation for Rn(x).

Another important identity for Dx(εn) is obtained from the Christoffel–
Darboux formula for Rn(x). In fact, we have (see e.g. [25] or [19])

(8)
1

anh(n)

n∑
k=0

R2
k(x)h(k) = a0R

′
n+1(x)Rn(x)− a0R

′
n(x)Rn+1(x)

for all x ∈ R and n ∈ N. Applying (7) we obtain

(a0R
′
n+1(x)Rn(x)− a0R

′
n(x)Rn+1(x))Dx(ε1)

= Rn(x)Dx(εn+1)−Rn+1(x)Dx(εn).

Since
∑n

k=0R
2
k(x)h(k) is strictly positive we have
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Proposition 2. The following identity is valid for all n ∈ N and x ∈ N̂0:

(9) Dx(ε1) = anh(n)
1∑n

k=0R
2
k(x)h(k)

(Rn(x)Dx(εn+1)−Rn+1(x)Dx(εn)).

If we know the sequence (R′n(x))n∈N0 we can decide whether there exists
some bounded Dx 6= 0. If not we can apply Proposition 2 to give a sufficient
condition for Dx being equal to zero.

Theorem 1. Assume x ∈ N̂0.

(i) There exists a non-zero bounded point derivation Dx at x if and only
if {R′n(x) : n ∈ N0} is bounded.

(ii) If

(10) inf
{

anh(n)∑n
k=0R

2
k(x)h(k)

(|Rn(x)|+ |Rn+1(x)|) : n ∈ N0

}
= 0,

then Dx = 0.

Proof. (i) If {R′n(x) : n ∈ N0} is unbounded and Dx(ε1) 6= 0, then, by
Proposition 1, Dx cannot be bounded. Hence Dx(ε1) = 0, and then Dx(εn)
= 0 for all n ∈ N0, which means Dx = 0. Conversely, if {R′n(x) : n ∈ N0}
is bounded, the linear extension of equation (7) is a bounded map on the
linear span of {εn : n ∈ N0}. If we select Dx(ε1) 6= 0 we finally get a bounded
non-zero derivation on l1(h).

(ii) If (10) holds true and Dx is bounded, then Dx(ε1) = 0, and hence
Dx = 0.

Example 1 (Ultraspherical polynomials R(α)
n (x), α ≥ −1/2). For each

α ≥ −1/2 we get a polynomial hypergroup on N0 induced by R
(α)
n (x) (see

[5]). The three-term recurrence coefficients are a0 = 1, b0 = 0 and

an =
n+ 2α+ 1
2n+ 2α+ 1

, bn = 0, cn =
n

2n+ 2α+ 1
for n ∈ N.

The dual space N̂0 is identified with [−1, 1]. From [25, (4.7.14)] we obtain

(11) (R(α)
n )′(x) =

n(n+ 2α+ 1)
2 + 2α

R
(α+1)
n−1 (x).

Furthermore, R(α)
n (x) = O(n−α−1/2) for x ∈ ]−1, 1[ as n→∞ (see [25,

(7.32.5)]), and hence (R(α)
n )′(x) = O(n−α+1/2) for x ∈ ]−1, 1[ as n→∞.

Moreover, the orders are sharp as regards their orders in n.
For x = ±1 we deduce from (11) immediately that (R(α)

n )′(±1) = O(n2)
as n→∞. Theorem 1(i) implies:
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Corollary 1. For the polynomial hypergroups induced by the ultras-
pherical polynomials R(α)

n (x), α ≥ −1/2, we have:

(1) If −1/2 ≤ α < 1/2, then Dx = 0 for all x ∈ [−1, 1].
(2) If α ≥ 1/2, then D±1 = 0, and Dx 6= 0 exists for x ∈ ]−1, 1[.

Further examples are studied in Section 4. It is immediate to observe that
D1 is always equal to zero. In fact, putting x = 1 in the Christoffel–Darboux
formula (8) we obtain

a0R
′
n+1(1)− a0R

′
n(1) =

1
an

(
1 +

h(n− 1)
h(n)

+ · · ·+ h(0)
h(n)

)
≥ 1,

which implies a0R
′
n(1) ≥ n. Hence by (7) we have D1 = 0.

Proposition 3. For each polynomial hypergroup on N0 we have D1 = 0.
If the polynomial hypergroup on N0 is symmetric (i.e. a0 = 1 and bn = 0 for
all n ∈ N0), then also D−1 = 0. More generally , in the symmetric case, the
existence of Dx 6= 0 is equivalent to the existence of D−x 6= 0.

Proof. The first statement has just been proven. If the polynomial hy-
pergroup is symmetric we have −1 ∈ N̂0 and Rn(−x) = (−1)nRn(x), and
so R′n(−x) = (−1)n+1R′n(x). In particular, |R′n(−1)| = R′n(1) ≥ n, and the
second statement follows by (7).

Next we want to use criterion (10) to derive general conditions that
guarantee that Dx = 0 for all x ∈ N̂0. For x ∈ N̂0 put

(12) m(x) := lim sup
n→∞

∑n
k=0R

2
k(x)h(k)∑n

k=0 h(k)
.

Obviously, 0 ≤ m(x) ≤ 1. We say the polynomial hypergroup has property
(H) if the corresponding Haar weights h(n) satisfy

lim
n→∞

h(n)∑n
k=0 h(k)

= 0.

Next, let
T := {x ∈ N̂0 : m(x) > 0}.

The subset T of N̂0 is non-empty, since 1 ∈ T . A direct consequence of (10)
in Theorem 1 is:

Corollary 2. Suppose the polynomial hypergroup has property (H). If
x ∈ T , then Dx = 0.

Proof. Write

h(n)∑n
k=0R

2
k(x)h(k)

=
h(n)∑n
k=0 h(k)

∑n
k=0 h(k)∑n

k=0R
2
k(x)h(k)

.
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Since (H) holds true and x ∈ T , we have

lim
n→∞

h(n)∑n
k=0R

2
k(x)h(k)

= 0.

Now apply Theorem 1(ii).

In view of Corollary 2 we will investigate property (H) and the size of T
in the next section.

We continue to derive general results on the existence of Dx 6= 0. In
view of a result on spectral synthesis of polynomial hypergroups (see [26,
Corollary 3.12]), the following characterization is valid. We recall briefly the
definition of spectral sets. A closed subset E of N̂0 is called a spectral set
if IE = {f ∈ l1(h) : f̂(x) = 0 for all x ∈ E} is the only closed ideal in
l1(h) with hull E. The hull h(I) of a closed ideal I in l1(h) is given by
h(I) = {x ∈ N̂0 : f̂(x) = 0 for all f ∈ I}.

Theorem 2. Suppose that the polynomial hypergroup has polynomial
growth, i.e. h(n) = O(na) for some a ≥ 0. Assume x ∈ N̂0. Then there
exists a non-zero bounded point derivation Dx at x if and only if {x} is a
non-spectral set.

For general polynomial hypergroups (and even for general commutative
hypergroups) we can adopt a method of [12]. For x ∈ N̂0 we denote by
I(x) = {f ∈ l1(h) : f̂(x) = 0} the maximal ideal in l1(h) with hull {x}.

Proposition 4. Let x ∈ N̂0 and assume that {x} is a spectral set or
I(x) has a (not necessarily bounded) approximate identity. Then Dx = 0.

Proof. For f, g ∈ I(x) we have Dx(f ∗ g) = 0. Since I(x) ∗ I(x) is an
ideal in l1(h) with hull {x}, I(x) ∗ I(x) is dense in I(x), provided {x} is a
spectral set. Obviously, I(x) ∗ I(x) is also dense in I(x) whenever I(x) has
an approximate identity. Hence Dx(f) = 0 for all f ∈ I(x). Now select some
g ∈ l1(h) such that ĝ(x) = 1 and ‖g‖1 ≤ 1. Then Dx(gn) = nDx(g), and
hence Dx(g) = 0. Given any f ∈ l1(h) write f = f̂(x)g+ (f − f̂(x)g), which
implies Dx(f) = 0.

Another related problem, the existence of bounded approximate identi-
ties in the maximal ideals I(x) = {f ∈ l1(h) : f̂(x) = 0}, is investigated in
[10]. The existence of bounded approximate identities is equivalent to the
existence of a continuous linear functional mx ∈ l∞(N0)∗ with mx(αx) = 1
and mx(Tnf) = Rn(x)mx(f) for all f ∈ l∞(N0) (see [10, Theorem 3.4]). We
now consider a weaker assumption where we do not require the boundedness
of such linear functionals.
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Proposition 5. Let x ∈ N̂0 and assume that there exists a (not neces-
sarily bounded) linear functional mx : l∞(N0) → C such that mx(αx) = 1
and mx(Tnf) = Rn(x)mx(f) for all f ∈ l∞(N0) and n ∈ N0. Then Dx = 0.

Proof. Let Dx be a bounded point derivation on l1(h) at x ∈ N̂0. Con-
sider the bounded sequence β = (β(n))n∈N0 , where β(n) = Dx(εn). Then by
Proposition 1 we have β(n) = a0β(1)R′n(x), and hence

T1β(n) = anβ(n+ 1) + bnβ(n) + cnβ(n− 1)
= a0β(1)(anR′n+1(x) + bnR

′
n(x) + cnR

′
n−1(x))

= a0β(1)(R′1(x)Rn(x) +R1(x)R′n(x)) = β(1)Rn(x) + β(n)R1(x).

Applying mx we obtain

R1(x)mx(β) = mx(T1β) = β(1)mx((Rn(x))n∈N0) +R1(x)mx(β)
= β(1) +R1(x)mx(β).

Therefore β(1) = Dx(ε1) = 0, and so Dx = 0.

Considering the examples of the ultraspherical polynomials R(α)
n (x), we

can see that for −1/2 < α < 1/2 and x ∈ ]−1, 1[ the sets {x} are spectral
sets, but the ideals I(x) do not have bounded approximate identities. The
latter fact is shown in [10, Example 4.6]. Thus we observe that these one-
point sets {x} are spectral sets, but not strong Wiener–Ditkin sets, whereas
they are Wiener–Ditkin sets. In fact, I(x) has an unbounded approximate
identity in that case (see [8]).

Let (Pn(x))n∈N0 be another orthogonal polynomial sequence that induces
a polynomial hypergroup on N0. Then one can write

(13) Pn(x) =
n∑
k=0

c(n, k)Rk(x).

The unique coefficients are called the connection coefficients (cf. [1]). If all
connection coefficients c(n, k) are non-negative, then setting x = 1 we see
that

∑n
k=0 c(n, k) = 1. If x ∈ R determines a character αx with respect

to Rn, i.e. |Rn(x)| ≤ 1 for all n ∈ N0, then |Pn(x)| ≤ 1 for all n ∈ N0.
Hence, if x is an element of the character space of the polynomial hypergroup
with respect to Rn, then x is also an element of the character space of the
hypergroup with respect to Pn. Moreover, P ′n(x) =

∑n
k=0 c(n, k)R′k(x). In

particular, if {R′n(x) : n ∈ N0} is bounded, then so is {P ′n(x) : n ∈ N0}.

Proposition 6. Assume (Rn)n∈N0 and (Pn)n∈N0 each induce a polyno-
mial hypergroup on N0, and suppose that the connection coefficients c(n, k)
in (13) are non-negative. If x ∈ N̂0 and Dx 6= 0 is a non-zero bounded deriva-
tion with respect to Rn, then there also exists a non-zero bounded derivation
Dx with respect to Pn.
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Proof. Follows immediately from Theorem 1(i) and the observations
above.

The non-existence of a non-zero bounded derivation Dx can be seen as
a very weak and local condition of amenability. We now consider the global
condition of weak amenability of l1(h). The Banach algebra l1(h) is weakly
amenable if every bounded derivation D : l1(h) → l1(N0)∗ ∼= l∞(N0) is
equal to zero (see [4]). The l1(h)-bimodule action on l∞(N0) is given by
the convolution of l1(h) on l∞(N0). The following proposition holds true for
general Banach algebras (see [6, Theorem 2.8.63]).

Proposition 7. Suppose that l1(h) is weakly amenable. Then for every
x ∈ N̂0 each bounded point derivation Dx is equal to zero.

A direct consequence of Proposition 7 is that the Banach algebra l1(h)
induced by the ultraspherical polynomials R(α)

n (x) is not weakly amenable
whenever α ≥ 1/2. Weak amenability (and also amenability) of l1(h) is
studied in [18]. Another recent contribution to amenability on hypergroups
is [3].

3. Growth conditions. We begin by investigating property (H). Put

σ0 = 0, σn =
h(n)∑n−1
k=0 h(k)

for n ∈ N.

Part of the following lemma is already shown in [20].

Lemma 1. Suppose (Rn(x))n∈N0 induces a polynomial hypergroup. Then

(i) σn → % with % > 0 if and only if an−1/cn → 1 + % as n→∞,
(ii) σn → 0 and σn/σn−1 → 1 if and only if an−1/cn → 1 as n→∞.

Proof. By induction we obtain

(14)
n∑
k=0

h(k) =
n∏
k=0

(1 + σk).

In particular, it follows that h(n) = (
∏n−1
k=0(1 + σk))σn, and hence

(15)
an−1

cn
=

h(n)
h(n− 1)

=
σn
σn−1

(1 + σn−1).

Now σn → % with % > 0 implies an−1/cn → 1+%. If σn → 0 and σn/σn−1 → 1
we obtain an−1/cn → 1. To show the converse implications in (i) and (ii),
write qn = cn/an−1, and let ε > 0. Assuming an−1/cn → 1 + % with % ≥ 0,
there exists m ∈ N such that

1
1 + %

− ε ≤ qm+n ≤
1

1 + %
+ ε for all n ∈ N0.
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We consider first the case % = 0 and suppose 0 < ε < 1. Since

0 < qm+nσm+n =
qm+nh(m+ n)∑m+n−1

k=0 h(k)

=
h(m+ n− 1)∑m+n−1
k=0 h(k)

≤ h(m+ n− 1)∑m+n−1
k=m h(k)

=
h(m+ n− 1)

h(m+ n− 1)[1 + qm+n−1 + qm+n−1qm+n−2 + · · ·+ qm+n−1 · · · qm+1]

≤ 1
1 + (1− ε) + · · ·+ (1− ε)n−1

=
ε

1− (1− ε)n
,

and 0 < ε < 1 was arbitrary, it follows that qnσn → 0, and so σn → 0.
Now suppose % > 0. Since an−1/cn → 1 + % > 1, and since h(n) =

h(n− 1)an−1/cn, it follows that h(n)→∞ as n→∞. Moreover,

1
qm+nσm+n

=
∑m−1

k=0 h(k)
h(m+ n− 1)

+
∑m+n−1

k=m h(k)
h(m+ n− 1)

≥
∑m−1

k=0 h(k)
h(m+ n− 1)

+ 1 +
(

1
1 + %

− ε
)

+ · · ·+
(

1
1 + %

− ε
)n−1

.

Hence we get

lim inf
n→∞

1
qnσn

≥ 1
1− 1

1+%

=
1 + %

%
,

and so
lim inf
n→∞

1
σn

= lim inf
n→∞

1
σnqn

lim
n→∞

qn ≥
1
%
,

which implies lim supn→∞ σn ≤ %. Similarly we obtain

1
qm+nσm+n

≤
∑m−1

k=0 h(k)
h(m+ n− 1)

+ 1 +
(

1
1 + %

+ ε

)
+ · · ·+

(
1

1 + %
+ ε

)n−1

,

which implies

lim sup
n→∞

1
qnσn

≤ 1
1− 1

1+%

=
1 + %

%
,

and so lim infn→∞ σn ≥ %. Thus we have shown that limn→∞ σn = %.

Corollary 3. Suppose (Rn(x))n∈N0 induces a polynomial hypergroup.
If an−1/cn → 1 as n→∞, then condition (H) is satisfied.

Now we deal with m(x) (see (12)). The following result of Nevai (see [24,
Theorem 4.5.2]) is essential for further considerations. We reformulate it for
our purposes.

Theorem 3 (Nevai). Suppose that suppπ ⊆ [−1, 1] = N̂0, and that the
Radon–Nikodym derivative π′ satisfies Szegö’s condition
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1�

−1

ln(π′(x))√
1− x2

dx > −∞.

Given x ∈ ]−1, 1[ suppose that π is absolutely continuous in a neighbourhood
of x, π′ is continuous at x, and π′(x) > 0. Then

(16) lim
n→∞

n+ 1∑n
k=0R

2
k(x)h(k)

= Cπ′(x)
√

1− x2 > 0.

Corollary 4. Suppose that the assumptions of Theorem 3 on π and
x ∈ N̂0 are valid. Then

if lim inf
n→∞

∑n
k=0 h(k)
n+ 1

<∞, then x ∈ T ,(i)

if lim
n→∞

∑n
k=0 h(k)
n+ 1

=∞, then x /∈ T .(ii)

Proof. From Theorem 3 it follows that

lim
n→∞

∑n
k=0R

2
k(x)h(k)∑n

k=0 h(k)
= 0 if and only if lim

n→∞

n+ 1∑n
k=0 h(k)

= 0.

Corollary 5. Suppose that N̂0 = [−1, 1] and assume that dπ(x) =
w(x)dx, w(x) a positive continuous function on ]−1, 1[. If {h(n) : n ∈ N0}
is bounded then ]−1, 1[ ⊆ T . In particular , Dx = 0 for all x ∈ N̂0.

Proof. As h(n) is bounded, Theorem 2(6) of [22] shows that the function
(w(x)

√
1−x2)−1 is essentially bounded. That means π′ satisfies Szegö’s con-

dition. By Corollary 4 we have to show that lim infn→∞(n+ 1)−1
∑n

k=0 h(k)
< ∞, which is obviously true. The additional statement follows by Corol-
lary 2.

Example 2 (Bernstein–Szegö polynomials, see [25]). We consider the
polynomials Q(ν,κ)

n (x) that are orthogonal with respect to the measure

dπ(x) = cν,κ
dx

g(x)
√

1− x2

on [−1, 1], where g(x) = |νe2it + κeit + 1|2, x = cos t, is a polynomial with
g(x) > 0 for all x ∈ [−1, 1]. By explicit representation by Chebyshev poly-
nomials of the first kind (see [13]), it can be easily shown that the Q(ν,κ)

n

induce a polynomial hypergroup on N0 provided ν, κ ≥ 0 and κ−1 < ν < 1.
The Haar weights h(n) are bounded, and hence Corollary 5 can be applied.

To apply Corollaries 2 and 4 we have to check that the assumptions
of Theorem 3 on the orthogonalization measure π are satisfied. We now
concentrate on conditions depending directly on the recurrence coefficients
an, bn, cn. For the next considerations it is more convenient to use the or-
thonormal polynomials pn(x) =

√
h(n)Rn(x), which satisfy the recurrence
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relation

(17) xpn(x) = λn+1pn+1(x) + βnpn(x) + λnpn−1(x), n ∈ N0.

with p0(x) = 1 and λn = a0
√
cnan−1 for n ≥ 2, λ1 = a0

√
c1, λ0 = 0 and

βn = a0bn+b0 for n ≥ 1, β0 = b0. The polynomial sequence (pn(x))n∈N0 is an
element of the Nevai class M(0, 1) if limn→∞ λn = 1/2 and limn→∞ βn = 0.
It is called of bounded variation type if

(18)
∞∑
n=1

(|λn+1 − λn|+ |βn+1 − βn|) <∞.

Theorem 4. Suppose (pn(x))n∈N0 is of Nevai class M(0, 1) and is of
bounded variation type. Further , assume that h(n) = O(na), 0 ≤ a < 2.
Then Dx = 0 for every x ∈ ]−1, 1[ ⊆ N̂0.

Proof. Since (pn(x))n∈N0 is a member of M(0, 1) we have [−1, 1] ⊆
suppπ ⊆ N̂0 (see [23, Theorem 7, p. 23]). In [10, Theorem 5.1] or [21] it
is shown that the polynomials pn(x) are uniformly bounded on each closed
subinterval of ]−1, 1[. By [21] we have

lim
n→∞

(
p2
n(x)− λn+1

λn
pn+1(x)pn−1(x)

)
= f(x) > 0

for all x ∈ ]−1, 1[. Since limn→∞ λn+1/λn = 1 there exists N ∈ N such that
for n ≥ N ,

max{|pn−1(x)|, |pn(x)|, |pn+1(x)|} > f(x)/2.

Hence
∑n

k=0R
2
k(x)h(k) =

∑n
k=0 p

2
k(x) is growing exactly with order n. Fur-

thermore, anh(n)|Rn(x)|= an
√
h(n)|pn(x)|=O(na/2) and anh(n)|Rn+1(x)|

= cn+1h(n + 1)|Rn+1(x)| = O(na/2) as n→∞. As 0 ≤ a < 2 we conclude
from Theorem 1(ii) that Dx = 0 for x ∈ ]−1, 1[.

If
∑∞

k=0 |Rk(x)|h(k) is convergent, then
∑∞

k=0R
2
k(x)h(k) is convergent

and |Rn(x)|h(n) tends to zero. Theorem 1(ii) yields:

Corollary 6. If
∑∞

k=0 |Rk(x)|h(k) <∞, then Dx = 0.

In the next section we will show that
∑∞

k=0R
2
k(x)h(k) <∞ is not suffi-

cient for Dx = 0 (see Example 6 below).

4. Examples. We have already studied ultraspherical polynomials (see
Corollary 1), and Bernstein–Szegö polynomials. In [26] there are examples
of polynomial growth in order to determine when points are spectral sets.
Appealing to Theorem 2 we can transfer the examples of [26] to our prob-
lem getting characterizations of Dx = 0 in the case of Jacobi polynomi-
als, generalized Chebyshev polynomials, Geronimus polynomials, Grinspun
polynomials and q-ultraspherical polynomials.
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Example 3 (Little q-Legendre polynomials). We consider the orthogo-
nal polynomials Rn(x) = Rn(x; q), 0 < q < 1, defined by a0 = 1/(q + 1),
b0 = q/(q + 1) and for n ∈ N,

an = qn
(1 + q)(1− qn+1)

(1− q2n+1)(1 + qn+1)
,

bn =
(1− qn)(1− qn+1)
(1 + qn)(1 + qn+1)

,

cn = qn
(1 + q)(1− qn)

(1− q2n+1)(1 + qn)
.

These polynomials define a polynomial hypergroup on N0.Their Haar weights
are

h(n) =
1

1− q
(q−n − qn+1),

and
N̂0 = {1} ∪ {1− qk : k ∈ N0}.

The hypergroup is of exponential growth. In [11] it is shown that it is of
strong compact type. That is, the translation operator Tn−id is compact on
l1(h) for each n ∈ N. By Theorem 3 of [11] and Theorem 3.3 of [10] every
maximal ideal I(x), x ∈ N̂0, has a bounded approximate identity. Hence by
Proposition 4 all Dx are zero.

Example 4 (Associated ultraspherical polynomials). In [17, §3] the as-
sociated ultraspherical polynomials Rn(x) = R

(ν)
n (x;α), α > −1/2, ν ≥ 0,

are investigated. It is shown that each of these polynomial systems defines a
polynomial hypergroup on N0. The recurrence coefficients are an = 1 − cn,
bn = 0 for n ∈ N0, c0 = 0 and

cn =
(ν + n)(2α+ ν)n+1 − (n+ 2α+ ν)(ν)n+1

(2n+ 2α+ 2ν + 1)[(2α+ ν)n+1 − (ν)n+1]
for n ∈ N.

For ν = 0 we get the ultraspherical polynomials. The coefficients γn and βn
for the orthonormal versions are

βn = 0 and γn =
(

(n+ ν + 2α)(n+ ν)
(2n+ 2ν + 2α)(2n+ 2ν + 2α− 1)

)1/2

, n ∈ N.

Obviously these polynomials belong to the Nevai class M(0, 1). To check
that this sequence is of bounded variation type it is sufficient to show that∑∞

n=1 |λ2
n+1−λ2

n| <∞. Since λ2
n+1−λ2

n = (cn+ d)/(8n3 + · · · ), we see that
the orthonormal polynomial sequence is of bounded variation type. In [17,
(3.8)] we calculated the Haar weights h(n) explicitly,

h(n) =
(2n+ 2α+ 2ν + 1)

4α2(2α+ 2ν + 1)(ν + 1)n(2α+ ν + 1)n
((2α+ ν)n+1 − (ν)n+1)2.



POLYNOMIAL HYPERGROUPS 27

Asymptotic properties of the Gamma function yield h(n) = O(n2α+1).Hence
by Theorem 4 it follows that Dx = 0 for all x ∈ [−1, 1] = N̂0, provided
−1/2 < α < 1/2.

Example 5 (Cartier–Dunau polynomials). These polynomials Rn(x) =
Rn(x; q), q ≥ 1, are defined by bn = 0 and an = q/(q+ 1) and cn = 1/(q+ 1)
for n ∈ N. They are used to study homogeneous trees (see [13, 3.4]). We
consider only x = 0 and determine R′n(0) explicitly. Since the polynomi-
als are symmetric we have R′2k(0) = 0 for k ∈ N0. To calculate R′2k+1(0)
we determine R2k(0). The recurrence relation gives R2k(0) = (−1)k/qk.
Since

Rn(0) =
q

q + 1
R′n+1(0) +

1
q + 1

R′n−1(0),

a simple induction proof shows that

R′2k+1(0) = (−1)k
(k + 1)q + k

qk+1
for k ∈ N0.

For q = 1 we obtain D0 = 0. (Note that Rn(x; 1) is the Chebyshev poly-
nomial of first kind, and hence Dx = 0 for all x ∈ [−1, 1], as we already
know.) For q > 1 there are D0 6= 0 by Theorem 1(i). Consequently, l1(h) is
not weakly amenable for q > 1 (see Proposition 6).

Example 6 (Karlin–McGregor polynomials). In [9] we studied the Rei-
ter condition P2 for orthogonal polynomials Rn(x) = Rn(x;α, β) defined by
the recurrence coefficients a0 = 1, b0 = 0 and

an =


α− 1
α

for n odd,

β − 1
β

for n even,

and cn = 1 − an, bn = 0 for n ∈ N. They were first considered by Karlin
and McGregor in [15]. These polynomials induce a polynomial hypergroup
on N0 whenever α ≥ 2 and β ≥ 2. We consider only x = 0 (the dual space
N̂0 is equal to [−1, 1]). Obviously R2k+1(0) = 0, and as is easily shown,
R2k(0) = (−1)k/(α− 1)k for k ∈ N. Hence

∞∑
n=0

R2
n(0)h(n) = 1 +

β

β − 1

∞∑
k=1

(
β − 1
α− 1

)k
,

and so
∑∞

n=0R
2
n(0)h(n) = α/(α − β), provided α > β ≥ 2, which implies

π({0}) = (α− β)/α. Despite this fact we now show that there are bounded
point derivations D0 different from zero. Since the polynomials are symmet-
ric, we have R′2k(0) = 0. For the odd indices we have
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(19) R′2k+1(0) =
(−1)kβ
β − 1

k−1∑
j=0

1
(α− 1)k−j(β − 1)j

+
(−1)k

(β − 1)k

for k ∈ N0. To prove (19) we use induction and the equation R′n+1(0) =
(1/an)Rn(0)− (cn/an)R′n−1(0). The calculation is straightforward.

If α > 2 and β > 2 then limk→∞ |R′2k+1(0)| = 0. In fact, let γ =
min{α, β} > 2. Then

|R′2k+1(0)| ≤ β

β − 1
k

(γ − 1)k
+

1
(β − 1)k

→ 0 as k →∞.

If α = 2, β > 2 or α > 2, β = 2, we see again by (19) that {R′2k+1(0) :
k ∈ N0} is bounded. Applying Theorem 1(i) we find that D0 6= 0 exist
whenever α, β > 2, or α = 2, β > 2, or α > 2, β = 2.

Example 7 (Pollaczek polynomials). For symmetric Pollaczek polyno-
mials Rn(x) = Rn(x;α, µ) we have shown in [17, Theorem 4.1] that they
define a polynomial hypergroup on N0 if α, µ ≥ 0 or −1/2 < α < 0, 0 ≤
µ < α+ 1/2. We use a result of Askey on the positivity of connection coef-
ficients (see (13)) with respect to the Chebyshev polynomials of the second
kind which are exactly the ultraspherical polynomials R(α)

n (x) with α = 1/2.
By Corollary 1 we know that for these polynomials, Dx 6= 0 exist for each
x ∈ ]−1, 1[. We consider the monic version un(x) of the Chebyshev polyno-
mials of the second kind, which satisfy

(20) xun(x) = un+1(x) +
1
4
un−1(x), n ∈ N,

and u0(x) = 1, u1(x) = x.

The monic version φn(x) of the Pollaczek polynomials satisfies

xφn(x) = φn+1(x) + γnφn−1(x), n ∈ N,

φ0(x) = 1, φ1(x) = x, with

(21) γn =
n(n+ 2α)

(2n+ 2α+ 2µ+ 1)(2n+ 2α+ 2µ− 1)

(cf. [17]). By Askey’s result (see [2] or [14]) we get φn(x)=
∑n

k=0 d(n, k)uk(x)
with d(n, k) ≥ 0 provided 1/4 ≥ γn for all n ∈ N. The inequality 1/4 ≥ γn
for all n ∈ N is satisfied whenever α+µ ≥ 1. Since un(1) > 0 and φn(1) > 0
for all n ∈ N0, we obtain

Rn(x;α, µ) =
n∑
k=0

c(n, k)R(1/2)
k (x)

with c(n, k) ≥ 0 whenever α+ µ ≥ 1. By Proposition 6 there exist non-zero
derivations Dx for x ∈ ]−1, 1[ with respect to Rn(x;α, µ) if α+ µ ≥ 1.



POLYNOMIAL HYPERGROUPS 29

REFERENCES

[1] R. Askey, Orthogonal Polynomials and Special Functions, SIAM, Philadelphia, 1975.

[2] —, Orthogonal expansions with positive coefficients, II, SIAM J. Math. Anal. 2
(1971), 340–346.

[3] A. Azimifard, On the α-amenability of hypergroups, Monatsh. Math. 155 (2008),
1–13.

[4] W. G. Bade, P. C. Curtis, Jr. and H. G. Dales, Amenability and weak amenability
for Beurling and Lipschitz algebras, Proc. London Math. Soc. 55 (1987), 359–377.

[5] W. R. Bloom and H. Heyer, Harmonic Analysis and Probability Measures on Hy-
pergroups, de Gruyter, Berlin, 1995.

[6] H. G. Dales, Banach Algebras and Automatic Continuity, Clarendon Press, Oxford,
2000.

[7] H. G. Dales, F. Ghahramani and A. Y. Helemskii, The amenability of measure
algebras, J. London Math. Soc. (2) 66 (2002), 213–226.

[8] F. Filbir, Existence of approximate identities in maximal ideals of hypergroup-algeb-
ras, in: Special Functions (Hong Kong, 1999) World Sci., Singapore, 2000, 88–97.

[9] F. Filbir and R. Lasser, Reiter’s condition P2 and the Plancherel measure for hy-
pergroups, Illinois J. Math. 44 (2000), 20–32.

[10] F. Filbir, R. Lasser and R. Szwarc, Reiter’s condition P1 and approximate identities
for polynomial hypergroups, Monatsh. Math. 143 (2004), 189–203.

[11] —, —, —, Hypergroups of compact type, J. Comput. Appl. Math. 178 (2005), 205–
214.

[12] B. Forrest, Amenability and derivations of the Fourier algebra, Proc. Amer. Math.
Soc. 104 (1988), 437–442.
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