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GIBBS MEASURES IN A MARKOVIAN CONTEXT AND DIMENSION

BY

L. FARHANE (Monastir) and G. MICHON (Dijon)

Abstract. The main goal is to use Gibbs measures in a markovian matrices context
and in a more general context, to compute the Hausdorff dimension of subsets of [0, 1[
and [0, 1[2. We introduce a parameter t which could be interpreted within thermodynamic
framework as the variable conjugate to energy. In some particular cases we recover the
Shannon–McMillan–Breiman and Eggleston theorems. Our proofs are deeply rooted in
the properties of non-negative irreducible matrices and large deviations techniques as
introduced by Ellis.

Introduction. We consider a finite Markov chain with (pij) as the ma-
trix of transition probabilities and a family (Mt) indexed by a real parameter
t, which may be interpreted within thermodynamic framework as the vari-
able conjugate to energy, defined by (Mt) = (p

t
ij) (here t is naturally an

exponent). Let c(t) be the logarithm of the Perron–Frobenius eigenvalue
of the matrix (ptij). We are going to deal with the paths (i0, i1, . . .) of the

chain for which the limit of n−1 log pi0i1 . . . pin−2in−1 is finite. The function c
′

establishes a one-to-one mapping between R and the set of the above limits.

We give a family of Gibbs measures γt supported for each t by the set
of chain’s paths whose limit is c′(t). As an application, we compute the
Hausdorff dimension of some subsets of [0, 1[ and [0, 1[2 and we extend the
results to a multivariate setting. In some particular cases, we recover the
theorems of Shannon [6] and Eggleston [3].

Statements of results. Let b be an integer greater than or equal to 2
and E = {0, 1, . . . , b − 1}. EN is the set of sequences of elements belonging
to E, endowed with the product topology. For each n ≥ 1 let πn be the
projection

EN → En, (a0, a1, . . .) 7→ (a0, . . . , an−1).
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The topology in EN is generated by the cylinders π−1n (a0, . . . , an−1)
which we sometimes denote by a = (a0, . . . , an−1) for simplicity.

Let M = (pij)i,j=0,...,b−1 be an irreducible markovian matrix. We define
a family (Mt)t∈R of matrices where

(Mt)i,j =

{

ptij if pij > 0,
0 if pij = 0.

If ̺(t) is the Perron–Frobenius eigenvalue of the matrixMt then the function
c(t) = log ̺(t) is convex, non-increasing [7] and analytic. (A basic fact is that
̺(t) is an eigenvalue of multiplicity 1 which ensures the last property.)

We denote by x(t) and y(t) respectively non-negative right and left eigen-
vectors corresponding to ̺(t).

We recall that if λ is an eigenvalue of an arbitrary n×n complex matrix
A, then we define a right (respectively left) eigenvector associated with λ as
any non-zero (column) vector x in C

n which satisfies Ax = λx (respectively
xTA = λxT , where xT is the transpose of x).

It is well known that for non-negative irreducible square matrices, both
the left and right Perron–Frobenius eigenvectors are positive. Obviously, we
can normalize the vectors x(t) and y(t) so that 〈x(t), y(t)〉 = y(t)Tx(t) will
be equal to ̺(t).

For each real t, we define a Borel probability measure γt on E
N by setting

for the cylinder a = (a0, . . . , an−1),

γt(a) =
y(t)a0p

t
ax(t)an−1
̺(t)n

where

pta = p
t
a0a1 . . . p

t
an−2an−1 .

Note that the condition of projectivity

γt(a0, . . . , an−1) =
∑

k∈E

γt(a0, . . . , an−1, k)

is satisfied, which is sufficient to define a measure γt on E
N.

The main result is the following:

Theorem 1. For t ∈ R set

Ec′(t) = {(a0, a1, . . .) ∈ E
N | lim
n→∞
n−1 log pa0a1 . . . pan−2an−1 = c

′(t)}.

Then γt(Ec′(t)) = 1.

If we apply this result to compute the Hausdorff dimension of sets of
elements from [0, 1[ defined by their base b expansion we get the following
theorem:
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Theorem 2. Under the same hypotheses, the Hausdorff dimension of
the set
{

x =
∑

j≥1

aj−1b
−1 ∈ [0, 1[

∣

∣

∣ lim
n→∞
n−1 log pa0a1 . . . pan−2an−1 = c

′(t)
}

is equal to

−tc′(t) + c(t)

log b
.

Example 1. Let (p0, p1, . . . , pb−1) be a probability on E. For the proba-
bility transitions pij = pj , we get c(t) = log

∑

k∈E p
t
k. In the particular case

where t = 1 we recover the Shannon–McMillan–Breiman theorem [6].

Example 2. Consider the base 3 expansion of elements from [0, 1[, fix
p in ]0, 1[, let q = 1− p and let the markovian matrix





0 p q
1 0 0
1 0 0





give the probability transitions:

p00 = 0, p01 = p, p02 = q, p10 = 1, p11 = 0, . . .

The largest eigenvalue ofMt is ̺(t) = (p
t+qt)1/2 and the relevant Hausdorff

dimension is given for each real t by

−t(pt log p+ qt log q) + (pt + qt) log(pt + qt)

2(pt + qt) log 3
.

In the particular case where p = 1/2, we get c′(t) = −(log 2)/2 indepen-
dently of t, and the Hausdorff dimension is (log 2)/(2 log 3).

Proof of Theorem 1. Let a be a cylinder of length n. For n ≥ 1 set

Wn : E
N → R, (a0, a1, . . .) 7→ log pa0a1 . . . pan−2an−1 .

Then

(∗) 0 < ( inf
k,l∈E

y(t)kx(t)l)
pta
̺(t)n

≤ γt(a) ≤
pta
̺(t)n

( sup
k,l∈E

y(t)kx(t)l).

According to the terminology of Ellis [4] the partition function of the
states (EN, γt0 , (Wn)n≥1) at level n is the function

Zt0,n(t) =
∑

a∈En

γt0(a)p
t
a =
\
etWn(a) dγt0(a).

We define the Gibbs measure of parameter t at level n as follows:

γn,t = Zt0,n(t)
−1etWnγt0 .
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Using inequality (∗) for t+ t0 and the definition of γt0 , it follows that

0 <
infk,l∈E y(t+ t0)kx(t+ t0)l

y(t0)a0x(t0)an−1
γt0(a)

pta̺(t0)
n

̺(t+ t0)n
≤ γt+t0(a)

γt0(a)
pta̺(t0)

n

̺(t+ t0)n
·
supk,l∈E y(t+ t0)kx(t+ t0)l

y(t0)a0x(t0)an−1
.

Now, it is easily seen by summing over all a ∈ En and then taking the
logarithms of all terms that

n−1 logZt0,n(t) = log ̺(t+ t0)− log ̺(t0) +O(1/n).

By analogy with (2.27) of Ellis [4], the function ct0(t) = log ̺(t + t0) −
log ̺(t0) is called the free energy function of the states (E

N, γt0 , (Wn)n≥1);
the Legendre–Fenchel transform of ct0 , the entropy function of the same
states is, by definition, the function

It0(x) = sup
t∈R

(tx− ct0(t)).

Using the theorem of Gärtner–Ellis [4, II.6.1], [2, p. 45], we get the first large
deviations inequality, for a closed subset F of R:

lim sup
n→∞

1

n
log
Wn
n
(γt0){F} ≤ − inf

x∈F
It0(x),

where Wnn (γt0) stands for the distribution of
Wn
n .

Here the function ct0 is differentiable and It0(c
′
t0(t)) = tc

′
t0(t) − ct0(t).

Since ct0(0) = 0, It0(x) ≥ 0 and It0(c
′
t0(0)) = 0, it follows that It0 attains

its infimum exactly at the point c′t0(0) = c
′(t0). The probability measures

Wn
n (γt0) converge exponentially to c

′(t0), in the sense that for any open set
U containing c′(t0), there exist r > 0 and n0 such that for any n ≥ n0,

Wn
n
(γt0){U

c} ≤ e−nr.

The following lemma yields the proof of Theorem 1:

Lemma 1. Let Xn : (Ω,B, µ)→ R
d be a sequence of random vectors and

(νn) a sequence of positive numbers tending to infinity such that
∑

n≥1 e
−rνn

< ∞ for each r > 0. If (Xn(µ)) converges exponentially in a compact set
K, then the set of points w ∈ Ω such that (Xn(w))n≥1 is bounded and has
all its boundary points in K, is of measure 1.

Proof. Let U be an open set containing K. By the hypotheses,
∑

n≥0

µ(Xn ∈ U
c) <∞.
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Applying the Borel–Cantelli lemma we get

µ(lim sup
n→∞

(Xn ∈ U
c)) = µ

(

⋂

p≥1

⋃

n≥p

(Xn ∈ U
c)
)

= 0.

Equivalently, the following set is of measure 1:
⋂

K⊂U
U open

⋃

p≥1

⋂

n≥p

(Xn ∈ U).

It remains to prove the equality
⋂

K⊂U
U open

⋃

p≥1

⋂

n≥p

(Xn ∈ U)

= {w ∈ Ω | the boundary points of Xn(w) are still in K}.

Let a be an element of the left-hand side set. If v 6∈ K, then there exist
disjoint neighborhoods U and V of K and v respectively; consequently, v
cannot be a boundary point of the sequence Xn(a).
Conversely, suppose that there exists an open set U containing K such

that a 6∈
⋃

p≥1

⋂

n≥p(Xn ∈ U), therefore there exists a subsequence of
(Xn(a)) lying in U

c.

Proof of Theorem 2. Let C : [0, 1[ → EN be a mapping which assigns
to each t ∈ [0, 1[ its digit in the base b expansion. We apply the following
lemma:

Lemma 2. Let c be a mapping of a set X into EN and c−1(B) the inverse
image of the σ-algebra B of EN. Then ν 7→ c(ν) establishes a one-to-one
mapping between the measures ν on (X, c−1(B)) and the subset of measures
µ on (EN,B) satisfying µ(F ) = 0 for each closed subset F of EN such that

F ∩ c(X) = ∅.

In the present case, the b-adic intervals {c−1(a) | a ∈ En} generate the
Borel subsets of the interval [0, 1[ so that γt is a measure on [0, 1[ if and only
if γt(a0a1 . . . (b− 1)(b− 1) . . .) = 0.
The last equality is indeed true: obviously it is enough to show that

ptb−1,b−1 < ̺(t). Observe that

ptb−1,b−1x(t)b−1 +
∑

j 6=b−1

ptb−1,jx(t)j = ̺(t)x(t)b−1

and the sum
∑

j 6=b−1 p
t
b−1,jx(t)j is positive because the matrix Mt is irre-

ducible.
We write δ(a) = 1/bn for the length of the b-adic interval c−1(a). Using

the theorem of Billingsley [1, p. 129] for the sets

Bt =

{

(a0, a1, . . .) ∈ E
N

∣

∣

∣

∣

lim
n→∞

log γt(a0, . . . , an−1)

log δ(a0, . . . , an−1)
= −
c(t)− tc′(t)

log b

}
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and

At = {(a0, a1, . . .) ∈ E
N | lim
n→∞
n−1 log p(a0, . . . , an−1) = c

′(t)}

yields the Hausdorff dimension in the statement of Theorem 2.

Multivariate case. We wish to extend Theorem 1 to the multivariate
case. We consider a mapping f : E2 → R

d and introduce a family (Mt)t∈Rd

of matrices, where

(Mt)i,j =

{

e〈t,f(i,j)〉 if f(i, j) 6= 0,
0 otherwise.

We suppose that all these matrices are irreducible; ̺(t) is the Perron–
Frobenius eigenvalue of Mt. Right and left eigenvectors, respectively x(t)
and y(t), corresponding to ̺(t) satisfy the condition 〈x(t), y(t)〉 = ̺(t). For
t ∈ R

d, the function c(t) = log ̺(t) is convex and analytic.

With the above notations, for each n we set

Wn : E
N → R

d, Wn(a0, a1, . . .) =

n−2
∑

i=0

f(ai, ai+1).

For each t ∈ R
d we define a probability measure γt on E

N by setting, for a
cylinder a = (a0, . . . , an−1),

γt(a) =
y(t)a0e

〈t,Wn(a)〉x(t)an−1
̺(t)n

.

By the same arguments we get:

Theorem 3. Set

Ec′(t) = {(a0, a1, . . .) ∈ E
N | lim
n→∞
n−1Wn(a0, . . . , an−1) = c

′(t)}.

Then γt(Ec′(t)) = 1.

Theorem 4. The Hausdorff dimension of the set
{

x =
∑

j≥1

aj−1b
−j ∈ [0, 1[

∣

∣

∣ lim
n→∞
n−1Wn(a0, . . . , an−1) = c

′(t)
}

is equal to

−〈t, c′(t)〉+ c(t)

log b
.

Example 3. Take for f(i, j) the vector ei, 0 ≤ i ≤ b − 1, from the
canonical basis of R

b. For t = (t0, . . . , tb−1) it is easily seen that ̺(t) =
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∑b−1
k=0 e

tk , y(t) = (1, . . . , 1) and

x(t) =





et0
...
etb−1



 .

The measure γt is given, for a cylinder (a0, . . . , an−1) ∈ E
n, by

γt(a0, . . . , an−1) =
eta0 . . . etan−1

(
∑b−1
k=0 e

tk)n
.

The function c′ establishes a one-to-one mapping of R
d into the set of

positive probability measures on E = {0, . . . , b − 1}. If we set c′(t) =
(p0, . . . , pb−1) we can compute the Hausdorff dimension of

Ec′(t) = {(a0, a1, . . .) ∈ E
N | lim
n→∞
n−1Wn(a0, . . . , an−1) = c

′(t)},

which is the set of sequences (a0, a1, . . .) such that the relative frequency
of occurrences of symbols 0, . . . , b− 1 converges respectively to p0, . . . , pb−1.
This dimension is equal to

−〈t, c′(t)〉+ c(t)

log b
=
−
∑b−1
k=0 pk log pk
log b

.

We thus recover the Eggleston theorem.

Example 4. Consider the mapping

c : [0, 1[→ (E × E)N, (x, y) 7→ ((α0, β0), (α1, β1), . . .),

where the sequences (α0, α1, . . .) and (β0, β1, . . .) are the base b digits in
the expansions of x and y respectively. The inverse image of a cylinder
((α0, β0), (α1, β1), . . . , (αn, βn)) is a b-adic square generating the Borel sets
of [0, 1[2.
Consider a mapping f : (E×E)2 → R

d and a family (Mt)t∈Rd of matrices
defined as usual by

(Mt)(α,β),(α′,β′) =

{

e〈t,f((α,β),(α
′,β′))〉 if f((α, β), (α′, β′)) 6= 0,

0 otherwise.

The aim is to prove that the Hausdorff dimension of the set of points (x, y)
in [0, 1[2 such that x =

∑

j≥1 αj−1b
−j , y =

∑

j≥1 βj−1b
−j and

lim
n→∞
n−1Wn((α0, β0), (α1, β1), . . . , (αn−1, βn−1)) = c

′(t)

is equal to
−〈t, c′(t)〉+ c(t)

2 log b
.

Obviously, it is enough to show that the measures γt satisfy the condition
of Lemma 2: γt(F ) = 0 for each closed set F such that F ∩ c([0, 1[

2) = ∅.
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Lemma 3. If f((b− 1, β), (b− 1, β′)) = 0 when β 6= β′ and f((α, b− 1),
(α′, b− 1)) = 0 when α 6= α′, then the last condition is satisfied.

Proof. Each closed set F disjoint from c([0, 1[2) is contained in a count-
able union of sets of the form

{(α0, . . . , αk−1, b− 1, b− 1, . . .)} × E
N or

EN × {(β0, . . . , βl−1, b− 1, b− 1, . . .)}.

It is enough to show that for each sequence of digits (α0, . . . , αk−1,
b− 1, b− 1, . . .),

γt({(α0, . . . , αk−1, b− 1, b− 1, . . .)} × E
N) = 0.

Because

γt({(α0, . . . , αk−1, b− 1, b− 1, . . .)} × E
N)

= inf
n≥0
γt({(α0, . . . , αk−1, b− 1, b− 1, . . .)} × E

n),

we have to show that γt({(α0, . . . , αk−1, b − 1, b − 1, . . .)} × E
n) converges

to 0 as n→∞. But

γt((α0, . . . , αk−1, b− 1, . . . , b− 1)(β0, . . . , βn−1))

= γt((α0, β0), . . . , (αk−1, βk−1), (b− 1, βk), . . . (b− 1, βn−1))

is zero unless βk−1 = βk = . . . = βn−1. Set

Ck =
∑

(β0,...,βk−1)

y(t)(α0,β0)e
〈t,f((α0,β0),(α1,β1))〉 . . . e〈t,f((αk−1,βk−1),(b−1,βk))〉.

Then

γt({(α0, . . . , αk−1, b− 1, . . . , b− 1)} × E
n)

= ̺(t)−kCk
∑

β∈E

̺(t)k−ne(n−k)〈t,f((b−1,β),(b−1,β))〉x(t)(b−1,βn−1).

From the properties of the matrix it follows that e〈t,f((b−1,β),(b−1,β))〉 < ̺(t)
and this completes the proof.
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