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Abstract. Let $A$ be a finite-dimensional algebra which is quasi-hereditary with re-
spect to the poset $(\Lambda, \leq)$, with standard modules $\Delta(\lambda)$ for $\lambda \in \Lambda$. Let $\mathcal{F}(\Delta)$ be the
category of $A$-modules which have filtrations where the quotients are standard modules.
We determine some inductive results on the relative Auslander–Reiten quiver of $\mathcal{F}(\Delta)$.

Quasi-hereditary algebras were introduced by Cline, Parshall and Scott
in the study of highest weight categories arising in the representation theory
of semisimple Lie algebras and algebraic groups [2], and they were studied by
Dlab and Ringel and others [4, 5]. Let $A$ be quasi-hereditary. Then the simple
$A$-modules are labelled as $L(\lambda)$ for $\lambda$ in some partially ordered set $(\Lambda, \leq)$.
Of central importance are the standard modules, denoted by $\Delta(\lambda)$, and
the category $\mathcal{F}(\Delta)$ of modules which have a filtration where the quotients
are standard modules. In [12] it was proved that this category has relative
Auslander–Reiten (AR) sequences. The aim of our paper is to present some
inductive results on the relative Auslander–Reiten quiver of $\mathcal{F}(\Delta)$.

For any subset $I$ of $\Lambda$, let $\mathcal{F}_I(\Delta)$ be the category of modules in $\mathcal{F}(\Delta)$
where all quotients are $\Delta(\lambda)$ with $\lambda \in I$. If $\Lambda \setminus I$ is an ideal in the poset
$(\Lambda, \leq)$ then there is a subalgebra $A_I$ of $A$ which is quasi-hereditary with
poset $(I, \leq)$. In this case, the category $\mathcal{F}_I(\Delta)$ is equivalent to $\mathcal{F}(\Delta_{A_I})$. A
main result in this paper relates, for a non-projective indecomposable mod-
ule $X$ in $\mathcal{F}_I(\Delta)$, the two relative Auslander–Reiten sequences with cokernel
$X$ in $\mathcal{F}(\Delta)$ and in $\mathcal{F}_I(\Delta)$ (Theorem 2.5). By Ringel duality, there is an
equivalent version for categories of modules filtered by costandard mod-
ules. We describe this and some variations in Section 3. We continue with
further results on relative Auslander–Reiten sequences. In particular, we
determine certain relative Auslander–Reiten sequences where a projective-
injective summand occurs; this generalizes the usual almost split sequence
where a projective-injective module occurs.
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In the last section we apply our results, together with results of [15], to determine the relative Auslander–Reiten quiver of certain algebras, called $D_n$, and show that they are $\Delta$-finite. These algebras arise as blocks of Schur algebras (see [10]).
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1. Preliminaries

1.1. We assume throughout that $k$ is an algebraically closed field. Let $A$ be a finite-dimensional algebra over $k$; we recall the definition of a quasi-hereditary algebra. Suppose the simple modules of $A$ are labelled as $L(\lambda)$ for $\lambda \in \Lambda$, where $(\Lambda, \leq)$ is a partially ordered set. Define the standard module $\Delta(\lambda)$ to be the largest quotient of $P(\lambda)$ such that all composition factors are of the form $L(\mu)$ for $\mu \leq \lambda$. Dually, the costandard module $\nabla(\lambda)$ is the largest submodule of the injective hull $I(\lambda)$ of $L(\lambda)$ such that all composition factors of $\nabla(\lambda)$ are $L(\mu)$ for $\mu \leq \lambda$. Then $A$ is quasi-hereditary with respect to $(\Lambda, \leq)$ provided for each $\lambda \in \Lambda$,

(i) $L(\lambda)$ occurs only once as a composition factor of $\Delta(\lambda)$,

(ii) the projective $P(\lambda)$ has a filtration where the quotients are standard modules such that $\Delta(\lambda)$ occurs once and if $\Delta(\mu)$ occurs then $\mu \geq \lambda$.

Assume now $A$ is quasi-hereditary. Define $F(\Delta)$ to be the category of all $A$-modules which have a $\Delta$-filtration, that is, a filtration whose factor modules are of the form $\Delta(\lambda)$ with $\lambda \in \Lambda$, and define $F(\nabla)$ similarly. If $\Gamma$ is a subset of $\Lambda$ then $F_{\Gamma}(\Delta)$ is the full subcategory of $F(\Delta)$ of those modules $M$ where only $\Delta(\lambda)$ with $\lambda \in \Gamma$ occur as factors of a $\Delta$-filtration of $M$.

We also assume that $A$ is basic and connected. We fix a set $\{e_\lambda\}$ of orthogonal primitive idempotents such that $\sum e_\lambda = 1$ and $Ae_\lambda = P(\lambda)$.

By [5] one can always refine $(\Lambda, \leq)$ to a linear order, without changing the standard modules. We will make use of these facts in proofs.

1.2. We fix a subset $\Gamma$ of $\Lambda$ such that the complement $\Lambda \setminus \Gamma$ of $\Gamma$ in $\Lambda$ is an ideal in the poset $\Lambda$. Let $e$ be the idempotent $e = e_\Gamma := \sum_{\lambda \in \Gamma} e_\lambda$, and $A_\Gamma := eAe$. Then $A_\Gamma$ is quasi-hereditary with respect to $(\Gamma, \leq)$, with standard modules $e\Delta(\lambda)$ for $\lambda \in \Gamma$ (see [5] or [11]). Moreover, let $A = A/AeA$. Then the $A$-modules $\Delta(\lambda)$ and $\nabla(\lambda)$ for $\lambda \notin \Gamma$ are $\bar{A}$-modules; moreover, $\bar{A}$ is quasi-hereditary, with standard modules $\Delta(\lambda)$ for $\lambda \notin \Gamma$. We call such algebras $eAe$ and $\bar{A}$ good subalgebras, and good quotient algebras of $A$.

1.3. It is well known that $\Ext_A^1(\Delta(\lambda), \Delta(\mu)) \neq 0$ or $\Ext_A^1(\nabla(\mu), \nabla(\lambda)) \neq 0$ implies $\lambda < \mu$. Moreover,
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The category $\mathcal{F}(\Delta)$ is closed under kernels of epimorphisms, and closed under taking direct summands.

1.4. Consider $\mathcal{F}(\Delta) \cap \mathcal{F}(\nabla)$. By [12] this contains finitely many indecomposables and they can be labelled as $T(\lambda)$ such that $\Delta(\lambda) \subset T(\lambda)$ and $T(\lambda)/\Delta(\lambda)$ has a $\Delta$-filtration where the occurring quotients are of the form $\Delta(\mu)$ with $\mu < \lambda$.

Let $\gamma_1, \ldots, \gamma_k$ be the minimal elements in $\Gamma$ and set $r(\Gamma) := \Gamma \setminus \{\gamma_1, \ldots, \gamma_k\}$. This is a saturated set; note that $\text{Ext}_A^i(\Delta(\gamma_i), \Delta(\gamma_j)) = 0$ for all $i, j$.

2.1. LEMMA. Let $X \in \mathcal{F}_r(\Delta)$. Then the projective cover of $X$ is of the form $0 \to \Omega(X) \to P \to X \to 0$ with $P \in \mathcal{F}_r(\Delta)$ projective and $\Omega(X) \in \mathcal{F}_{r(\Gamma)}(\Delta)$.

Proof. The category $\mathcal{F}_r(\Delta)$ contains the projectives $P(\lambda)$ for $\lambda \in \Gamma$. By [12, Theorem 3] the category $\mathcal{F}(\Delta)$ is closed under kernels of epimorphisms, so it remains to show that all $\Delta$-quotients of $\Omega(X)$ are of the form $\Delta(\lambda)$ for $\lambda \in r(\Gamma)$. This is true for $X \in \text{add}(\Delta(\gamma_j))$, and also for $X \in \mathcal{F}_{r(\Gamma)}(\Delta)$, by 1.1(ii). In general, by 1.3, $X$ is an extension of a module $X_0$ by $X'$ where $X_0$ is in $\text{add}(\Delta(\gamma_j))$ and $X'$ is in $\mathcal{F}_{r(\Gamma)}(\Delta)$, and hence the projective cover $P(X)$
is a direct summand of $P(X_0) \oplus P(X')$, and $\Omega(X)$ is a direct summand of an extension of $\Omega(X_0)$ by $\Omega(X')$, and hence $\Omega(X)$ is in $\mathcal{F}_{r(I)}(\Delta)$. ■

Note that in particular this shows that $\mathcal{F}_{r}(\Delta)$ is closed under projective covers and syzygies.

2.2. Definition (The trace functor $t = t_{\Gamma}$). For any $A$-module $M$ let $t(M) := AeM$, the trace of $Ae$ in $M$. If $M \in \mathcal{F}(\Delta)$ then $t(M)$ belongs to $\mathcal{F}_{r}(\Delta)$ and the quotient $M/t(M)$ belongs to $\mathcal{F}_{\Lambda|\Gamma}(\Delta)$, by 1.3; see also [12], for example.

2.3. Lemma. If $Y \in \mathcal{F}(\Delta)$ then $t(Y) = AeY \cong Ae \otimes_{eAe} eY$.

This is Proposition A.3.2 of [9]. (The hypothesis on $Y$ is necessary; for example, take the algebra $A_m$ from 3.5 below, and take $e = e_m$, the primitive idempotent corresponding to the largest element in $\Lambda$. If $M = \nabla(m)$ then $t(M)$ and $Ae \otimes_{eAe} M$ are not isomorphic.)

This implies that $t$ is exact on $\mathcal{F}(\Delta)$. It is clearly right exact; and if $\phi : X \to Y$ is mono then the map $1 \otimes \phi : Ae \otimes_{eAe} eX \to Ae \otimes_{eAe} eY$ is also mono since it can be identified with the restriction of $\phi$ to $AeX$.

2.4. Proposition. The functors $f : A\text{-mod} \to eAe\text{-mod}$, $f(X) = eX$ and $g : eAe\text{-mod} \to A\text{-mod}$, $g(Z) = Ae \otimes_{eAe} Z$, induce inverse equivalences of the categories $\mathcal{F}_{r}(\Delta) \to \mathcal{F}(\Delta_{eAe})$. In particular, $\mathcal{F}_{r}(\Delta)$ has relative Auslander–Reiten sequences.

Proof. We may refine the given order on $\Lambda$ to a linear order, and hence we assume $\Lambda = \{1, \ldots, n\}$ and $\Gamma = \{j \in \Lambda : j \geq i\}$ for some (fixed) $i$. We write $\mathcal{F}_{\geq i}(\Delta)$ for $\mathcal{F}_{r}(\Delta)$.

It is well known that $(g, f)$ is an adjoint pair and that $f \circ g$ is equivalent to the identity. Thus we only have to show that $g \circ f|_{\mathcal{F}_{r}(\Delta)}$ is also equivalent to the identity of $\mathcal{F}_{r}(\Delta)$.

(1) If $X \in \mathcal{F}_{\geq i}(\Delta)$ then $eX \in \mathcal{F}(\Delta_{eAe})$: It is known that for $m \geq i$, one has $e\Delta(m) \cong \Delta_{eAe}(m)$ (see for example [11]). Then (1) follows since the functor $f$ is exact.

(2) The functor $f$ induces an isomorphism of Hom-spaces: We have

$$\text{Hom}_{eAe}(eX, eY) \cong \text{Hom}_{A}(Ae \otimes_{eAe} eX, Y) \cong \text{Hom}_{A}(AeX, Y)$$

by Lemma 2.3. For $X \in \mathcal{F}_{\geq i}(\Delta)$ we have $AeX = X$.

(3) The functor $f$ induces an isomorphism of Ext-spaces (actually the isomorphism of Ext$^1$ spaces is enough for us): Let $X, Y \in \mathcal{F}_{\geq i}(\Delta)$. If $P(X)$ is a projective cover of $X$ as an $A$-module then $P(X)$ and $\Omega(X)$ belong to $\mathcal{F}_{\geq i}(\Delta)$. So we get an exact sequence

$$0 \to \text{Hom}_{A}(X, Y) \to \text{Hom}_{A}(P(X), Y) \to \text{Hom}_{A}(\Omega(X), Y) \to \text{Ext}^1_{A}(X, Y) \to 0$$
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(and Ext\textsuperscript{\textit{i}}\textsubscript{A}(\Omega(X), Y) \cong Ext\textsuperscript{i+1}\textsubscript{A}(X, Y)). Moreover, \(eP\) is a projective \(eAe\)-module, so we get an exact sequence

\[ 0 \rightarrow \text{Hom}_{eAe}(eX, eY) \rightarrow \text{Hom}_{eAe}(eP, eY) \rightarrow \text{Ext}\textsuperscript{\textit{i}}\textsubscript{eAe}(eX, eY) \rightarrow 0 \]

(and Ext\textsuperscript{\textit{m}}\textsubscript{eAe}(e\Omega(X), eY) \cong Ext\textsuperscript{\textit{m+1}}\textsubscript{eAe}(eX, eY) for \(m \geq 1\), functorially in \(X\) and in \(Y\)). By (2), the first three corresponding Hom-spaces are isomorphic. So Ext\textsuperscript{\textit{i}}\textsubscript{A}(X, Y) is isomorphic to Ext\textsuperscript{\textit{i}}\textsubscript{eAe}(eX, eY) for all \(X, Y \in F\geq i(\Delta)\). For \(i > 1\), the claim follows by dimension shift.

(4) If \(M \in F\textsubscript{eAe}(\Delta)\), then \(g(M) \in F\geq i(\Delta)\): We prove this by induction on the number of \(\Delta\)-quotients of \(M\). If \(M = \Delta\textsubscript{eAe}(m)\), then \(M = e\Delta(m)\) and \(Ae \otimes eAe M \cong AeM\), by Lemma 2.3, and this is \(\Delta(m)\). For the inductive step, let

\[ 0 \rightarrow M' \rightarrow M \rightarrow M'' \rightarrow 0 \]

be an exact sequence with \(M', M''\) and \(M\) in \(F(\Delta_{eAe})\) and \(M'\) and \(M''\) non-zero. By the inductive hypothesis \(g(M')\) and \(g(M'')\) are in \(F(\Delta)\). By (3) we know that Ext\textsuperscript{\textit{i}}\textsubscript{A}(g(M''), g(M')) \cong Ext\textsuperscript{\textit{i}}\textsubscript{eAe}(M'', M'). So there is an exact sequence

\[ 0 \rightarrow g(M') \rightarrow E \rightarrow g(M'') \rightarrow 0 \]

such that the sequence \(0 \rightarrow fg(M') \rightarrow f(E) \rightarrow fg(M'') \rightarrow 0\) is isomorphic to the sequence we started with, where the isomorphism is induced by \(f\), and one deduces that \(M \cong fE\). Then \(g(M) \cong gf(E) = Ae \otimes eAe eE \cong AeE\). By induction, \(g(M')\) and \(g(M'')\) are in \(F_{\geq i}(\Delta)\), which is extension closed, so \(E\) belongs to it as well and then \(AeE = E\).

**2.5. Theorem.** Let \(X \in F\textsubscript{\Gamma}(\Delta)\) be such that

\[ 1 \] \[ 0 \rightarrow \tau_{\Delta}(X) \xrightarrow{\beta} E \xrightarrow{\gamma} X \rightarrow 0 \]

is the Auslander–Reiten sequence ending at \(X\) in \(F(\Delta)\). Then the exact sequence

\[ 2 \] \[ 0 \rightarrow t[\tau_{\Delta}(X)] \xrightarrow{t(\beta)} t(E) \xrightarrow{t(\gamma)} X \rightarrow 0 \]

is the relative Auslander–Reiten sequence ending at \(X\) in \(F\textsubscript{\Gamma}(\Delta)\).

We will prove this by deducing it from a more general result. Assume that \(\mathcal{C}\) and \(\mathcal{D}\) are full subcategories of some module categories, and suppose we have an adjoint pair \((F, G)\) of (covariant) functors,

\[ F : \mathcal{D} \rightarrow \mathcal{C}, \quad G : \mathcal{C} \rightarrow \mathcal{D}, \]

which preserve exact sequences. We denote the adjunction by \(\phi\), so that \(f \mapsto \phi(f) : \text{Hom}_\mathcal{C}(FX, Y) \rightarrow \text{Hom}_\mathcal{D}(X, GY)\) is a bijection, for \(X \in \mathcal{D}\) and \(Y \in \mathcal{C}\). Let \(\eta\) and \(\iota\) be the canonical natural transformations \(\eta : \text{Id}_\mathcal{D} \rightarrow GF\) and \(\iota : FG \rightarrow \text{Id}_\mathcal{C}\).
We apply the following to get 2.5 by taking $\mathcal{C} = \mathcal{F}(\Delta)$ and $\mathcal{D} = \mathcal{F}_T(\Delta)$. Then if $F$ is the inclusion and $G = t$ then the hypotheses are satisfied; and for $M$ in $\mathcal{D}$, the map $\eta_M$ is an isomorphism.

2.6. We assume that for all $X$ in $\mathcal{D}$ the map $\eta_X$ is an isomorphism. First observe the following.

Suppose $0 \to Z \xrightarrow{\beta} Y \xrightarrow{\gamma} X \to 0$ is a non-split exact sequence in $\mathcal{C}$. Assume that $\iota_X$ is an isomorphism. Then the sequence

$$0 \to GZ \xrightarrow{G\beta} GY \xrightarrow{G\gamma} GX \to 0$$

is non-split.

Namely, suppose for a contradiction that $G\gamma \circ \iota = \text{Id}_{GX}$ for some $h : GX \to GY$. Then $F(G\gamma \circ h) = FG(\gamma) \circ F(h) = \text{Id}_{FGX}$. Since $\iota$ is a natural transformation we deduce $\gamma \circ \iota_Y \circ Fh = \iota_X \circ FG\gamma \circ Fh = \iota_X$ and $\gamma \circ (\iota_Y \circ Fh \circ (\iota_X)^{-1}) = \text{Id}_X$, and $\gamma$ is a split epimorphism, a contradiction.

PROPOSITION. Suppose that

$$0 \to Z \xrightarrow{\beta} Y \xrightarrow{\gamma} X \to 0$$

is a relative Auslander–Reiten sequence in $\mathcal{C}$. Assume that the canonical map $\iota_X : FG \to X$ is an isomorphism, and assume also that $GZ$ is indecomposable. Then

$$0 \to GZ \xrightarrow{G\beta} GY \xrightarrow{G\gamma} GX \to 0$$

is a relative Auslander–Reiten sequence in $\mathcal{D}$.

Proof. By the above observation, the last sequence does not split. So we only have to show that $G\gamma$ is a sink map.

Suppose $W$ is in $\mathcal{D}$ and $\delta : W \to GX$ is not a split epimorphism. Let $\delta_1 : FW \to X$ with $\phi(\delta_1) = \delta$, so that $\delta_1 = \iota_X \circ F\delta$. We claim that $\delta_1$ is not a split epimorphism. Otherwise, $F\delta$ is also a split epimorphism (since $\iota_X$ is an isomorphism). This implies that $\delta$ is a split epimorphism. Namely, suppose $F\delta \circ \nu = \text{Id}_{FGX}$; then

$\text{Id}_{FGGX} = GF\delta \circ G\nu = GF\delta \circ \eta_W \circ (\eta_W)^{-1} \circ G\nu = \eta_{GX} \circ \delta \circ (\eta_W)^{-1} \circ G\nu$,

which means that $\alpha := \delta \circ (\eta_W)^{-1} \circ G\nu$ is the inverse of $\eta_{GX}$ and hence $\delta \circ \alpha = \text{Id}_{GX}$, that is, $\delta$ is a split epimorphism, a contradiction.

Note that $FW$ is in $\mathcal{C}$. Since $\gamma$ is a sink map there is now $\psi : FW \to Y$ such that $\gamma \circ \psi = \delta_1$. It follows that $G\gamma \circ G\psi = G\delta_1$ and

$$G\gamma \circ G\psi \circ \eta_W = G\delta_1 \circ \eta_W = G\iota_X \circ GF\delta \circ \eta_W = G\iota_X \circ \eta_{GX} \circ \delta = \delta.$$

We will study a necessary condition which ensures that the module $GZ$ as above is indecomposable.
2.6.1. Lemma. Assume in addition that \( D \) is closed under direct summands. Suppose \( 0 \to Z \xrightarrow{\beta} Y \xrightarrow{\gamma} X \to 0 \) is a relative Auslander–Reiten sequence in \( C \) and that \( \iota_X \) is an isomorphism. Then \( GZ \) is indecomposable provided that whenever \( h: FV \to Z \) is such that \( \phi(h) \) is a split monomorphism for \( V \in D \) and \( Z \in C \) then \( \text{Im}(h) \) and \( Z/\text{Im}(h) \) belong to \( C \).

The additional hypothesis holds whenever \( C \) is extension closed, and moreover, for all \( Z \in C \), the map \( \iota_Z \) is one-to-one and \( Z/\text{Im}(\iota_Z) \) is in \( C \); this is easy to see.

In our application, when \( C = \mathcal{F}(\Delta) \) and \( D = \mathcal{F}_t(\Delta) \), and when \( G = t \) and \( F \) is the inclusion, these are satisfied. Note that \( \text{Im}(\iota_Z) \) is part of a heredity chain, so \( Z/\text{Im}(\iota_Z) \) belongs to \( C \) for \( Z \in C \).

Proof of 2.6.1. Suppose \( GZ = V_1 \oplus V_2 \) where \( V_1 \) and \( V_2 \) are both non-zero, so that they are in \( D \), and let \( \varepsilon_i : V_i \to GZ \) and \( \pi_i : GZ \to V_i \) with \( \pi_i \varepsilon_i = \text{Id}_{V_i} \). Consider \( e_i := \phi^{-1}(\varepsilon_i) : FV_i \to Z; \) then we have \( e_i = \iota_Z \circ F \varepsilon_i \) and \( \varepsilon_i = G\varepsilon_i \circ \eta_{V_i} \). Define \( Z_1 := Z/\text{Im}(e_2) \) and \( Z_2 := Z/\text{Im}(e_1) \), and let \( \sigma_i : Z \to Z_i \) be the canonical epimorphism. Our hypotheses ensure that the modules \( Z_i \) are in \( C \). Since \( \sigma_i \) is not a split monomorphism, there are \( \theta_i : Y \to Z_i \) with

\[
\sigma_i = \theta_i \circ \beta \quad (i = 1, 2).
\]

We will show (using the maps \( G\theta_i \)) that \( GY \) is isomorphic to \( GX \oplus GZ \), hence the exact sequence \( 0 \to GZ \to GY \to GX \to 0 \) splits. This will be a contradiction to the earlier observation, and hence will complete the proof.

(1) Since \( 0 = \sigma_2 \circ e_1 = \sigma_2 \circ \iota_Z \circ F \varepsilon_1 \) there is a homomorphism \( m_2 : FV_2 \to Z_2 \) with

\[
m_2 \circ F \pi_2 = \sigma_2 \circ \iota_Z.
\]

Similarly, there is \( m_1 : FV_1 \to Z_1 \) with \( m_1 \circ F \pi_1 = \sigma_1 \circ \iota_Z \). This implies that

\[
\phi(m_i) \circ \pi_i = \phi(m_i \circ F \pi_i) = \phi(\sigma_i \circ \iota_Z) = G(\sigma_i \circ \iota_Z) \circ \eta_{GZ} = G\sigma_i \circ G\iota_Z \circ \eta_{GZ} = G\sigma_i
\]

and therefore

(2) \( \phi(m_i) \circ \pi_i = G\sigma_i = G\theta_i \circ G\beta \) for \( i = 1, 2 \).

(3) We claim that \( G\sigma_i \) is a split epimorphism and \( GZ_i \cong V_i \), and hence that \( \phi(m_i) \) is an isomorphism \( (i = 1, 2) \): By the hypotheses we have an exact sequence \( 0 \to \text{Im}(e_1) \to Z \xrightarrow{\sigma_2} Z_2 \to 0 \) in \( C \) and hence an exact sequence

\[
0 \to G(\text{Im}(e_1)) \to GZ \xrightarrow{G\sigma_2} GZ_2 \to 0.
\]

Now \( G(\text{Im}(e_1)) = \text{Im}(Ge_1) = \text{Im}(Ge_1 \circ \eta_{V_1}) = \text{Im}(\varepsilon_1) \), which is isomorphic to \( V_1 \). So \( G\sigma_2 \) induces an isomorphism from \( \text{Im}(\varepsilon_2) \) \( (\cong V_2) \) onto \( GZ_2 \). But \( GZ \) is isomorphic to the direct sum \( \text{Im}(\varepsilon_1) \oplus \text{Im}(\varepsilon_2) \) and hence \( G\sigma_2 \) is a split
epimorphism. Then by (2) also $\phi(m_2)$ is a split epimorphism and then an isomorphism, as a map between isomorphic modules.

(4) Let $\kappa_i = G\beta \circ \varepsilon_i \circ \phi(m_i)^{-1}$ for $i = 1, 2$. By (2) we have $G\theta_i \circ \kappa_i = \text{Id}_{GZ_i}$, hence the maps $f_i := \kappa_i \circ G\theta_i$ are projections of $GY$. Define submodules of $GY$ by

$$V_i' := G\beta \circ \varepsilon_i (V_i).$$

One checks using (2) that $f_i(V_j') = 0$ if $i \neq j$ and that the restriction of $f_i$ to $V_i'$ is the identity, so that $V_i' \subseteq \text{Im}(f_i)$. By dimensions, we must have $V_i' = \text{Im}(f_i)$ for $i = 1, 2$. We deduce $f_i f_j = 0$ for $i \neq j$, hence $f := f_1 + f_2$ is a projection of $GY$, and moreover, $\text{Im}(f) = \text{Im} f_1 \oplus \text{Im} f_2 = V_1' \oplus V_2'$ and $GY = \text{Im}(f) \oplus \text{Ker}(f)$. But $GX \cong GY/G\beta(GZ) = GY/V_1' \oplus V_2'$, and consequently, $\text{Ker}(f) \cong GX$. Then the sequence must split as required, and this completes the proof.

2.7. We will later use the dual of 2.6; we state it for convenience. Let $C, D$ and $F, G$ be as defined after 2.5, but now assume that for all $C$ in $C$ the map $\iota_C : FG C \rightarrow C$ is an isomorphism. Then we have

**Proposition (**)**. Suppose

$$0 \rightarrow M \overset{\beta}{\rightarrow} N \overset{\gamma}{\rightarrow} R \rightarrow 0$$

is a relative Auslander–Reiten sequence in $D$ with $\eta_M$ an isomorphism. If $Fr$ is indecomposable then

$$0 \rightarrow FM \overset{F\beta}{\rightarrow} FN \overset{F\gamma}{\rightarrow} Fr \rightarrow 0$$

is a relative Auslander–Reiten sequence in $C$.

**Lemma (**)**. Assume in addition that $C$ is closed under direct summands. Suppose

$$0 \rightarrow M \rightarrow N \rightarrow R \rightarrow 0$$

is a relative Auslander–Reiten sequence in $D$ and that $\eta_M$ is an isomorphism. Then $Fr$ is indecomposable provided that whenever $p : R \rightarrow GA$ for $R \in D$ and $A \in C$ with $\phi^{-1}(p)$ is a split epimorphism then $\text{Ker}(p)$ and $\text{Im}(p)$ are in $D$.

2.8. **Remark.** We continue with the quasi-hereditary algebra. Let $0 \rightarrow \tau_\Delta(X) \rightarrow E \rightarrow X \rightarrow 0$ be any AR-sequence in $F(\Delta)$. By applying the trace $t$ with respect to $\Gamma$ we always get an exact sequence

$$0 \rightarrow t(\tau_\Delta(X)) \rightarrow tE \rightarrow tX \rightarrow 0.$$

If $tX$ is a proper submodule of $X$ then this sequence splits, by the Auslander–Reiten property.

Recall that $F(\Delta)$ contains the projectives. Moreover, the injective indecomposable objects in $F(\Delta)$ are precisely the $T(\lambda)$ (see [12]). For the subcategory $F_\Gamma(\Delta)$ we have the following.
2.9. Lemma. Let $E \in \mathcal{F}_\Gamma(\Delta)$ be indecomposable. Then

(a) $E$ is projective in $\mathcal{F}_\Gamma(\Delta)$ if and only if $E = P(\lambda)$ for some $\lambda \in \Gamma$.

(b) $E$ is injective in $\mathcal{F}_\Gamma(\Delta)$ if and only if $E = t(T(\lambda))$ for some $\lambda \in \Gamma$.

Proof. (a) is clear. For (b), let $E$ be indecomposable injective in $\mathcal{F}_\Gamma(\Delta)$. Then $f(E) = eE$ is injective indecomposable in $\mathcal{F}(\Delta_{eAe})$ by 2.4, so $E \cong g \circ f(E) = g \circ f(T(\lambda)) \cong Ae \otimes_{eAe} eT(\lambda) = t(T(\lambda))$ for some $\lambda \in \Gamma$.

Now, let $E = t(T(\lambda))$. Then $E \cong g \circ f(T(\lambda))$. Therefore $E$ is injective in $\mathcal{F}_\Gamma(\Delta)$, by 2.4.

2.10. Remark. There are enough injectives in the category $\mathcal{F}_\Gamma(\Delta)$.

3. Some variations and examples

3.1. We keep the notation of 1.2, and let $t = t_\Gamma$ be as in 2.2. In addition, we set $\Theta = \Lambda \setminus \Gamma$.

If $\tilde{A} := A/AeA$ then one can identify the categories $\mathcal{F}(\Delta_{\tilde{A}})$ and $\mathcal{F}_{\Theta}(\Delta)$; in particular, $\mathcal{F}_{\Theta}(\Delta)$ has relative Auslander–Reiten sequences. Let $X \in \mathcal{F}(\Delta)$ and let

$$0 \to X \to H \to \tau^{-1}_\Delta(X) \to 0$$

be a relative AR-sequence in $\mathcal{F}(\Delta)$. Since the functor $t$ is exact, we get an exact sequence $0 \to tX \to tH \to t(\tau^{-1}_\Delta X) \to 0$. Taking quotients we get an exact sequence

$$0 \to \overline{X} \to \overline{H} \to \overline{\tau^{-1}_\Delta(X)} \to 0$$

where $\overline{M} = M/tM$. If $\overline{X}$ is a proper quotient of $X$ then (4) splits, by the AR-property. Otherwise:

THEOREM. Assume $X$ belongs to $\mathcal{F}_{\Theta}(\Delta)$ and has a relative Auslander–Reiten sequence (3) in $\mathcal{F}(\Delta)$. Then $X = \overline{X}$, and (4) is a relative Auslander–Reiten sequence in $\mathcal{F}_{\Theta}(\Delta)$.

This is a special case of 2.7; take $D = \mathcal{F}(\Delta)$ and $C = \mathcal{F}(\Delta_{\tilde{A}})$, and let $F$ be the functor which takes $X$ to $X/tX$ and $G$ the inclusion functor.

3.2. The equivalence of $\mathcal{F}_\Gamma(\Delta)$ with $\mathcal{F}(\Delta_{eAe})$ (which guarantees the existence of relative AR-sequences in $\mathcal{F}_\Gamma(\Delta)$) can also be seen via Ringel dual. Let $T' := \bigoplus_\Lambda T'(\lambda)$ be a full tilting module for $A'$; then $\text{End}_{A'}(T')$ can be identified with $A$ (see 1.2); it follows that we can take for $e$ the projection of $T'$ with image $T'_\Gamma := \bigoplus_{\lambda \in \Gamma} T'(\lambda)$ and kernel $\bigoplus_{\lambda \in \Theta} T'(\lambda)$. This identifies $eAe$ with the endomorphism ring of $T'_\Gamma$.

Since $(\Gamma, \leq^{\text{op}})$ is an ideal of $(\Lambda, \leq^{\text{op}})$ we know (see 1.2) that $A'$ has a quasi-hereditary quotient $B$ of the form $B = A'/A'fA'$ with standard modules $\Delta_{A'}(\lambda)$, $\lambda \in \Gamma$. Then $T'_\Gamma$ is naturally a module for $B$ and it is then a full tilting module for $B$. Hence $\text{End}_B(T'_\Gamma) = \text{End}_{A'}(T'_\Gamma) \cong eAe$.
We have a Ringel equivalence between $\mathcal{F}(\Delta_A)$ and $\mathcal{F}(\nabla_{A'})$ which restricts to an equivalence of $\mathcal{F}_\Gamma(\Delta)$ with $\mathcal{F}_\Gamma(\nabla_{A'})$, and also between $\mathcal{F}(\Delta_{eAe})$ and $\mathcal{F}(\nabla_B)$. Since $\mathcal{F}(\nabla_B)$ is the same as $\mathcal{F}_\Gamma(\nabla)$, we get an equivalence of $\mathcal{F}_\Gamma(\Delta)$ and $\mathcal{F}(\Delta_{eAe})$.

In principle, one may equivalently work with good quotient algebras, rather than with good subalgebras. This does not seem to be shorter; because of applications we prefer good subalgebras.

3.3. The category $\mathcal{F}_\Theta(\nabla)$ is the same as $\mathcal{F}(\nabla_{\widetilde{A}})$ where $\widetilde{A} = A/AeA$, hence it has relative AR-sequences. By 1.3, a module $M$ with $\nabla$-filtration has a (unique) submodule $\eta(M)$ which belongs to $\mathcal{F}_\Theta(\nabla)$ such that $\overline{\eta}(M) := M/\eta(M)$ belongs to $\mathcal{F}_\Gamma(\nabla)$. We have:

**Corollary.** Assume that $X$ in $\mathcal{F}_\Theta(\nabla)$ has a relative Auslander–Reiten sequence in $\mathcal{F}(\nabla)$ of the form

\[ 0 \to \tau(\nabla)(X) \to E \to X \to 0. \tag{5} \]

Then the relative Auslander–Reiten sequence of $X$ in $\mathcal{F}_\Theta(\nabla)$ is of the form

\[ 0 \to \eta(\tau(\nabla)(X)) \to \eta(E) \to X \to 0. \tag{6} \]

This is equivalent to 2.5 by Ringel duality; see the remark in 3.2.

3.4. Now consider $\mathcal{F}_\Gamma(\nabla)$; this also has relative AR-sequences. Namely, Ringel duality induces an equivalence

\[ \mathcal{F}_\Gamma(\nabla) \cong \mathcal{F}_\Gamma(\Delta_{A'}) \]

and by 3.1, this is the same as $\mathcal{F}(\Delta_B)$ and the claim follows. Now, $B$ is the Ringel dual of $eAe$, and therefore by Ringel equivalence $\mathcal{F}(\Delta_B) \cong \mathcal{F}(\nabla_{eAe})$ and consequently $\mathcal{F}_\Gamma(\nabla) \cong \mathcal{F}(\nabla_{eAe})$.

By applying 3.1 with $A'$ instead of $A$, and Ringel equivalence, we obtain

**Corollary.** Let $X \in \mathcal{F}_\Gamma(\nabla)$ have an Auslander–Reiten sequence in $\mathcal{F}(\nabla)$ of the form

\[ 0 \to X \to H \to \tau^{-1}(\nabla)(X) \to 0. \]

Then the relative Auslander–Reiten sequence of $X$ in $\mathcal{F}_\Gamma(\nabla)$ is given by

\[ 0 \to X \to \overline{\eta}(H) \to \overline{\eta}(\tau^{-1}(\nabla)(X)) \to 0. \]

3.5. Example. Consider a block of a Schur algebra of finite type. This is Morita equivalent to an algebra $\mathcal{A}_m$, as defined in [16, 10, 7] and [14, 15]. (The quiver and the relations can be seen by 5.1 below, from the fact that $\mathcal{A}_m$ is a quotient of $\mathcal{D}_{m+1}$.) The relative AR-quivor of $\mathcal{A}_m$ is determined in [14, 15]. The simples are labelled as $L(i)$ with $i \in \Lambda$, where $\Lambda = \{1, \ldots, m\}$ with $\leq$ the natural linear order.
Let $m = 6$. Then there is an AR-sequence in $\mathcal{F}(\Delta)$

$$0 \to \Delta(2) \to \Delta(4) \to \Delta(5) \oplus P(3) \oplus \Delta(2) \to \Delta(3) \to \Delta(5) \to 0.$$ 

Let $t_i$ denote the trace with respect to $\Gamma = \{ j : j \geq i \}$. Since $\Delta(3) / \Delta(5)$ belongs to $\mathcal{F}_{\geq 3}(\Delta)$, we apply $t_3$ to the previous AR-sequence and get

$$0 \to \Delta(4) \to \Delta(5) \oplus P(3) \to \Delta(3) \to \Delta(5) \to 0.$$ 

Now there is also an AR-sequence

$$0 \to \Delta(4) \to \Delta(6) \to \Delta(4) \oplus \Delta(4) \to \Delta(2) \to \Delta(6) \to 0.$$ 

The module $\Delta(2) / \Delta(4)$ belongs to $\mathcal{F}_{\geq 2}(\Delta)$; we apply $t_2$ to the previous AR-sequence, and we see that this is also the relative AR-sequence in $\mathcal{F}_{\geq 2}(\Delta)$.

4. Finding relative AR-sequences

4.1. In this section, we will first determine relative Auslander–Reiten sequences where certain projective-injective tilting modules occur as middle terms. Furthermore, we will show that if $\Gamma = \{ \mu \}$, a maximal element, and if the tilting module $T(\mu)$ is projective-injective with only two $\Delta$-quotients, then large parts of the relative AR-quiver of $\tilde{A}$ are full subquivers of the relative AR-quiver of $A$. We will use the same notation as in §2 and §3, and we will tacitly apply the results from there.

4.2. If $P$ is an indecomposable projective and injective module for an arbitrary finite-dimensional algebra then there is always the (well known) usual AR-sequence of the form

$$0 \to \text{rad}(P) \to P \oplus (\text{rad}(P) / \text{soc}(P)) \to P / \text{soc}(P) \to 0.$$ 

In the case when $A$ is quasi-hereditary, such a module $P$ belongs to $\mathcal{F}(\Delta)$ and is a tilting module. One asks whether there may be a relative analogue of the above sequence. In the case when the highest weight is maximal we have a result; the hypotheses for the following theorem are very often satisfied for Schur algebras.

Recall that if $T(\lambda)$ is an indecomposable tilting module then there is an exact sequence

$$0 \to \Delta(\lambda) \to T(\lambda) \to X(\lambda) \to 0$$

where $X(\lambda)$ belongs to $\mathcal{F}_{<\lambda}(\Delta)$. 

(7)
Theorem. Let $\mu \in \Lambda$ be maximal, and assume that the tilting module $T = T(\mu)$ is projective and injective, such that $T = P(\sigma) \cong I(\sigma)$. Assume also that $\text{rad}(T)$ has a $\Delta$-filtration. Then there is a relative AR-sequence
\[
0 \to \text{rad}(T) \to T \oplus \text{rad}(X(\mu)) \to X(\mu) \to 0.
\]

Proof. Clearly, such a short exact sequence exists. Let $\overline{A} = A/AeA$ where $e = e_\mu$. Then $\overline{A}$ is quasi-hereditary, and $X(\mu)$ is projective indecomposable as a module for $\overline{A}$; in fact, it is the projective cover of the simple module $L(\sigma)$ as a module for $\overline{A}$.

We have to show that for any $Y \in \mathcal{F}(\Delta)$, any homomorphism $\phi : Y \to X(\mu)$ which is not a split epimorphism, factors through $T \oplus \text{rad}(X(\mu))$.

Case 1. Assume first that $Y$ does not have $\Delta(\mu)$ as a quotient; then $Y$ is a module for $\overline{A}$. Since $X(\mu)$ is projective as a module for $\overline{A}$, the map $\phi$ is not onto, hence $\text{Im}(\phi)$ is contained in the radical of $X(\mu)$ and so $\phi$ factors.

Case 2. Now suppose $\Delta(\mu)$ occurs in a $\Delta$-filtration of $Y$. Let $t(Y)$ be the trace of $\Delta(\mu)$ in $Y$. Then $t(Y)$ is a direct sum of copies of $\Delta(\mu)$ and the quotient has a filtration with $\Delta(\lambda)$’s and $\lambda < \mu$.

Since $L(\mu)$ does not occur as a composition factor of $X(\mu)$ and since any top composition factor of $t(Y)$ is isomorphic to $L(\mu)$, it follows that $t(Y)$ is mapped to zero by $\phi$ and $\phi$ induces a homomorphism (denote it by $\overline{\phi}$) from $Y/t(Y)$ into $X(\mu)$. If $\overline{\phi}$ is not onto then $\text{Im}(\phi) = \text{Im}(\overline{\phi}) \subset \text{rad}(X(\mu))$ and $\phi$ factors, hence so does $\phi$.

Now suppose $\overline{\phi}$ is onto; then it splits and $Y/t(Y) = X(\mu) \oplus Z$ for some module $Z$. Then $Y$ has a submodule $U$ which is an extension of $X(\mu)$ by a direct sum of copies of $\Delta(\mu)$. Suppose we had $U = X(\mu) \oplus \Delta(\mu)^k$. Then since $\overline{\phi}$ is onto it follows that $\phi$ is onto, and $\phi$ must actually be a split epimorphism, a contradiction.

It follows that $U$ is a non-split extension of $X(\mu)$ by $\Delta(\mu)^k$. As we will show below we have $\text{Ext}_A^1(X(\mu), \Delta(\mu)) = K$. Therefore there is a unique such extension. But $T(\mu)$ is one, so $U \cong T(\mu)$ and then $\phi$ factors again. ■

4.3. Lemma. Let $T = T(\mu)$ be as in 4.2. Then $\text{Ext}_A^1(X(\mu), \Delta(\mu)) \cong K$.

Proof. Let $X = X(\mu)$. Applying $\text{Hom}_A(X, -)$ to (7) gives
\[
0 \to \text{Hom}_A(X, \Delta(\mu)) \to \text{Hom}_A(X, T(\mu)) \to \text{Hom}_A(X, X) \to \text{Ext}_A^1(X, \Delta(\mu)) \to 0.
\]

We consider the dimensions of the terms. First we have
\[
\dim \text{Hom}_A(X, \Delta(\mu)) = \dim \text{Hom}_A(X, \text{rad}(\Delta(\mu))) = [\text{rad}(\Delta(\mu)) : L(\sigma)] = [\Delta(\mu) : L(\sigma)].
\]
By reciprocity (see [2, 3.11]), this number is equal to \([I(\sigma) : \Delta(\mu)]\), which is 1 since \(I(\sigma) \cong T(\mu)\). Hence it suffices to show that the two middle terms in (8) have the same dimension.

Now \(T(\mu) \cong I(\sigma)\) here, so we have \(\dim \Hom_A(X, T(\mu)) = [X : L(\sigma)]\). Moreover, \(X = P_\mathcal{A}(\sigma)\), which gives \(\dim \Hom_A(X, X) = [X : L(\sigma)]\).

4.4. For the rest of this section, we assume that \(\mu\) is a maximal element in \(\Lambda\), and that \(\gamma\) is maximal in \(\Lambda \setminus \{\mu\}\). Take \(\Gamma = \{\mu\}\), and let \(e = e_\Gamma\).

Furthermore, we assume that \(\Ext^1_A(\Delta(\gamma), \Delta(\mu)) = 0\), that there are short exact sequences

\[0 \to \Delta(\mu) \to T(\mu) \to \Delta(\gamma) \to 0\]
\[0 \to \nabla(\gamma) \to T(\mu) \to \nabla(\mu) \to 0\],

and that \(T(\mu)\) is projective-injective, hence isomorphic to \(P(\gamma)\) and to \(I(\gamma)\).

4.5. LEMMA. Assume that \(M \in \mathcal{F}(\Delta_\mathcal{A})\) is indecomposable and \(M \neq \Delta(\gamma)\). Assume also that for any \(\Delta\)-quotient \(\Delta(\lambda)\) occurring in \(M\), with \(\lambda \neq \gamma\), we have \(\Ext^1_A(\Delta(\lambda), \Delta(\mu)) = 0\). Then \(\Ext^1_A(M, \Delta(\mu)) = 0\).

Proof. Suppose we have a non-split short exact sequence

\[0 \to \Delta(\mu) \to E \to M \to 0\]

Then \(\Delta(\gamma)\) must occur in \(M\) by the hypothesis; actually, \(M\) has a submodule isomorphic to \(\Delta(\gamma)\) (since \(\gamma\) is maximal in \(\Lambda \setminus \{\mu\}\)). By the hypothesis, \(E\) then has a submodule isomorphic to \(T(\mu)\), containing the kernel of the exact sequence. This is a direct summand since \(T(\mu)\) is injective, say \(E = E_1 \oplus T(\mu)\). But then

\[M \cong E/\Delta(\mu) = E_1 \oplus T(\mu)/\Delta(\mu) \cong E_1 \oplus \Delta(\gamma)\]

and since \(M\) is indecomposable, we get \(M \cong \Delta(\gamma)\).

4.6. PROPOSITION. Suppose \(M\) is as in 4.5. Suppose that

\[0 \to W = \tau_\Delta(M) \to X \to M \to 0\] (9)

is the relative AR-sequence of \(M\) in \(\mathcal{F}(\Delta_\mathcal{A})\). Then this is already the relative AR-sequence of \(M\) in \(\mathcal{F}(\Delta_\mathcal{A})\).

Proof. By the hypothesis, \(\Delta(\mu)\) does not occur in \(W\), and \(W\) is not injective in \(\mathcal{F}(\Delta)\). We apply now the result in §3. Let

\[0 \to W \to U \to Z = \tau^{-1}_\Delta W \to 0\] (10)

be the relative AR-sequence in \(\mathcal{F}(\Delta)\), and denote by \(\overline{X}\) the module \(X/t(X)\). Then by 3.1 the relative AR-sequence beginning at \(W\) in \(\mathcal{F}(\Delta_\mathcal{A})\) is of the form

\[0 \to W \to \overline{U} \to \overline{Z} \to 0\]

This is the same as (9), so \(M \cong \overline{Z}\). But by 4.5 we know that \(\Ext^1(M, \Delta(\mu)) = 0\) and hence \(t(Z) = 0\) and \(Z = M\). By exactness, also \(t(U) = 0\) and (9) and (10) are the same, as required.
5. The relative AR-quiver of \( \mathcal{D}_n \)

5.1.1. The algebra \( \mathcal{D}_n \) for \( n \geq 3 \) is the algebra with quiver shown in Fig. 1 subject to the relations

\[
\begin{align*}
\alpha_1\beta_1 &= 0 = \alpha_2\beta_2, & \alpha_1\beta_2\alpha_2 &= 0 = \beta_2\alpha_2\beta_1, \\
\delta_3\beta_2 &= 0 = \delta_3\beta_1, & \alpha_2\gamma_3 &= 0 = \alpha_1\gamma_3 \quad (\text{for } n \geq 4), \\
\gamma_3\delta_3 &= \beta_2\alpha_2, & \gamma_i\gamma_{i+1} &= 0 = \delta_{i+1}\delta_i, \\
\delta_i\gamma_i &= \gamma_{i+1}\delta_{i+1} & (3 \leq i \leq n-2).
\end{align*}
\]

These algebras are quasi-hereditary, with respect to the natural order on the integers. They occur as blocks of Schur algebras (see [10]); note also that they have a duality fixing the simple modules, and hence \( \Delta(m) \) is dual to \( \nabla(m) \) for any \( m \). We will determine the relative AR-quiver of \( \mathcal{D}_n \). It turns out to be finite, hence \( \mathcal{D}_n \) is \( \Delta \)-finite. Note that the algebra as such is of infinite representation type, actually wild for \( n \geq 5 \) (see [8, 3.4]).

Let \( e = e_n \) and \( \widetilde{A} = A/AeA \); this algebra is isomorphic to the algebra called \( \mathcal{A}_{n-1} \) in [10, 15]. Its relative Auslander–Reiten quiver and the indecomposables in \( \mathcal{F}(\Delta) \) were determined in [15]. A complete list of indecomposables in \( \mathcal{F}(\Delta) \) is given as follows.

(i) For each \( a, b \) with \( 1 \leq a \leq b \leq n-1 \) and \( b-a \) even, there is a unique indecomposable module with \( \Delta \)-quotients

\[
\Delta(a), \Delta(a+2), \ldots, \Delta(b-2), \Delta(b),
\]

each occurring once. We call this module \( W(a, b) \); note that \( W(a, a) = \Delta(a) \). For convenience, we set \( W(c, d) = 0 \) if \( c \not\leq d \).

(ii) For each \( 1 \leq a < n-1 \), the projective \( P(a) \) has \( \Delta \)-quotients \( \Delta(a), \Delta(a+1), \) and \( P(a) \cong T(a+1) \). These are therefore also injective.

5.1.2. Now consider indecomposable modules for \( \mathcal{D}_n \). We have moreover \( T(n) = P(n-1) \cong I(n-1) \) and it has \( \Delta \)-quotients \( \Delta(n) \) and \( \Delta(n-1) \). Hence we can apply 4.5 and 4.6. It is easy to see that

\[
\text{Ext}_A^1(\Delta(j), \Delta(n)) = \begin{cases} K & \text{for } j = n-1, n-2, \\ 0 & \text{otherwise.} \end{cases}
\]
One observes that there is an indecomposable module which is an extension of $W(a, n - 2)$ by $\Delta(n)$, for any $a \equiv n \pmod{2}$. Moreover, this module is unique up to isomorphism with this property, by the dimensions of Ext-spaces. We denote it by $W(a, n)$.

5.2. By 4.5 and 4.6, most of the relative AR-quiver of $\overline{A}$ is a full subquiver of that of $A$. The only modules in $\mathcal{F}(\Delta_{\overline{A}})$ whose relative AR-sequence in $A$ can be different from that for $\overline{A}$ are those where $\Delta(n - 2)$ occurs as a quotient.

First, $P_A(n - 2) \cong T(n - 1)$ is not projective as an $A$-module, so it has a relative AR-sequence.

**Lemma.** The relative AR-sequence in $\mathcal{F}(\Delta)$ for $T(n - 1)$ is of the form

$$0 \to \Delta(n) \to P_A(n - 2) \to T(n - 1) \to 0.$$  

**Proof.** One calculates that the usual AR-translate of $T(n - 1)$ is $L(n)$, the simple module. The middle of the usual AR-sequence has $\mathcal{F}(\Delta)$-approximation $P_A(n - 2)$ (the kernel of a surjection of $P_A(n - 2)$ onto the middle has kernel $\nabla(n - 1)$, so by [12, Lemma 1] this is the approximation). This is indecomposable, so the relative AR-sequence is as stated. ■

From the results in [15] we see which part of the relative AR-quiver of $A_{n-1}$ can change for $A$; it is given as follows.

(a) For $n > 3$ there is a relative irreducible map $W(1, n - 2) \to \Delta(n - 1)$ or $W(2, n - 2) \to \Delta(n - 1)$ when $n$ is odd or even, respectively.

(b) For $n$ odd, the relative AR-sequences ending with $W(a, n - 2)$ are:

\begin{align*}
(\zeta_0) & \quad 0 \to \Delta(2) \to P(1) \oplus W(3, n - 2) \to W(1, n - 2) \to 0, \\
(\zeta_j) & \quad 0 \to W(2, 2(j + 1)) \\
& \quad \quad \to W(2, 2j) \oplus P(1 + 2j) \oplus W(1 + 2(j + 1), n - 2) \\
& \quad \quad \quad \to W(1 + 2j, n - 2) \to 0
\end{align*}

for $1 \leq j < (n - 3)/2$. For $n > 3$ the last one is

\begin{align*}
(\zeta_{(n-3)/2}) & \quad 0 \to W(2, n - 1) \to W(2, n - 3) \oplus P(n - 2) \to \Delta(n - 2) \to 0,
\end{align*}

(c) For $n$ even, the relative AR-sequences ending with $W(a, n - 2)$ are, when $n > 4$:

\begin{align*}
(\zeta_1) & \quad 0 \to W(1, 3) \to \Delta(1) \oplus P(2) \oplus W(4, n - 2) \to W(2, n - 2) \to 0, \\
(\zeta_j) & \quad 0 \to W(1, 1 + 2j) \\
& \quad \quad \to W(1, 1 + 2(j - 1)) \oplus P(2j) \oplus W(2(j + 1), n - 2) \\
& \quad \quad \quad \to W(2j, n - 2) \to 0
\end{align*}

for $1 \leq j < (n - 2)/2$, and the last for $n \geq 4$ is

\begin{align*}
(\zeta_{(n-2)/2}) & \quad 0 \to W(1, n - 1) \to W(1, n - 3) \oplus P(n - 2) \to \Delta(n - 2) \to 0.
\end{align*}
5.3. Theorem. For $n$ odd, the relative AR-quiver of $\mathcal{D}_n$ is obtained from that of $\mathcal{A}_{n-1}$ by adding the sequence of $T(n-1)$, and by the following operations:

(i) Replace (a) by the relative AR-sequence

$$0 \to W(1, n) \to W(1, n - 2) \oplus P(n - 1) \to \Delta(n - 1) \to 0.$$ 

(ii) Replace $(\zeta_j)$ for $0 \leq j < (n - 3)/2$ and $n \geq 3$ by two relative AR-sequences

$$0 \to W(1 + 2(j + 1), n) \to W(1 + 2(j + 1), n - 2) \to W(1 + 2(j + 1), n - 2) \to 0,$$

$$0 \to W(2, 2(j + 1)) \to W(1 + 2(j + 1), n) \to W(1 + 2j, n) \to 0.$$

(iii) Let $j = (n - 3)/2$ and $n > 3$. Replace $(\zeta_j)$ by two relative AR-sequences

$$0 \to W(2, n - 1) \to P(n - 2) \oplus W(2, n - 3) \to W(n - 2, n) \to 0,$$

$$0 \to P(n - 2) \to T(n - 1) \oplus W(n - 2, n) \to \Delta(n - 2) \to 0.$$

5.3.1. Theorem. For $n$ even, the relative AR-quiver of $\mathcal{D}_n$ is obtained from that of $\mathcal{A}_{n-1}$ by adding the sequence of $T(n-1)$, and by the following operations:

(i) Replace (a) by the relative AR-sequence

$$0 \to W(2, n) \to W(2, n - 2) \oplus P(n - 1) \to \Delta(n - 1) \to 0.$$ 

(ii) For $1 \leq j < (n - 2)/2$ and $n > 4$, replace $(\zeta_j)$ by two relative AR-sequences

$$0 \to W(2(j + 1), n)) \to W(2j, n) \oplus W(2(j + 1), n - 2) \to W(2j, n - 2) \to 0,$$

$$0 \to W(1, 2j + 1) \to W(1, 2(j - 1) + 1) \oplus P(2j) \oplus W(2j + 1), n) \to W(2j, n) \to 0.$$

(iii) For $j = (n - 2)/2$ and $n \geq 4$ replace $(\zeta_j)$ by two relative AR-sequences

$$0 \to P(n - 2) \to T(n - 1) \oplus W(n - 2, n) \to \Delta(n - 2) \to 0,$$

$$0 \to W(1, n - 1) \to P(n - 2) \oplus W(1, n - 3) \to W(n - 2, n) \to 0.$$

This gives the complete relative AR-quiver (for an example see below). Namely, we have the relative AR-sequence ending and starting with $W(a, n-2)$ and $W(2, b)$ (or $W(1, b)$), and we see that $\tau_\Delta(W(a, n-2))$ is the $\tau_\Delta^{-1}$-translate of a module $W(2, b)$ (or $W(1, b)$ for $n$ even). Hence we have found a component and then by the analogue of Auslander’s Theorem (see [13]), this must be the complete relative AR-quiver, and in particular we have
The algebras $D_n$ are $\Delta$-finite.

The proof of the theorems will take the rest of the paper. The following gives evidence that $D_n$ does not have too many new indecomposable modules.

5.4. Lemma. Suppose $M = W(a, n - 2)$ and
\[ 0 \to \Delta(n)^s \to N \to M \to 0 \]
is exact. If $s \geq 2$ then $N$ is decomposable.

Proof. First, $\text{Hom}_A(M, \Delta(n)) = 0$, since $\Delta(n)$ has a simple socle isomorphic to $L(n - 1)$ and $L(n - 1)$ is not a composition factor of $M$.

To prove the lemma, it suffices to show that $\text{Hom}_A(N, \Delta(n)) \neq 0$ for $s \geq 2$. Then a non-zero map $0 \neq \phi : N \to \Delta(n)$ cannot factor through $M$ and therefore it must be non-zero on restriction to some copy of $\Delta(n)$. This restriction is necessarily an isomorphism, and $\phi$ splits.

Applying the functor $\text{Hom}(-, \Delta(n))$ to the given exact sequence gives
\[ 0 \to \text{Hom}(N, \Delta(n)) \to \text{Hom}(\Delta(n)^s, \Delta(n)) = K^s \to \text{Ext}^1(M, \Delta(n)). \]
By 5.1.2 we get $\text{Ext}^1(M, \Delta(n)) = K$, and so $\text{Hom}(N, \Delta(n)) \neq 0$ if $s \geq 2$.

5.5. Lemma. The relative AR-sequence of $\Delta(n - 1)$ is as follows:

(a) ($n$ odd)
\[ 0 \to W(1, n) \to W(1, n - 2) \oplus P(n - 1) \to \Delta(n - 1) \to 0. \]

(b) ($n$ even)
\[ 0 \to W(2, n) \to W(2, n - 2) \oplus P(n - 1) \to \Delta(n - 1) \to 0. \]

Proof. The standard module $\Delta(n - 1)$ has length 2 and socle $L(n - 2)$. We find that the usual AR-translate of $\Delta(n - 1)$ is $\text{rad}(\nabla(n))$, which has length two, socle $L(n)$ and top $L(n - 2)$. It follows that the middle of the usual AR-sequence is the direct sum of $L(n - 2)$ with $\nabla(n)$. This has $\mathcal{F}(\Delta)$-approximation

(a) ($n$ odd) $W(1, n - 2) \oplus T(n),$

(b) ($n$ even) $W(2, n - 2) \oplus T(n)$

(see [15]), and $T(n) = P(n - 1)$. This is the middle term of the relative AR-sequence and the lemma follows.

5.6. The previous lemma gives the first part of Theorem 5.3, and we will now finish the proof. The proof of 5.3.1 is analogous and is omitted.

(a) We determine the relative AR-sequence of $W(1, n)$; the statement is that it ends with $\Delta(2)$. Consider therefore the relative AR-sequence which starts with $\Delta(2)$, say it is

\[ 0 \to \Delta(2) \to U \to V \to 0. \]
By 3.1, the relative AR-sequence starting with $\Delta(2)$ over $\overline{A}$ is of the form
\[(12) \quad 0 \to \Delta(2) \to \overline{U} \to \overline{V} \to 0\]
where $\overline{X} = X/t(X)$. By §3, this is the same as $(\zeta_0)$ in 5.2, hence $\overline{V} = W(1, n - 2)$. By 5.4, either $V = W(1, n)$ or $V = W(1, n - 2)$. Assume, for a contradiction, that $V = W(1, n - 2)$. Then by 5.5, the module $W(1, n)$ must occur as a summand of $U$, but then $\Delta(n)$ occurs only in the middle of (11) and not at the ends, i.e. (11) cannot be exact, a contradiction. Hence $V = W(1, n)$.

Assume first that $n > 3$. Then the middle of (12) is an extension of $P(1) \oplus W(3, n - 2)$ by one copy of $\Delta(n)$ (see 5.2). Since $P(1)$ does not have $\Delta(n - 2)$ as a quotient, it is a direct summand of $U$ and since there is an epimorphism from $U$ onto $W(1, n)$ it follows that $U = P(1) \oplus W(3, n)$ (by 5.1.2).

Now assume $n = 3$. Then the middle of (12) is an extension of $P(1)$ by $\Delta(3)$, and it is a direct sum since $P(1)$ is projective and injective for $D_3$.

(b) We will now determine the relative AR-sequence of $W(1, n - 2)$. We know from 5.5 that there is a relative irreducible map $W(1, n) \to W(1, n - 2)$, hence $\tau_\Delta(W(1, n - 2))$ must be a summand of the middle of the relative AR-sequence of $W(1, n)$. We also know that there is a relative irreducible map $W(3, n - 2) \to W(1, n - 2)$, from the relative AR-sequences of $\overline{A}$ (if $n > 3$). The only indecomposable summand in the middle of the AR-sequence of $W(1, n)$ which can be $\tau_\Delta(W(1, n - 2))$ is $W(3, n)$. Then by exactness, the RAS must be as stated.

If $n = 3$ then the proof is complete. Otherwise, one repeats these arguments for $j = 1, \ldots, (n - 3)/2 - 1$. To replace $(\zeta_j)$ we use the argument of (a). This requires an irreducible map from $W(1 + 2j, n)$ to $W(1 + 2j, n - 2)$, and this exists as one sees from the analysis of the step from $(\zeta_{j - 1})$. This shows that the relative AR-sequence starting with $W(2, 2(j + 1))$ must end with $W(1 + 2j, n)$ and is of the form stated. Next, the argument of (b), together with the information from the step for $j - 1$, gives the relative AR-sequence of $W(1 + 2j, n - 2)$.

To finish, let $j = (n - 3)/2$. By the arguments of (a), one proves that the relative AR-sequence starting with $W(2, n - 1)$ is
\[ (\ast) \quad 0 \to W(2, n - 1) \to P(n - 2) \oplus W(2, n - 3) \to W(n - 2, n) \to 0 \]
It remains to find the relative AR-sequence starting with $\Delta(n - 2)$. By the argument of (b), one concludes that $\tau_\Delta(\Delta(n - 2)) = P(n - 2)$. By 5.2, the module $T(n - 1)$ must be a summand of the middle of the relative AR-sequence of $\Delta(n - 2)$, and so is $W(n - 2, n)$ (because of (\ast)) and by exactness the relative AR-sequence of $\Delta(n - 2)$ is of the form
\[ 0 \to P(n - 2) \to T(n - 1) \oplus W(n - 2, n) \to \Delta(n - 2) \to 0. \]
Example. The relative AR-quivers of $A_6$ and $D_7$ are shown in Figures 2 and 3, respectively. Repetitions of vertices must be identified. The parts which are different are the ones in boxes. These are obtained by applying Lemma 5.2 and Theorem 5.3.

![Fig. 2. AR-quiver for $A_6$](image)

$P(5) = T(6)$

![Fig. 3. AR-quiver for $D_7$](image)

$P(6) = T(7)$
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