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Abstract. We give a sufficient condition for the existence of a Lyapunov function for the system

$$
\begin{aligned}
a_{t} & =\nabla(k(a, c) \nabla a-h(a, c) \nabla c), & & x \in \Omega, t>0, \\
\varepsilon c_{t} & =k_{c} \Delta c-f(c) c+g(a, c), & & x \in \Omega, t>0,
\end{aligned}
$$

for $\Omega \subset \mathbb{R}^{N}$, completed with either $a=c=0$, or

$$
\frac{\partial a}{\partial n}=\frac{\partial c}{\partial n}=0, \quad \text { or } \quad k(a, c) \frac{\partial a}{\partial n}=h(a, c) \frac{\partial c}{\partial n}, c=0 \quad \text { on } \partial \Omega \times\{t>0\} .
$$

Furthermore we study the asymptotic behaviour of the solution and give some uniform $L^{p}$-estimates.

1. Introduction. In this paper we study the following system of two nonlinear parabolic partial differential equations:

$$
\left\{\begin{align*}
a_{t} & =\nabla(k(a, c) \nabla a-h(a, c) \nabla c), & & x \in \Omega, t>0  \tag{1}\\
\varepsilon c_{t} & =k_{c} \Delta c-f(c) c+g(a, c), & & x \in \Omega, t>0
\end{align*}\right.
$$

for $\Omega \subset \mathbb{R}^{N}$, completed with either

$$
\begin{equation*}
\frac{\partial a}{\partial n}=\frac{\partial c}{\partial n}=0 \quad \text { on } \partial \Omega \times\{t>0\} \tag{2}
\end{equation*}
$$

or

$$
\begin{equation*}
a=0, \quad c=0 \quad \text { on } \partial \Omega \times\{t>0\} \tag{3}
\end{equation*}
$$

or

$$
\begin{equation*}
k(a, c) \frac{\partial a}{\partial n}=h(a, c) \frac{\partial c}{\partial n}, \quad c=0 \quad \text { on } \partial \Omega \times\{t>0\} \tag{4}
\end{equation*}
$$

as boundary conditions, and with initial data

$$
\begin{equation*}
a(x, 0)=a_{0}(x) \quad \text { and } \quad c(x, 0)=c_{0}(x), \quad x \in \Omega \tag{5}
\end{equation*}
$$

[^0]Here $k_{c}$ is a positive constant and $\varepsilon \in\{0,1\}$. For the functions appearing in the model the following conditions have been considered to be reasonable:

- $k(a, c)>0$ for all $(a, c) \in \mathbb{R} \times \mathbb{R}$,
- $f(c) \geq$ const for all $c \in \mathbb{R}$,
- $\frac{\partial}{\partial a} g(a, c) \neq 0$ for all $(a, c) \in \mathbb{R} \times \mathbb{R}$.

Problems of this kind are known in many mathematical fields. They can be written in the form

$$
\begin{equation*}
\frac{\partial u}{\partial t}-\nabla \cdot(k(u) \nabla u)=f(u, \nabla u) \tag{6}
\end{equation*}
$$

with $u=(a, c)$. They appear in population dynamics, phase transition models, flows in porous media, models of gravitational interaction of particles and other fields (see [3] for further examples).

To give some explicit examples where systems like (1) appear, we mention the following:

1. If $h(a, c)=a \phi(c)$ with $\phi(c)>0$ for all $c \in \mathbb{R}_{+}$and $g(a, c)>0$ for all $(a, c) \in \mathbb{R}_{+} \times \mathbb{R}_{+}$, then the equations (1) are known as the so-called Keller-Segel model, which describes the aggregation of the cellular slime mold Dictyostelium discoideum (see for instance [9, 12-15, 19]).
2. These equations also appear in describing animal coat pattern mechanisms (see for example [16]). In [16] system (1) appears with

$$
\begin{gathered}
k(a, c)=\text { const }_{1}>0, \quad h(a, c)=a \phi(c)=a \cdot \text { const }_{2}>0, \\
f(c)=\text { const }_{3}>0, \quad g(a, c)=\frac{\text { const }_{4} a}{\text { const }_{5}+a}
\end{gathered}
$$

together with boundary data (2).
3. If $h(a, c)=a \phi(c)$ with $\phi(c)<0$ for all $c \in \mathbb{R}_{+}$and $\varepsilon=0$, then the equations (1) have some similarities with the Debye system (see for instance [5], [6]).

In this paper we give a sufficient condition for the existence of a Lyapunov function for system (1) in Section 3. Our assumptions are more general than those made in $[10,18,20,22]$. The results given are also true for the systems studied there. But the conditions assumed here allow a larger variety of nonlinearities than in those papers. This is especially true for the Keller-Segel case (see [20, p. 3]).

In Section 4 we will study the asymptotic behaviour of the solution of those systems which have a Lyapunov function.

In Section 5 we give some $L^{p}$-estimates for the solution of system (1). The results stated there are also true for systems which do not have a Lyapunov function.
2. Local existence. In this section we assume that $\varepsilon=1$. For $\varepsilon=0$ the existence of a solution can be shown by other methods.

Before we introduce our new results, we will refer to the existence results of A. Yagi [23] for the local (in time) existence of a positive solution of problem (1) in the chemotaxis case with homogeneous Neumann boundary data. In [23], $\Omega \subset \mathbb{R}^{2}$ is a $C^{2}$-smooth domain. For the local existence of a solution with other boundary data and in higher dimensions we use a result of H. Amann [2].

Let $\Omega \subset \mathbb{R}^{N}, p \in(N, \infty), \delta_{i} \in C(\partial \Omega,\{0,1\})$ for $1 \leq i \leq N, \delta=$ $\operatorname{diag}\left[\delta_{i}\right]_{1 \leq i \leq N}$ and

$$
H_{\mathcal{B}}^{1, p} \equiv\left\{w \in H^{1, p}\left(\Omega, \mathbb{R}^{2}\right)|(I-\delta) w|_{\partial \Omega}=0\right\}
$$

Now we set

$$
V \equiv\left\{v \in H_{\mathcal{B}}^{1, p} \mid v(\bar{\Omega}) \subset \mathcal{G}\right\}
$$

where $\mathcal{G}$ is an open subset of $\mathbb{R}^{2}$. Furthermore we will assume that $k(a, c)$, $h(a, c), g(a, c) \in C^{\infty}(\mathcal{G}, \mathbb{R})$ and $f(c) \in C^{\infty}(\mathbb{R}, \mathbb{R})$.

Now we can state the following existence theorem:
Theorem 1. Let $\Omega \subset \mathbb{R}^{N}$ be a smooth domain with boundary $\partial \Omega$. Furthermore let $w_{0} \in V$. Then there exists a unique maximal solution

$$
w\left(\cdot, w_{0}\right) \in C\left(\left[0, t^{+}\left(w_{0}\right)\right), V\right) \cap C^{2,1}\left(\bar{\Omega} \times\left(0, t^{+}\left(w_{0}\right)\right), \mathbb{R}^{2}\right)
$$

of (1) with boundary condition (2), (3) or (4), where $0<t^{+}\left(w_{0}\right) \leq \infty$.
Proof. We set $w \equiv(a, c) \in \mathbb{R}^{2}$. Now we can write (1) together with one of the boundary conditions as

$$
\begin{aligned}
w_{t}+\mathcal{A}(w) w & =\mathcal{F}(w) & & \text { in } \Omega \times(0, T), \\
\mathcal{B}(w) w & =0, & & \text { on } \partial \Omega \times(0, T), \\
w(\cdot, 0) & =\left(a_{0}, c_{0}\right) & & \text { in } \Omega
\end{aligned}
$$

The operators $\mathcal{A}(\eta)$ and $\mathcal{B}(\eta)$ are defined by

$$
\mathcal{A}(\eta) w \equiv-\partial_{j}\left(a_{j k}(\eta) \partial_{k} w\right)
$$

with

$$
\begin{aligned}
& a_{11}(\eta)\left(w_{1}, w_{2}\right) \equiv\left(k\left(\eta_{1}, \eta_{2}\right) w_{1}-h\left(\eta_{1}, \eta_{2}\right) w_{2}, k_{c} w_{2}\right)^{T}, \\
& a_{22}(\eta)\left(w_{1}, w_{2}\right) \equiv\left(k\left(\eta_{1}, \eta_{2}\right) w_{1}-h\left(\eta_{1}, \eta_{2}\right) w_{2}, k_{c} w_{2}\right)^{T}, \\
& a_{12}(\eta)\left(w_{1}, w_{2}\right) \equiv(0,0), \\
& a_{21}(\eta)\left(w_{1}, w_{2}\right) \equiv(0,0),
\end{aligned}
$$

and

$$
\mathcal{B}(\eta) w \equiv \delta\left(a_{j k}(\cdot, \eta) n^{j} \partial_{k} w\right)+(I-\delta) w=0 \quad \text { on } \partial \Omega, t \geq 0
$$

where $n=\left(n^{1}, \ldots, n^{N}\right)$ is the outer unit normal vector field on $\partial \Omega$. The function $\mathcal{F}(\eta)$ is given by

$$
\mathcal{F}(\eta) \equiv\left(0, g\left(\eta_{1}, \eta_{2}\right)-f\left(\eta_{2}\right) \eta_{2}\right)
$$

If we now apply the existence result of H. Amann [2, p. 17] resp. [3, Theorem 14.6, p. 93], we get the assertion of the theorem.
3. A Lyapunov function. Again we set $\varepsilon=1$, but the results can also be applied to the case $\varepsilon=0$. For the rest of the paper we use the following notations:

$$
\begin{align*}
F(c) & \equiv \int_{0}^{c} f(s) s d s  \tag{7}\\
G(a, c) & \equiv-\int_{0}^{c} g(a, s) d s \tag{8}
\end{align*}
$$

Occasionally we assume that

$$
\begin{equation*}
\int_{\Omega} F(c) d x \geq k_{1} \int_{\Omega} c^{2} d x \tag{9}
\end{equation*}
$$

where $k_{1}$ is a nonnegative constant (if we have homogeneous Neumann boundary data we assume $k_{1}>0$ !).

TheOrem 2. If there exists a function $R(a)$ such that

$$
\begin{equation*}
\frac{h(a, c)}{k(a, c)}\left(G_{a a}(a, c)+R^{\prime \prime}(a)\right)+G_{a c}(a, c)=0 \tag{10}
\end{equation*}
$$

then there exists a Lyapunov function for system (1), provided

$$
\begin{equation*}
G_{a a}(a, c)+R^{\prime \prime}(a) \geq 0 \tag{11}
\end{equation*}
$$

holds for the solution of (1). In the case of boundary condition (3) we have to assume additionally that $G_{a}(a, c)=0=R^{\prime}(a)$ on $\partial \Omega \times\{t>0\}$. A Lyapunov function for system (1) is then given by

$$
\begin{align*}
\mathcal{H}(a(t), c(t)) \equiv & \frac{k_{c}}{2} \int_{\Omega}|\nabla c(t)|^{2} d x+\int_{\Omega} F(c(t)) d x  \tag{12}\\
& +\int_{\Omega} R(a(t)) d x+\int_{\Omega} G(a(t), c(t)) d x
\end{align*}
$$

Proof. We have

$$
\begin{aligned}
\frac{d}{d t} \mathcal{H}(a, c) & =-\int_{\Omega} c_{t}^{2} d x+\int_{\Omega} a_{t} R^{\prime}(a) d x+\int_{\Omega} a_{t} G_{a}(a, c) d x \\
& =-\int_{\Omega}\left(R^{\prime \prime}(a)+G_{a a}(a, c)\right) \nabla a(k(a, c) \nabla a-h(a, c) \nabla c) d x
\end{aligned}
$$

$$
\begin{aligned}
& -\int_{\Omega} G_{a c}(a, c) \nabla c(k(a, c) \nabla a-h(a, c) \nabla c) d x-\int_{\Omega} c_{t}^{2} d x \\
= & -\int_{\Omega} \frac{\left(R^{\prime \prime}(a)+G_{a a}(a, c)\right)}{k(a, c)}|k(a, c) \nabla a-h(a, c) \nabla c|^{2} d x \\
& -\int_{\Omega} c_{t}^{2} d x \leq 0
\end{aligned}
$$

We will explain the differences between our results and those of $[10,18$, 20] at the end of the paper.

EXAMPLE 1. Let us give some examples of functions appearing in system (1), for which our theory holds true and a Lyapunov function $\mathcal{H}(a, c)$ exists.

1. $h(a, c)=a, g(a, c)=a^{2} \exp (-c) / 2, k(a, c)=1, f(c)$ arbitrary and $R(a)=a^{2} / 2$.
2. $h(a, c)=a /(2 c+2), g(a, c)=a^{3}(c+1)^{-2} / 3, k(a, c)=1, f(c)$ arbitrary, $R(a)=a^{3} / 3$.
3. In the case of a model of gravitational interaction of particles (see [7, 8 ] or [4]) we have $\varepsilon=0, h(a, c)=-a, g(a, c)=-a, k(a, c)=1, f(c)=0$, $R(a)=a \log (a)$ together with boundary condition (4).
4. $h(a, c)=k_{2}, g(a, c)=k_{3} a, k(a, c)=k_{4}, f(c)$ arbitrary, and $R(a)=$ $k_{3} k_{4} a^{2} /\left(2 k_{2}\right)$.
5. $h(a, c)=a(c+2)^{-2}, g(a, c)=a(c+2)^{-2}$,

$$
\begin{gathered}
k(a, c)=k(a)=(a+1)^{2}+1 \\
R(a)=\frac{1}{6} a^{3}+a^{2}+2 a \log (a)-\frac{9}{2} a
\end{gathered}
$$

and $f(c)$ arbitrary.
6. $h(a, c)=a \phi_{1}(c), k(a, c)=k_{5}+k_{6} c, g(a, c)=a \phi_{2}^{\prime}(c)$ with

$$
\phi_{2}(c)=\int_{0}^{c} \frac{\phi_{1}(s)}{k_{5}+k_{6} s} d s
$$

$f(c)$ arbitrary, $R(a)=a \log (a)$.
7. One can also find a whole class of other examples where a Lyapunov function exists. Suppose that we study system (1) together with (2). Let $h(a, c)=h_{2}(a) \phi(c)$ and $g(a, c)=\phi(c) \int_{0}^{a} h_{1}(s) d s$,

$$
k(a, c)=\widetilde{k}(a)+\frac{h_{2}(a) h_{1}^{\prime}(a)}{h_{1}(a)} \int_{0}^{c} \phi(s) d s
$$

and let $f(c)$ be arbitrary. We see that there is a function $R(a)$ such that

$$
R^{\prime \prime}(a)=\frac{k(a, c) h_{1}(a)}{h_{2}(a)}+h_{1}^{\prime}(a) \int_{0}^{c} \phi(s) d s
$$

Thus there exists a Lyapunov function $\mathcal{H}(a, c)$ of the type given above, which is possibly unbounded from below. This example includes the systems studied in [10] and [20]. In [20] we have $h(a, c)=a \phi(c)$ (with $\phi(c)>0$ ), $g(a, c)=a \phi(c), k(a, c)=1$ and $f(c)=$ const $>0$. Finally in this case we get $R(a)=a \log (a)$. For further results concerning some special cases of this type of systems see [20].

For the rest of the paper we make the following assumption.
Main assumption.

$$
\begin{equation*}
\int_{\Omega} G(a, c)+R(a) \geq k_{7} \int_{\Omega}|\nabla c|^{2} d x+\text { const } \quad \text { with } \frac{k_{c}}{2}+k_{7}>0 \tag{13}
\end{equation*}
$$

In fact our observations allow us to work with a larger class of nonlinearities in $g(a, c)$ than those studied before for system (1) (as far as the author knows). We formulate the following three propositions.

Proposition 1. Suppose that (9) and our main assumption (13) hold. Then

$$
\mathcal{H}\left(a_{0}, c_{0}\right) \geq \mathcal{H}(a(t), c(t)) \geq k_{8} \quad \text { for all } t \geq 0
$$

Proposition 2. Suppose that (9) and (13) hold. Then

$$
\int_{\Omega}|\nabla c(t)|^{2} d x \leq k_{9} \quad \text { for all } t \geq 0
$$

The proofs of Propositions 1 and 2 are trivial.
Proposition 3. Suppose that (9) and (13) hold. Then

$$
\int_{0}^{T} \int_{\Omega} c_{t}^{2} d x \leq \mathcal{H}\left(a_{0}, c_{0}\right)+k_{10}
$$

Proof. We have

$$
\int_{\Omega} c_{t}^{2} d x+\frac{d}{d t} \mathcal{H}(a, c) \leq 0
$$

Thus

$$
\int_{0}^{T} \int_{\Omega} c_{t}^{2} d x \leq \mathcal{H}\left(a_{0}, c_{0}\right)-\mathcal{H}(a(T), c(T)) \leq \mathcal{H}\left(a_{0}, c_{0}\right)+k_{10}
$$

4. The asymptotic behaviour of the solution of system (1). In some special cases of (1) (for example for some special forms of the KellerSegel model) one can show that the solution of (1) converges to a possibly nontrivial steady state as $t \rightarrow \infty$ (see [10, 14, 20]). The results of R. Schaaf [21] and K. Post [20] concerning the Keller-Segel model in chemotaxis give hope that one can expect such a behaviour also in a more general setting.

We summarize our results concerning this aspect in the following theorem.

Theorem 3. Suppose that $(a(t), c(t))$ is a weak solution of (1) and that (9) and (13) hold. Furthermore let the solution $(a(t), c(t))$ of (1) satisfy either
(i) $\left(G_{a a}(a, c)+R^{\prime \prime}(a)\right) / k(a, c) \leq k_{11}$ and $G_{a}(a, c)+R^{\prime}(a)>k_{12}$ or
(ii) $0<\left(G_{a a}(a, c)+R^{\prime \prime}(a)\right) \exp \left(G_{a}(a, c)+R^{\prime}(a)\right) \leq k_{13} k(a, c)$ and

$$
\sqrt{\frac{k(a(t), c(t))}{G_{a a}(a, c)+R^{\prime \prime}(a(t))}} \in L^{2}(\Omega) \quad \text { for all } t \geq 0 .
$$

Let additionally $f$ be Hölder continuous with exponent $\beta \leq 1$ such that

$$
0<\beta \leq 1 \text { if } N \leq 3 \text { or } \beta<2 / N \text { if } N>3 \text {. }
$$

Finally assume that $|f(c)| \leq K_{f}$ for all $c \in \mathbb{R}$. Then there exist a sequence $\left(t_{k}\right)_{k \in \mathbb{N}}$ and two functions $c^{*}$ and $g^{*}$ such that

$$
\begin{aligned}
c\left(t_{k}\right) & \rightharpoonup c^{*} & & \text { in } H^{1}(\Omega)\left(\text { resp. in } H_{0}^{1}(\Omega)\right), \\
f\left(c\left(t_{k}\right)\right) c\left(t_{k}\right) & \rightarrow f\left(c^{*}\right) c^{*} & & \text { in } L^{2}(\Omega)
\end{aligned}
$$

and

$$
g\left(a\left(t_{k}\right), c\left(t_{k}\right)\right) \rightharpoonup g^{*} \quad \text { in } L^{2}(\Omega) .
$$

Furthermore

$$
\int_{\Omega}\left(k_{c} \nabla c^{*} \nabla \varphi+f\left(c^{*}\right) c^{*} \varphi\right) d x=\int_{\Omega} g^{*} \varphi d x
$$

for all $\varphi \in H^{1}(\Omega)\left(\right.$ resp. $\left.\varphi \in H_{0}^{1}(\Omega)\right)$. Finally,

$$
\exp \left(\frac{-\left(G_{a}\left(a\left(t_{k}\right), c\left(t_{k}\right)\right)+R^{\prime}\left(a\left(t_{k}\right)\right)\right)}{2}\right) \rightarrow \text { const }
$$

in $L^{2}(\Omega)$ if (i) holds, and

$$
\exp \left(\frac{G_{a}\left(a\left(t_{k}\right), c\left(t_{k}\right)\right)+R^{\prime}\left(a\left(t_{k}\right)\right)}{2}\right) \rightarrow \text { const }
$$

in $L^{2}(\Omega)$ if (ii) holds.
Remark 1. Assumption (i) of Theorem 3 is satisfied by Example 1.1, while the systems studied in [10] and [20] satisfy (ii).

Proof. We first assume that (i) is true. We set

$$
W \equiv \exp \left(-\left(G_{a}(a, c)+R^{\prime}(a)\right)\right) .
$$

We note that assuming $G_{a}(a, c)+R^{\prime}(a)>k_{12}$ implies that

$$
\|\sqrt{W(t)}\|_{L^{2}(\Omega)} \leq \text { const }
$$

for all $t \geq 0$. Now there exists a constant $k_{14} / k_{11}$ such that

$$
\begin{aligned}
& \frac{k_{14}}{k_{11}}|\nabla \sqrt{W}|^{2} \\
&=\frac{k_{14}}{4 k_{11}} e^{-\left(G_{a}(a, c)+R^{\prime}(a)\right)}\left|\left(G_{a a}(a, c)+R^{\prime \prime}(a)\right) \nabla a+G_{a c}(a, c) \nabla c\right|^{2} \\
& \leq \frac{k_{14}}{4 k_{11}} \cdot \frac{\left(G_{a a}(a, c)+R^{\prime \prime}(a)\right)^{2} e^{-\left(G_{a}(a, c)+R^{\prime}(a)\right)}}{k^{2}(a, c)}|k(a, c) \nabla a-h(a, c) \nabla c|^{2} \\
& \leq \frac{G_{a a}(a, c)+R^{\prime \prime}(a)}{k(a, c)}|k(a, c) \nabla a-h(a, c) \nabla c|^{2}
\end{aligned}
$$

As in [20] we set

$$
\mathcal{I}(t) \equiv t\left(\left\|c_{t}(t)\right\|_{L^{2}(\Omega)}^{2}+\frac{k_{14}}{k_{11}}\|\nabla \sqrt{W(t)}\|_{L^{2}(\Omega)}^{2}\right)
$$

From the estimate above and the fact that

$$
\begin{aligned}
& \int_{0}^{t}\left(\left\|c_{s}(s)\right\|_{L^{2}(\Omega)}^{2}+\frac{k_{14}}{k_{11}}\|\nabla \sqrt{W(s)}\|_{L^{2}(\Omega)}^{2}\right) d s \\
& \quad \leq-\int_{0}^{t} \frac{d}{d s} \mathcal{H}(a(s), c(s)) d s=\mathcal{H}\left(a_{0}, c_{0}\right)-\mathcal{H}(a(t), c(t)) \leq \mathrm{const}
\end{aligned}
$$

for all $t \geq 0$, we see that

$$
\int_{0}^{t} \mathcal{I}(s) d s \leq k_{15} \cdot t
$$

Therefore there exists a sequence $t_{k} \rightarrow \infty$ such that $\mathcal{I}\left(t_{k}\right) \leq 2 k_{16}$ for all $t_{k}$. So we get

$$
\left\|c_{t}\left(t_{k}\right)\right\|_{L^{2}(\Omega)}^{2}+\left\|\nabla \sqrt{W\left(t_{k}\right)}\right\|_{L^{2}(\Omega)}^{2} \rightarrow 0 \quad \text { as } k \rightarrow \infty
$$

From our main assumption and assumption (9) we see that

$$
\left\|\nabla c\left(t_{k}\right)\right\|_{L^{2}(\Omega)}^{2}+\left\|c\left(t_{k}\right)\right\|_{L^{2}(\Omega)}^{2} \leq k_{17}
$$

Thus there exists a function $c^{*}$ with $c\left(t_{k}\right) \rightharpoonup c^{*}$ in $H^{1}(\Omega)$ (resp. in $H_{0}^{1}(\Omega)$ depending on the boundary data!).

In view of the compact imbedding of $H^{1}(\Omega)$ (resp. $H_{0}^{1}(\Omega)$ ) into the appropriate $L^{p}$-space we get

$$
\begin{aligned}
& \left\|f\left(c\left(t_{k}\right)\right) c\left(t_{k}\right)-f\left(c^{*}\right) c^{*}\right\|_{L^{2}(\Omega)} \\
& \quad \leq\left\|f\left(c\left(t_{k}\right)\right) c\left(t_{k}\right)-f\left(c\left(t_{k}\right)\right) c^{*}\right\|_{L^{2}(\Omega)}+\left\|f\left(c\left(t_{k}\right)\right) c^{*}-f\left(c^{*}\right) c^{*}\right\|_{L^{2}(\Omega)}
\end{aligned}
$$

CASE 1: $N \leq 3$ and $0<\beta \leq 2 / 3$. Then

$$
\begin{aligned}
\| f\left(c\left(t_{k}\right)\right) c\left(t_{k}\right)- & f\left(c^{*}\right) c^{*} \|_{L^{2}(\Omega)} \\
\leq & \left\|f\left(c\left(t_{k}\right)\right) c\left(t_{k}\right)-f\left(c\left(t_{k}\right)\right) c^{*}\right\|_{L^{2}(\Omega)} \\
& \quad+k_{\text {Hölder }}\left\|c^{*}\right\|_{L^{2 /(1-\beta)}(\Omega)}\left\|c\left(t_{k}\right)-c^{*}\right\|_{L^{2}(\Omega)}^{\beta} \\
\leq & K_{f}\left\|c\left(t_{k}\right)-c^{*}\right\|_{L^{2}(\Omega)}+k_{\text {Hölder }}\left\|c^{*}\right\|_{L^{2 /(1-\beta)}(\Omega)}\left\|c\left(t_{k}\right)-c^{*}\right\|_{L^{2}(\Omega)}^{\beta} \\
\rightarrow & 0 \quad \text { as } k \rightarrow \infty
\end{aligned}
$$

Case 2: $N \leq 3$ and $2 / 3<\beta \leq 1$. Then

$$
\begin{aligned}
&\left\|f\left(c\left(t_{k}\right)\right) c\left(t_{k}\right)-f\left(c^{*}\right) c^{*}\right\|_{L^{2}(\Omega)} \\
& \leq\left\|f\left(c\left(t_{k}\right)\right) c\left(t_{k}\right)-f\left(c\left(t_{k}\right)\right) c^{*}\right\|_{L^{2}(\Omega)} \\
& \quad+k_{\text {Hölder }}\left\|c^{*}\right\|_{L^{4 /(2-\beta)}(\Omega)}\left\|c\left(t_{k}\right)-c^{*}\right\|_{L^{4}(\Omega)}^{\beta} \\
& \leq K_{f}\left\|c\left(t_{k}\right)-c^{*}\right\|_{L^{2}(\Omega)}+k_{\text {Hölder }}\left\|c^{*}\right\|_{L^{4 /(2-\beta)}(\Omega)}\left\|c\left(t_{k}\right)-c^{*}\right\|_{L^{4}(\Omega)}^{\beta} \\
& \rightarrow 0 \quad \text { as } k \rightarrow \infty
\end{aligned}
$$

CASE 3: $N>3$ arbitrary and $\beta<2 / N$. Then

$$
\begin{aligned}
\| f\left(c\left(t_{k}\right)\right) c\left(t_{k}\right)- & f\left(c^{*}\right) c^{*} \|_{L^{2}(\Omega)} \\
\leq & \left\|f\left(c\left(t_{k}\right)\right) c\left(t_{k}\right)-f\left(c\left(t_{k}\right)\right) c^{*}\right\|_{L^{2}(\Omega)} \\
& \quad+k_{\text {Hölder }}\left\|c^{*}\right\|_{L^{2 /(1-\beta)}(\Omega)}\left\|c\left(t_{k}\right)-c^{*}\right\|_{L^{2}(\Omega)}^{\beta} \\
\leq & K_{f}\left\|c\left(t_{k}\right)-c^{*}\right\|_{L^{2}(\Omega)}+k_{\text {Hölder }}\left\|c^{*}\right\|_{L^{2 /(1-\beta)}(\Omega)}\left\|c\left(t_{k}\right)-c^{*}\right\|_{L^{2}(\Omega)}^{\beta} \\
\rightarrow & 0 \quad \text { as } k \rightarrow \infty
\end{aligned}
$$

Thus

$$
\begin{equation*}
f\left(c\left(t_{k}\right)\right) c\left(t_{k}\right) \rightarrow f\left(c^{*}\right) c^{*} \quad \text { in } L^{2}(\Omega) \text { as } k \rightarrow \infty \tag{14}
\end{equation*}
$$

Since $W\left(t_{k}\right)$ is uniformly bounded in $H^{1}(\Omega)$ and $\left\|\nabla \sqrt{W\left(t_{k}\right)}\right\|_{L^{2}(\Omega)} \rightarrow 0$ we see that

$$
\sqrt{W\left(t_{k}\right)} \rightarrow \mathrm{const} \quad \text { in } L^{2}(\Omega) \text { as } k \rightarrow \infty
$$

To prove the statement of the theorem if (ii) holds, we set

$$
V \equiv \exp \left(G_{a}(a, c)+R^{\prime}(a)\right)
$$

Now we see that

$$
\frac{1}{k_{13}}|\nabla \sqrt{V}|^{2}=\frac{1}{4 k_{13}} e^{G_{a}(a, c)+R^{\prime}(a)}\left|\left(G_{a a}(a, c)+R^{\prime \prime}(a)\right) \nabla a+G_{a c}(a, c) \nabla c\right|^{2}
$$

$$
\begin{aligned}
& \leq \frac{\left(G_{a a}(a, c)+R^{\prime \prime}(a)\right)^{2} e^{G_{a}(a, c)+R^{\prime}(a)}}{4 k_{13} k^{2}(a, c)}|k(a, c) \nabla a-h(a, c) \nabla c|^{2} \\
& \leq \frac{G_{a a}(a, c)+R^{\prime \prime}(a)}{k(a, c)}|k(a, c) \nabla a-h(a, c) \nabla c|^{2}
\end{aligned}
$$

We now define

$$
\mathcal{J}(t) \equiv t\left(\left\|c_{t}(t)\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{k_{13}}\|\nabla \sqrt{V(t)}\|_{L^{2}(\Omega)}^{2}\right)
$$

and use the same argument as in the first case.
Remark 2. If

$$
\begin{equation*}
V(t)=a(t) \exp (-\Psi(c(t))) \tag{15}
\end{equation*}
$$

and $0 \leq \Psi(s) \leq$ const for all $s \in \mathbb{R}_{+}$, then the mass conservation for the function $a(t)$ in the case of boundary condition (2) or (4) (the first equation of (1)) implies that

$$
\left.V\left(t_{k}\right) \rightarrow \frac{\int_{\Omega} a_{0}(x) d x}{\int_{\Omega} \exp \left(\Psi\left(c^{*}(x)\right)\right) d x} \quad \text { in } L^{2}(\Omega) \text { (see }[20]\right)
$$

Since no further results concerning the asymptotic behaviour of the solution are available in the general setting studied in the present paper, we turn to some $L^{p}$-estimates for the solution.
5. Uniform $L^{p}$-bounds of the solution for $1 \leq p \leq \infty$. If we look at (1) with either (2) or (4) as boundary conditions we see that

$$
\int_{\Omega} a_{t} d x=0 \quad \text { for all } t>0,
$$

as mentioned in Remark 2.
Lemma 1. Let $(a(t), c(t))$ be the solution of (1) with boundary conditions (2) or (4). Then

$$
\begin{equation*}
\|a(t)\|_{L^{1}(\Omega)}=\left\|a_{0}\right\|_{L^{1}(\Omega)} \quad \text { for all } t>0 \tag{16}
\end{equation*}
$$

For the rest of this section we assume that

$$
h(a, c)=a \phi(c) \quad \text { with }|\phi(c)| \leq k_{18} \quad \text { for all } c \in \mathbb{R}
$$

Even if we do not prove the positivity of $a(t, x)$ in this case, we will always assume it. This property can be derived for classical solutions from the maximum principle for parabolic equations, provided the initial data is strictly positive. Under weaker assumptions on the solution, one can use the results of A. Yagi [23] to prove the nonnegativity of $a(t, x)$ in the maximal existence interval under reasonable assumptions on the initial data.

Independently of the choice of the boundary conditions for (1) we have the following $L^{p}$-estimate for the function $a(t)$.

TheOrem 4. Let $(a, c)$ be the solution of (1) with boundary conditions (2) or (4). Furthermore let $k(a, c) \geq k_{19}>0$ for all $(a, c) \in \mathbb{R}_{+} \times \mathbb{R}$ and $|\phi(c)| \leq k_{18}$ for all $c \in \mathbb{R}_{+}$. If $c(t) \in W^{1, \infty}(\Omega)$ (resp. $c(t) \in W_{0}^{1, \infty}(\Omega)$ ) for all $t \in[0, \infty)$ and if there exists a constant $k_{\nabla c}$ such that

$$
|\nabla c(t, x)| \leq k_{\nabla c} \quad \text { for all } t \in[0, \infty) \text { and all } x \in \Omega
$$

then

$$
\|a(t, x)\|_{L^{\infty}(\Omega)} \leq k_{20} \quad \text { for all } t \in[0, \infty)
$$

For solutions of (1) with boundary conditions (3), the above holds true if we additionally assume that

$$
\sup _{t \geq 0}\|a(t)\|_{L^{1}(\Omega)} \leq \text { const }
$$

Proof. The assertion can be proved in the same way as in [17] for a special case of (1) with homogeneous Neumann boundary data.

Let $1 \leq p<\infty$. We multiply the first equation of (1) with $a^{p}$ and integrate over $\Omega$ to derive

$$
\begin{aligned}
\frac{1}{p+1} \frac{d}{d t} \int_{\Omega} a^{p+1} d x & =-\frac{4 p}{(p+1)^{2}} \int_{\Omega} k(a, c)\left|\nabla a^{(p+1) / 2}\right|^{2} d x+p \int_{\Omega} a^{p} \phi(c) \nabla a \nabla c d x \\
& \leq-\frac{4 p k_{19}}{(p+1)^{2}} \int_{\Omega}\left|\nabla a^{(p+1) / 2}\right|^{2} d x+p k_{18} k_{\nabla c} \int_{\Omega} a^{p}|\nabla a| d x \\
& \leq-\frac{2 p k_{19}}{(p+1)^{2}} \int_{\Omega}\left|\nabla a^{(p+1) / 2}\right|^{2} d x+\frac{p \widetilde{k}_{18} k_{\nabla c}}{2} \int_{\Omega} a^{p+1} d x
\end{aligned}
$$

If we now use Moser's technique from [1] we get the assertion.
By (9) we have the uniform boundedness of the $L^{2}$-norm of $c(t)$ for all $t>0$ if system (1) has a Lyapunov function.

Lemma 2. Let $(a(t), c(t))$ be the solution of (1). Furthermore suppose that $\Omega \subset \mathbb{R}^{2}$ and that there is a Lyapunov function for system (1), and (9) as well as our main assumption hold. Then

$$
\begin{equation*}
\|c(t)\|_{L^{p}(\Omega)} \leq k(p) \quad(1 \leq p<\infty) \quad \text { for all } t>0 \tag{17}
\end{equation*}
$$

Proof. By the assumption (9), the boundedness of the Lyapunov function $\mathcal{H}(a, c)$ from below yields a uniform bound of the $H^{1}$-norm of $c(t)$ for all $t>0$. Applying the Sobolev embedding theorem we derive uniform $L^{p_{-}}$ bounds for all $t \geq 0$.

TheOrem 5. Let $(a, c)$ be the solution of (1), and assume that $g(a, c)>0$ for all $(a, c) \in \mathbb{R}_{+} \times \mathbb{R}, \varepsilon=1$ and $|f(c)| \leq K_{f}<\infty$ in (1). If

$$
\sup _{t \geq 0} \int_{\Omega}|c(t)| d x=k_{21}<\infty
$$

and

$$
\begin{equation*}
\int_{\Omega}\left(g(a, c) c^{p}-f(c) c^{p+1}\right) d x \leq k_{22} \int_{\Omega} c^{p+1} d x \quad \text { for all } 1 \leq p<\infty \tag{18}
\end{equation*}
$$

then

$$
\|c(t, x)\|_{L^{\infty}(\Omega)} \leq k_{23} \quad \text { for all } t \in[0, \infty)
$$

Since our assumption on $g(a, c)$ implies that $c(t, x) \geq 0$ in $\Omega$ for all $t \in\left[0, T_{\max }\right)$ provided $c_{0}(x) \geq 0$ in $\Omega$, we see that the statement of the theorem can be shown in the same way as Theorem 4. Therefore we leave the proof to the reader.

Example 2. We give some examples of functions appearing in system (1) for which Theorems 4 and 5 hold true.

1. Let $\Omega \subset \mathbb{R}^{2}$ be smooth. Consider the problem

$$
\begin{array}{rlrl}
a_{t} & =\nabla(\nabla a-\chi a \nabla c), & & x \in \Omega, t>0 \\
c_{t} & =k_{c} \Delta c-\gamma c+\frac{a c}{a+\delta} \quad\left(\gamma+\lambda_{1}>1\right), \\
\partial a / \partial n & =\chi a \partial c / \partial n, c=0, & & x \in \Omega, t>0 \\
a(0, x) & =a_{0}(x)>0, & & x \in \partial \Omega, t>0 \\
c(0, x) & =c_{0}(x)>0, & & x \in \Omega, \\
& & x \in \Omega .
\end{array}
$$

First of all let us mention that this system does not have a Lyapunov function of the form presented in the previous sections. Secondly we see from Theorem 5 that

$$
\sup _{t \geq 0}\|c(t)\|_{L^{\infty}(\Omega)}<\infty
$$

Furthermore we see that $g(a(t), c(t)) \in L^{\infty}(\Omega)$ for all $t \geq 0$ and

$$
\sup _{t \geq 0}\|g(a(t), c(t))\|_{L^{\infty}(\Omega)} \leq \sup _{t \geq 0}\|c(t)\|_{L^{\infty}(\Omega)}<k_{24}
$$

We now follow an idea from [18]. If we consider the second equation of our system as an abstract evolution equation, we see that

$$
c(t)=T_{p}(t) c_{0}+\int_{0}^{t} T_{p}(t-s) \frac{a(s) c(s)}{a(s)+\delta} d s
$$

where $\left\{T_{p}(t)\right\}$ is the analytic semigroup of the sectorial (in $L^{p}(\Omega)$ ) operator $A_{p} \equiv-\Delta+\gamma$ with domain $\mathcal{D} \equiv\left\{u \in W^{2, p}(\Omega) \mid u=0\right.$ on $\left.\partial \Omega\right\}$. We know from [11] that we can define fractional powers $A_{p}^{\mu}$ for $\mu \geq 0$ of $A_{p}$ with domain $X_{p}^{\mu}=\mathcal{D}\left(A_{p}^{\mu}\right)$. We also know that $X_{p}^{\mu}$ is a Banach space with

$$
\|u\|_{X_{p}^{\mu}}=\left\|A_{p}^{\mu} u\right\|_{L^{p}(\Omega)}
$$

The imbedding $X_{p}^{\mu} \subset C^{\nu}(\Omega)$ is continuous for $0 \leq \mu \leq 1$ and $0 \leq \nu<$ $2 \mu-N / p(N=2$ in our case!) (see [11, Theorem 1.6.1, p. 39]).

If we now choose $3 / 4<\mu<1$ and consider

$$
A_{4}^{\mu} c(t)=A_{4}^{\mu} T_{4}(t) c_{0}+\int_{0}^{t} A_{4}^{\mu} T_{4}(t-s) \frac{a(s) c(s)}{a(s)+\delta} d s
$$

we see that there exist constants $k_{21}>0$ and $\theta$ such that

$$
\left\|A_{4}^{\mu} c(t)\right\|_{L^{4}(\Omega)} \leq k_{21}\left\{\frac{e^{-\theta t}}{t^{\mu}}\left\|c_{0}\right\|_{L^{4}(\Omega)}+k_{25} \int_{0}^{t} \frac{e^{-\theta t}}{t^{\mu}} d s\right\}
$$

Thus we can derive a uniform bound of $\left\|A_{4}^{\mu} c(t)\right\|_{L^{4}(\Omega)}$ for all $t \geq 0$ and-in view of the continuous imbedding-a uniform bound of the $C^{1}$-norm of $c(t)$ for all $t \geq 0$.

Applying now Theorem 4 we also get a uniform bound of the $L^{\infty}$-norm of $a(t)$ for all $t \geq 0$.
2. As a second example we consider a parabolic-elliptic problem. Let us assume that there is a positive solution of the following problem:

$$
\begin{aligned}
a_{t} & =\nabla(\nabla a-\chi a \nabla c), & & x \in \Omega \subset \mathbb{R}^{2}, t>0, \\
0 & =k_{c} \Delta c-\gamma c+\frac{a}{a+\delta}, & & x \in \Omega, t>0, \\
\partial a / \partial n & =\partial c / \partial n=0, & & x \in \partial \Omega, t>0, \\
a(0, x) & =a_{0}(x)>0, & & x \in \Omega,
\end{aligned}
$$

where $k_{c}, \chi, \gamma$ and $\delta$ are positive constants. Again there is no Lyapunov function for this problem, but we see that

$$
\frac{a(t)}{a(t)+\delta} \in L^{p}(\Omega)
$$

for $1 \leq p \leq \infty$ with a uniform bound for all $t>0$. Using elliptic regularity theory we get $c(t) \in H^{2, p}(\Omega)$ with a uniform bound for all $t>0$. For $p$ large enough the Sobolev imbedding theorems imply $c(t) \in C^{1}(\bar{\Omega})$ provided $\partial \Omega$ is smooth enough, where we have a uniform $C^{1}$-bound for all $t>0$. Thus Theorem 4 implies that

$$
\sup _{t \geq 0}\|a(t)\|_{L^{\infty}(\Omega)}<\infty
$$

REmark 3. Example 2.1 shows that, if the second equation can be written as an abstract evolution equation with a sectorial (in $L^{p}(\Omega)$, for $\Omega \subset \mathbb{R}^{2}$ ) operator and a right-hand side which is uniformly bounded in $L^{4}(\Omega)$ for all $t \geq 0$, then one can derive uniform $L^{\infty}$-bounds for $a(t)$ and $c(t)$ for all $t \geq 0$.
6. Final remarks. We now indicate the differences between our results and those in $[10,18,20,22]$.

Those papers consider the so-called Keller-Segel model

$$
\begin{aligned}
a_{t} & =\nabla(\nabla a-\chi a \nabla c), & & x \in \Omega \subset \mathbb{R}^{2}, t>0, \\
\varepsilon c_{t} & =k_{c} \Delta c-\gamma c+\alpha a, & & x \in \Omega, t>0, \\
a(0, x) & =a_{0}(x)>0, & & x \in \Omega, \\
c(0, x) & =c_{0}(x)>0, & & x \in \Omega,
\end{aligned}
$$

with either boundary condition (2) (see [10, 18, 20]) or (4) (see [22]).
Our results include the results in $[10,18,20,22]$ but they are also true for higher space dimensions, other boundary conditions and further nonlinearities in the system (1). As far as I know, K. Post of [20] was the only one to study the case of higher space dimensions. She considered the system

$$
\begin{aligned}
a_{t} & =\nabla(\nabla a-\chi a \nabla \Phi(c)), & & x \in \Omega \subset \mathbb{R}^{N}, t>0, \\
\varepsilon c_{t} & =k_{c} \Delta c-\gamma c+\alpha a \Phi^{\prime}(c), & & x \in \Omega, t>0, \\
\partial a / \partial n & =\partial c / \partial n=0, & & x \in \partial \Omega, t>0, \\
a(0, x) & =a_{0}(x)>0, & & x \in \Omega, \\
c(0, x) & =c_{0}(x)>0, & & x \in \Omega,
\end{aligned}
$$

with $\Phi(s) \in\left\{\Phi \in C^{1}(\mathbb{R}, \mathbb{R}) \mid 0 \leq \Phi(s), 0 \leq \Phi^{\prime}(s) \leq\right.$ const for all $\left.s \geq 0\right\}$.
Our results also cover this system, but again one can allow further nonlinearities and still have the existence of a Lyapunov function.

To end the paper let us mention that our results have been strongly inspired by those of K. Post [20] and by the question of whether one can show the existence of a Lyapunov function for a larger class of systems than those studied in [20], and if the asymptotic behaviour of the solution of such a system is similar.
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