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DEGENERATIONS IN THE MODULE VARIETIES OF
ALMOST CYCLIC COHERENT

AUSLANDER–REITEN COMPONENTS

BY

PIOTR MALICKI (Toruń)

Abstract. We establish when the partial orders ≤ext and ≤deg coincide for all mod-
ules of the same dimension from the additive category of a generalized standard almost
cyclic coherent component of the Auslander–Reiten quiver of a finite-dimensional algebra.

1. Introduction and the main results. Throughout the paper by
an algebra we mean a basic, finite-dimensional k-algebra over a fixed alge-
braically closed field k. For an algebra A, we denote by modA the category of
finitely generated right A-modules, and by indA a full subcategory of modA
consisting of a complete set of representatives of the isomorphism classes of
indecomposable modules. We denote by rad(modA) the Jacobson radical
of modA, and by rad∞(modA) the intersection of all powers radi(modA),
i ≥ 1, of rad(modA). Moreover, we denote by ΓA the Auslander–Reiten
quiver of A, and by τA = τ and τ−A = τ− the Auslander–Reiten translations
DTr and TrD, respectively. We do not distinguish between a module in
indA and the corresponding vertex of ΓA. For a family F of A-modules, we
denote by add(F) the additive category given by F , that is, the full subcat-
egory of modA formed by all modules isomorphic to direct sums of modules
from F .

For an algebra A with basis a1 = 1, . . . , an, we have the constant struc-
tures aijk defined by aiaj =

∑
aijkak. The affine variety modA(d) of d-

dimensional A-modules consists of n-tuples m = (m1, . . . ,mn) of d × d-
matrices with coefficients in k such that m1 is the identity matrix and
mimj =

∑
mkaijk for all indices i and j. The general linear group Gld(k)

acts on modA(d) by conjugation, and the orbits correspond to the iso-
morphism classes of d-dimensional modules (see [17]). We identify a d-
dimensional A-module M with the corresponding point of modA(d). We
denote by O(M) the Gld(k)-orbit of a module M in modA(d). Then one
says that a module N in modA(d) is a degeneration of a module M in
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modA(d), and writes M ≤deg N , if N belongs to the Zariski closure O(M)
of O(M) in modA(d). Thus ≤deg is a partial order on the set of isomorphism
classes of A-modules of a given dimension. An interesting problem is to de-
scribe connections of ≤deg with other partial orders ≤ext, ≤virt and ≤ on
the isomorphism classes in modA(d), where

• M ≤ext N :⇔ there are modules Mi, Ui, Vi and short exact sequences
0→ Ui →Mi → Vi → 0 in modA such that M = M1, Mi+1 = Ui⊕Vi,
1 ≤ i ≤ s, and N = Ms+1 for some natural number s.
• M ≤virt N :⇔ M ⊕X ≤deg N ⊕X for some A-module X.
• M ≤ N :⇔ [M,X] ≤ [N,X] holds for all modules X.

Here and later on we abbreviate dimkHomA(X,Y ) by [X,Y ]. There are
many results on approximation of ≤deg by the above partial orders (see [1],
[12], [13], [24], [36]).

In general, for all modules M and N in modA(d) the following implica-
tions hold:

M ≤ext N ⇒ M ≤deg N ⇒ M ≤virt N ⇒ M ≤ N
(see [13], [24]). Unfortunately the reverse implications are not always true,
and it would be interesting to find out when they are. We know that ≤ext,
≤deg, ≤ coincide for modules over the path algebras of Dynkin and ex-
tended Dynkin quivers [12], [13], [36], and ≤deg and ≤ coincide for modules
over arbitrary algebras of finite representation type [37]. More comprehen-
sive information about degenerations of modules can be found in [12], [13],
[24], [38].

For a module M in modA, we shall denote by [M ] the image of M in the
Grothendieck group K0(A) of A. Thus [M ] = [N ] if and only if M and N
have the same simple composition factors including multiplicities. Observe
that, if M and N have the same dimension and M ≤ N , then [M ] = [N ].

We are interested in the relationship between the partial orders ≤ext,
≤deg, ≤virt, ≤ for modules from the additive category add(Γ ) of a connected
component Γ of ΓA. Then the following order on the isomorphism classes of
modules in add(Γ ) is natural [31]: for M,N ∈ add(Γ ),

M ≤Γ N :⇔ [M,X] ≤ [N,X] for all X in add(Γ ).

Clearly, forM,N in add(Γ ),M ≤ N impliesM ≤Γ N . Moreover, by [31],
≤Γ is a partial order on the isomorphism classes of modules in add(Γ ) having
the same composition factors.

In the representation theory of algebras an important role is played by
generalized standard Auslander–Reiten components. Recall that following
A. Skowroński [30], a connected component Γ in ΓA is called generalized
standard if rad∞(X,Y ) = 0 for all X,Y ∈ Γ . The Auslander–Reiten quiver
ΓA of any algebra A of finite representation type is generalized standard.
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Examples of generalized standard components include: preprojective com-
ponents, preinjective components, connecting components of tilted algebras,
and tubes over tame tilted, tubular and canonical algebras [25]. The gen-
eralized standard components without oriented cycles have been described
in [29]. The structure of arbitrary generalized standard components is not
yet well understood. In general we only know from [30] that if Γ is a gener-
alized standard component in ΓA, then all but finitely many τ -orbits in Γ
are periodic. It is known that ≤ext and ≤Γ coincide when Γ is preprojec-
tive (preinjective) [13] or a generalized standard quasi-tube [31]. From [33]
and [38] we know that ≤deg and ≤Γ coincide for each generalized standard
component Γ of ΓA. Moreover, there are generalized standard components
for which ≤ext and ≤deg do not coincide (see [24], [31]).

Recall that a component Γ of ΓA is called almost cyclic if all but finitely
many modules in Γ lie on oriented cycles contained entirely in Γ . Moreover,
a component Γ of ΓA is said to be coherent if the following two conditions
are satisfied:

(C1) For each projective module P in Γ there is an infinite sectional
path P = X1 → X2 → · · · in Γ (that is, Xi 6= τXi+2 for any i ≥ 1).

(C2) For each injective module I in Γ there is an infinite sectional path
· · · → Y2 → Y1 = I in Γ (that is, Yj+2 6= τYj for any j ≥ 1).

Following [14], a component Γ is said to be standard if the full subcat-
egory of modA formed by the modules from Γ is equivalent to the mesh
category K(Γ ) of Γ . It is known [18] that every standard component of ΓA
is generalized standard but the converse is not true in general. However, it
was shown recently in [23, Proposition 2.7] that for an almost cyclic coherent
component of ΓA the converse implication is also true. Note that the class of
algebras with generalized standard almost cyclic coherent Auslander–Reiten
components is large (see [23, Proposition 2.9]).

In order to formulate our main result we define two kinds of full trans-
lation subquivers of ΓA. A translation subquiver of ΓA of the form

Y2

  @@@ Y1

!!CCC

Y1

==|||

!!DDD ◦
��??? ◦

>>~~~

  AAA Y2

◦
>>}}}

!!CCC

??��� ◦
==zzz

""EEE

=={{{

!!CCC N

=={{{

!!BBB

τZ

<<yyy

""EEE Z

??~~~

M

==|||
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is said to be a Möbius configuration, and one of the form

◦
  @@@ ◦

  @@@

◦
??~~~

  @@@
// ◦ // ◦

??~~~

  @@@
// ◦ // ◦

  @@@??~~~ ◦
??~~~ ◦

??~~~

  @@@??~~~

""EEE

N

=={{{

!!BBB
!!CCC N

!!BBB

τZ

<<yyy

""EEE Z

??~~~
τZ

<<yyy

""EEE Z

M

==|||
M

==|||

is a coil configuration.
The main aim of the paper is to prove the following theorem.

Theorem 1.1. Let A be an algebra and Γ a generalized standard almost
cyclic coherent component of ΓA. The following conditions are equivalent :

(i) Γ contains neither a Möbius configuration nor a coil configuration.
(ii) The partial orders ≤deg and ≤ext coincide on add(Γ ).

In the representation theory of algebras a prominent role is played by
algebras with separating families of components. A family C = (Ci)i∈I of
components of ΓA is said to be separating in modA if the modules in indA
split into three disjoint classes PA, CA = C and QA such that:

(S1) CA is a sincere generalized standard family of components;
(S2) HomA(QA,PA) = 0, HomA(QA, CA) = 0, HomA(CA,PA) = 0;
(S3) any morphism from PA to QA factors through add(CA).

We then say that CA separates PA from QA and write indA = PA ∨ CA
∨ QA. We also note that PA and QA are then uniquely determined by CA
(see [5, (2.1)] or [25, (3.1)]). Recall also that CA is called sincere if every
simple A-module occurs as a composition factor of a module in CA.

From Drozd’s Tame and Wild Theorem [16] the algebras may be divided
into two disjoint classes. One class consists of the tame algebras for which
the indecomposable modules occur, in each dimension d, in a finite number
of discrete and a finite number of one-parameter families. The second class
is formed by the wild algebras whose representation theory comprises the
representation theories of all algebras. Hence, we may realistically hope to
classify the indecomposable modules only for the tame algebras. More pre-
cisely, following [16], an algebra A is called tame if, for each dimension d,
there exist a finite number of k[x]-A-bimodules Mi which are finitely gen-
erated and free as left k[x]-modules, and all but a finite number of isomor-
phism classes of indecomposable A-modules of dimension d are of the form
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k[x]/(x− λ)⊗k[x] Mi for some i and some λ ∈ k (see [27, Chapter XIX] for
more details).

As an immediate consequence of Theorem 1.1, [22, Theorem C] and [32,
Theorem 3] we obtain the following fact.

Corollary 1.2. Let A be an algebra with a separating family CA of al-
most cyclic coherent components in ΓA. Then the orders ≤deg and ≤ext co-
incide on modA if and only if A is tame and CA contains neither a Möbius
configuration nor a coil configuration.

For basic background on the representation theory of algebras we refer
to the books [2], [8], [25], [26], [27]. We also refer to [22] for description
of the module category, homological properties and representation type of
algebras with separating families of almost cyclic coherent Auslander–Reiten
components.

2. Preliminaries on partial orders of modules. Following [24], for
M , N from mod A, we write M ≤ N if and only if [X,M ] ≤ [X,N ] for all A-
modules X. The fact that ≤ is a partial order on the isomorphism classes of
A-modules follows from a result of M. Auslander (see [6], [11]). M. Auslander
and I. Reiten [7] have shown that, if [M ] = [N ] for some modules M and N ,
then for all nonprojective A-modules X and all noninjective modules Y the
following formulas hold:

(∗)
[X,M ]− [M, τX] = [X,N ]− [N, τX],

[M,Y ]− [τ−Y,M ] = [N,Y ]− [τ−Y,N ].

Hence, if [M ] = [N ], then M ≤ N if and only if [M,X] ≤ [N,X] for all
A-modules X.

Let M and N be A-modules with [M ] = [N ], and

Σ : 0→ D → E → F → 0

an exact sequence in modA. Following [24], we define the additive functions
δM,N , δ′M,N , δΣ and δ′Σ on A-modules X as follows:

δM,N (X) = [N,X]− [M,X], δ′M,N (X) = [X,N ]− [X,M ],

δΣ(X) = δE,D⊕F (X) = [D ⊕ F,X]− [E,X],
δ′Σ(X) = δ′E,D⊕F (X) = [X,D ⊕ F ]− [X,E].

From the Auslander–Reiten formulas (∗) we get the following useful equali-
ties:

δM,N (X) = δ′M,N (τ−X), δM,N (τX) = δ′M,N (X),

δΣ(X) = δ′Σ(τ−X), δΣ(τX) = δ′Σ(X),
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for all A-modules X. Observe also that δM,N (I) = 0 for any injective A-
module I, and δ′M,N (P ) = 0 for any projective A-module P . In particular,
the following conditions are equivalent:

(1) M ≤ N ,
(2) δM,N (X) ≥ 0 for all X ∈ indA,
(3) δ′M,N (X) ≥ 0 for all X ∈ indA.

For an A-module M and an indecomposable A-module Z, we denote by
µ(M,Z) the multiplicity of Z as a direct summand of M . For a noninjec-
tive indecomposable A-module U we denote by Σ(U) the Auslander–Reiten
sequence

Σ(U) : 0→ U → E(U)→ τ−U → 0.

We need the following lemmas.

Lemma 2.1 (see [34, Lemma 2.5]). Let M , N be A-modules with [M ] =
[N ] and U an indecomposable A-module.

(i) If U is noninjective, then δΣ(U)(M) = µ(M,U) and

µ(N,U)− µ(M,U) = δ′M,N (U)− δ′M,N (E(U)) + δ′M,N (τ−U).

(ii) If U is injective, then [U,M ]− [U/soc(U),M ] = µ(M,U) and

µ(N,U)− µ(M,U) = δ′M,N (U)− δ′M,N (U/soc(U)).

(iii) If U is nonprojective, then δ′Σ(τU)(M) = µ(M,U) and

µ(N,U)− µ(M,U) = δM,N (U)− δM,N (E(τU)) + δM,N (τU).

(iv) If U is projective, then [M,U ]− [M, radU ] = µ(M,U) and

µ(N,U)− µ(M,U) = δM,N (U)− δM,N (radU).

Lemma 2.2. Let Γ1 denote the set of arrows in ΓA. Let M,N,U ∈modA
with [M ] = [N ]. Then for any U ∈ ΓA,

µ(N,U)− µ(M,U) = δM,N (U) + δ′M,N (U)−
∑

(X→U)∈Γ1

δM,N (X)

= δM,N (U) + δ′M,N (U)−
∑

(U→Y )∈Γ1

δ′M,N (Y ).

Proof. Since δ′M,N (U) = δM,N (τU) and δM,N (U) = δ′M,N (τ−U), the for-
mula is a consequence of Lemma 2.1 and the definition of Γ1.

Let Γ be a connected component of ΓA. For M and N in add(Γ ) we set

M ≤Γ N ⇔ [X,M ] ≤ [X,N ] for all X ∈ add(Γ ).

Clearly, M ≤ N implies M ≤Γ N . By [31], ≤Γ is a partial order on the iso-
morphism classes of modules in add(Γ ) having the same dimension vectors.
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Corollary 2.3. Let M,N ∈ add(Γ ) with [M ] = [N ]. Then M ' N if
and only if M ≤Γ N and N ≤Γ M .

Moreover , if M,N ∈ add(Γ ) and [M ] = [N ] then the following conditions
are equivalent :

(i) M ≤Γ N .
(ii) δM,N (X) ≥ 0 for all X in Γ .

(iii) δ′M,N (X) ≥ 0 for all X in Γ .

We also need the following facts.

Proposition 2.4 (see [34, Proposition 4.2]). Let Γ be a generalized stan-
dard component of ΓA and assume that M,N ∈ add(Γ ) with [M ] = [N ] and
M ≤Γ N . Then δM,N (X) = 0 and δ′M,N (X) = 0 for all but finitely many X
in Γ and all X in ΓA \ Γ .

Lemma 2.5 (see [33, Lemma 4.5]). Let Γ be a generalized standard
component of ΓA and assume that M,N ∈ add(Γ ) with [M ] = [N ] and
M ≤Γ N . Then δM,N (N) > 0 and δ′M,N (N) > 0.

Proposition 2.6. Let Γ be a generalized standard component in ΓA
which contains a coil configuration. Then there exist indecomposables M,N
∈ Γ such that [M ] = [N ] and M <deg N .

Proof. Follows from the proof of [31, Theorem 4].

In the proof of the next proposition we shall need the following direct
consequence of the lemma in [3, (2.1)].

Lemma 2.7. Let

0→M1
[f1,u1]t−−−−→ N1 ⊕M2

[u2,f2]−−−−→ N2 → 0

and

0→M2
[f2,v1]t−−−−→ N2 ⊕M3

[v2,f3]−−−−→ N3 → 0

be short exact sequences in modA. Then the sequence

0→M1
[f1,v1u1]t−−−−−−→ N1 ⊕M3

[−v2u2,f3]−−−−−−→ N3 → 0

is exact.

We have the following fact.

Proposition 2.8. Let Γ be a generalized standard component in ΓA
which contains a Möbius configuration. Then there exist indecomposables
M,N ∈ Γ such that [M ] = [N ] and M <deg N .
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Proof. We know that Γ has a full translation subquiver of the form

Y2

  @@@ Y1

!!CCC

Y1

==|||

!!DDD ◦
��??? ◦

>>~~~

  AAA Y2

◦
>>}}}

!!CCC

??��� ◦
==zzz

""EEE

=={{{

!!CCC N

=={{{

!!BBB

τZ

<<yyy

""EEE Z

??~~~

M

==|||

Applying Lemma 2.7 to the short exact sequences given by the meshes of
the above quiver we get exact sequences

0→ N → Y1 ⊕ Z → Y2 → 0, 0→ Y1 → Y2 ⊕M → Z → 0.

Applying Lemma 2.7 again we obtain an exact sequence

0→ N →M ⊕ Z → Z → 0.

Observe that [M ] = [N ]. Finally, by [24, (3.4)], we infer that M ≤deg N .
Then M <deg N , since M 6' N . This finishes the proof.

3. Generalized multicoils. The aim of this section is to recall the
concept of a generalized multicoil playing a fundamental role in the proof of
our main theorem. Recall that if A∞ is the quiver 0 → 1 → 2 → · · · (with
the trivial valuations (1, 1)), then ZA∞ is the translation quiver of the form

(i−1,0) (i,0) (i+1,0) (i+2,0)
↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘

. .
.

(i−1,1) (i,1) (i+1,1)
. . .

↗ ↘ ↗ ↘ ↗ ↘
. .

.
(i−1,2) (i,2)

. . .
↗ ↘ ↗ ↘

. .
. . . . . .

. . . .

with τ(i, j) = (i− 1, j) for i ∈ Z, j ∈ N. For r ≥ 1, denote by ZA∞/(τ r) the
translation quiver Γ obtained from ZA∞ by identifying each vertex (i, j) of
ZA∞ with τ r(i, j), and each arrow x → y in ZA∞ with τ rx → τ ry. The
translation quivers ZA∞/(τ r), r ≥ 1, are called stable tubes of rank r. The
rank of a stable tube Γ is the least positive integer r such that τ rx = x for
all x in Γ . A stable tube of rank 1 is said to be homogeneous. The τ -orbit
of a stable tube Γ formed by all vertices having exactly one predecessor is
said to be the mouth of Γ .
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For r ≥ 1, we denote by Tr(k) the r × r-lower triangular matrix algebra

k 0 0 . . . 0 0
k k 0 . . . 0 0
k k k . . . 0 0
...

...
...

. . .
...

...
k k k . . . k 0
k k k . . . k k


.

Given a generalized standard component Γ of ΓA, and an indecompos-
able module X in Γ , the support S(X) of the functor HomA(X,−)|Γ is
the k-linear category defined as follows [4]. Let HX denote the full sub-
category of Γ consisting of the indecomposable modules M in Γ such that
HomA(X,M) 6= 0, and IX denote the ideal of HX consisting of the mor-
phisms f : M → N (with M,N in HX) such that HomA(X, f) = 0. We
define S(X) to be the quotient category HX/IX . Following the above con-
vention, we usually identify the k-linear category S(X) with its quiver.

From now on let A be an algebra and Γ be a family of generalized
standard infinite components of ΓA. For an indecomposable module X in
Γ , called the pivot, one defines five admissible operations (ad 1)–(ad 5) and
their duals (ad 1∗)–(ad 5∗) modifying the translation quiver Γ = (Γ, τ) to
a new translation quiver (Γ ′, τ ′) and the algebra A to a new algebra A′,
depending on the shape of the support S(X) (see [21, Section 2] for figures
illustrating Γ ′).

(ad 1) Assume S(X) consists of an infinite sectional path starting at X:

X = X0 → X1 → · · · .
In this case, we let t ≥ 1 be a positive integer, D = Tt(k) and Y1, . . . , Yt
denote the indecomposable injective D-modules with Y = Y1 the unique in-
decomposable projective-injective D-module. We define the modified algebra
A′ to be the one-point extension

A′ = (A×D)[X ⊕ Y ]

and the modified translation quiver Γ ′ to be obtained by inserting in Γ
the rectangle consisting of the modules Zij =

(
k,Xi ⊕ Yj ,

[
1
1

])
for i ≥ 0,

1 ≤ j ≤ t, and X ′i = (k,Xi, 1) for i ≥ 0. The translation τ ′ of Γ ′ is defined as
follows: τ ′Zij = Zi−1,j−1 if i ≥ 1, j ≥ 2, τ ′Zi1 = Xi−1 if i ≥ 1, τ ′Z0j = Yj−1

if j ≥ 2, Z01 is projective, τ ′X ′0 = Yt, τ
′X ′i = Zi−1,t if i ≥ 1, τ ′(τ−1Xi) = X ′i

provided Xi is not an injective A-module, otherwise X ′i is injective in Γ ′.
For the remaining vertices of Γ ′, τ ′ coincides with the translation of Γ or
ΓD, respectively.
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If t = 0 we define A′ to be the one-point extension A[X], and Γ ′ to be
the translation quiver obtained from Γ by inserting only the sectional path
consisting of the vertices X ′i, i ≥ 0.

The nonnegative integer t is such that the number of infinite sectional
paths parallel to X0 → X1 → · · · in the inserted rectangle equals t+ 1. We
call t the parameter of the operation.

In case Γ is a stable tube, it is clear that any module on the mouth of
Γ satisfies the condition for being a pivot for the above operation. Actually,
the above operation is, in this case, the tube insertion as considered in [15].

(ad 2) Suppose that S(X) admits two sectional paths starting at X, one
infinite and the other finite with at least one arrow:

Yt ← · · · ← Y1 ← X = X0 → X1 → · · ·
where t ≥ 1. In particular, X is necessarily injective. We define A′ = A[X],
and Γ ′ to be obtained by inserting in Γ the rectangle consisting of the
modules Zij =

(
k,Xi ⊕ Yj ,

[
1
1

])
for i ≥ 1, 1 ≤ j ≤ t, and X ′i = (k,Xi, 1)

for i ≥ 1. The translation τ ′ of Γ ′ is defined as follows: X ′0 is projective-
injective, τ ′Zij = Zi−1,j−1 if i ≥ 2, j ≥ 2, τ ′Zi1 = Xi−1 if i ≥ 1, τ ′Z1j = Yj−1

if j ≥ 2, τ ′X ′i = Zi−1,t if i ≥ 2, τ ′X ′1 = Yt, τ ′(τ−1Xi) = X ′i provided Xi is
not an injective A-module, otherwise X ′i is injective in Γ ′. For the remaining
vertices of Γ ′, τ ′ coincides with the translation τ of Γ .

The parameter t ≥ 1 is such that the number of infinite sectional paths
parallel to X0 → X1 → · · · in the inserted rectangle equals t+ 1.

(ad 3) Assume S(X) is the mesh-category of two parallel sectional paths:

Y1 → Y2 → · · · → Yt

↑ ↑ ↑
X = X0 → X1 → · · · → Xt−1 → Xt → · · ·

where t ≥ 2. In particular, Xt−1 is necessarily injective. Moreover, we
consider the translation quiver Γ obtained from Γ by deleting the arrows
Yi → τ−1

A Yi−1. We assume that the union Γ̂ of the connected components of
Γ containing the vertices τ−1

A Yi−1, 2 ≤ i ≤ t, is a finite translation quiver.
Then Γ is a disjoint union of Γ̂ and a cofinite full translation subquiver Γ ∗,
containing the pivot X. We define A′ = A[X], and Γ ′ to be obtained from Γ ∗

by inserting the rectangle consisting of the modules Zij =
(
k,Xi ⊕ Yj ,

[
1
1

])
for i ≥ 1, 1 ≤ j ≤ t, and X ′i = (k,Xi, 1) for i ≥ 1. The translation τ ′ of Γ ′

is defined as follows: X ′0 is projective, τ ′Zij = Zi−1,j−1 if i ≥ 2, 2 ≤ j ≤ t,
τ ′Zi1 = Xi−1 if i ≥ 1, τ ′X ′i = Yi if 1 ≤ i ≤ t, τ ′X ′i = Zi−1,t if i ≥ t + 1,
τ ′Yj = X ′j−2 if 2 ≤ j ≤ t, τ ′(τ−1Xi) = X ′i, if i ≥ t provided Xi is not
injective in Γ , otherwise X ′i is injective in Γ ′. For the remaining vertices of
Γ ′, τ ′ coincides with the translation τ of Γ ∗. We note that X ′t−1 is injective.
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The parameter t ≥ 2 is such that the number of infinite sectional paths
parallel to X0 → X1 → · · · in the inserted rectangle equals t+ 1.

(ad 4) Suppose that S(X) consists of an infinite sectional path, starting
at X,

X = X0 → X1 → · · ·
and let

Y = Y1 → · · · → Yt

with t ≥ 1, be a finite sectional path in ΓA. Let r be a positive integer.
Consider the translation quiver Γ obtained from Γ by deleting the arrows
Yi → τ−1

A Yi−1. We assume that the union Γ̂ of the connected components of
Γ containing the vertices τ−1

A Yi−1, 2 ≤ i ≤ t, is a finite translation quiver.
Then Γ is a disjoint union of Γ̂ and a cofinite full translation subquiver Γ ∗,
containing the pivot X. For r = 0 we define A′ = A[X ⊕ Y ], and Γ ′ to
be obtained from Γ ∗ by inserting the rectangle consisting of the modules
Zij =

(
k,Xi ⊕ Yj ,

[
1
1

])
for i ≥ 0, 1 ≤ j ≤ t, and X ′i = (k,Xi, 1) for i ≥ 1.

The translation τ ′ of Γ ′ is defined as follows: τ ′Zij = Zi−1,j−1 if i ≥ 1, j ≥ 2,
τ ′Zi1 = Xi−1 if i ≥ 1, τ ′Z0j = Yj−1 if j ≥ 2, Z01 is projective, τ ′X ′0 = Yt,
τ ′X ′i = Zi−1,t if i ≥ 1, τ ′(τ−1Xi) = X ′i provided Xi is not injective in Γ ,
otherwise X ′i is injective in Γ ′. For the remaining vertices of Γ ′, τ ′ coincides
with the translation of Γ ∗.

For r ≥ 1, let G = Tr(k), U1,t+1, . . . , Ur,t+1 denote the indecomposable
projective G-modules, and Ur,t+1, . . . , Ur,t+r the indecomposable injective
G-modules, with Ur,t+1 the unique indecomposable projective-injective G-
module. We define A′ to be the triangular matrix algebra

A′ =



A 0 0 . . . 0 0
Y k 0 . . . 0 0
Y k k . . . 0 0
...

...
...

. . .
...

...
Y k k . . . k 0

X ⊕ Y k k . . . k k


with r + 2 columns and rows, and Γ ′ to be obtained from Γ ∗ by inserting
the rectangles consisting of the modules Ukl = Yl ⊕ Uk,t+k for 1 ≤ k ≤ r,
1 ≤ l ≤ t, and Zij =

(
k,Xi ⊕ Urj ,

[
1
1

])
for i ≥ 0, 1 ≤ j ≤ t + r, and

X ′i = (k,Xi, 1) for i ≥ 0. The translation τ ′ of Γ ′ is defined as follows:
τ ′Zij = Zi−1,j−1 if i ≥ 1, j ≥ 2, τ ′Zi1 = Xi−1 if i ≥ 1, τ ′Z0j = Ur,j−1 if 2 ≤
j ≤ t + r, Z01, Uk1, 1 ≤ k ≤ r are projective, τ ′Ukl = Uk−1,l−1 if 2 ≤ k ≤ r,
2 ≤ l ≤ t + r, τ ′U1l = Yl−1 if 2 ≤ l ≤ t + 1, τ ′X ′0 = Ur,t+r, τ

′X ′i = Zi−1,t+r

if i ≥ 1, τ ′(τ−1Xi) = X ′i provided Xi is not injective in Γ , otherwise X ′i
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is injective in Γ ′. For the remaining vertices of Γ ′, τ ′ coincides with the
translation of Γ ∗ or ΓG, respectively.

We note that the quiver QA′ of A′ is obtained from the quiver of the
double one-point extension A[X][Y ] by adding a path of length r + 1 with
source at the extension vertex of A[X] and sink at the extension vertex
of A[Y ].

The integers t ≥ 1 and r ≥ 0 are such that the number of infinite
sectional paths parallel to X0 → X1 → X2 → · · · in the inserted rectangles
equals t+ r + 1. We call t+ r the parameter of the operation.

To define the next admissible operation we also need the finite versions of
the admissible operations (ad 1)–(ad 4), denoted by (fad 1)–(fad 4), respec-
tively. In order to obtain the latter operations we replace all infinite sectional
paths of the form X0 → X1 → · · · in the definitions of (ad 1)–(ad 4) by fi-
nite sectional paths X0 → X1 → · · · → Xs. We have s ≥ 0 for the operation
(fad 1), s ≥ 1 for (fad 2) and (fad 4), and s ≥ t− 1 for (fad 3). In all above
operations Xs is injective (see [21] or [22] for the details).

(ad 5) We define A′ to be the iteration of the extensions described in
the definitions of (ad 1)–(ad 4), and their finite versions (fad 1)–(fad 4).
The Γ ′ is obtained in the following three steps: first we perform on Γ one
of the operations (fad 1), (fad 2) or (fad 3), next a finite number (possibly
zero) of (fad 4)’s and finally (ad 4), in such a way that the sectional paths
starting from all the new projective vertices have a common cofinite (infinite)
sectional subpath.

Finally, together with each of the operations (ad 1)–(ad 5), we consider
its dual, denoted by (ad 1∗)–(ad 5∗). These ten operations are called the
admissible operations.

Clearly, the admissible operations can be defined as operations on trans-
lation quivers rather than on Auslander–Reiten components (see [21] for the
details).

Following [21] a connected translation quiver Γ is said to be a generalized
multicoil if it can be obtained from a finite family T1, . . . , Ts of stable tubes
by an iterated application of (ad 1), (ad 1∗), (ad 2), (ad 2∗), (ad 3), (ad 3∗),
(ad 4), (ad 4∗), (ad 5) or (ad 5∗). If s = 1, then Γ is said to be a generalized
coil. The admissible operations (ad 1), (ad 2), (ad 3), (ad 1∗), (ad 2∗) and
(ad 3∗) have been introduced in [3, 4, 5], and (ad 4) and (ad 4∗) for r = 0
in [19].

Observe that any stable tube is trivially a generalized coil. A tube (in the
sense of [15]) is a generalized coil such that each admissible operation used to
define it is of the form (ad 1) or (ad 1∗). If we only apply (ad 1) (respectively,
(ad 1∗)) operations then the generalized coil is called a ray tube (respectively,
a coray tube). Observe that a generalized coil without injective (respectively,
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projective) vertices is a ray tube (respectively, a coray tube). A quasi-tube
(in the sense of [28]) is a generalized coil such that each operation used to
define it is of type (ad 1), (ad 1∗), (ad 2) or (ad 2∗). Finally, following [4],
a coil is a generalized coil obtained by applying (ad 1), (ad 1∗), (ad 2),
(ad 2∗), (ad 3) or (ad 3∗) only. We note that any generalized multicoil Γ
is a coherent translation quiver with trivial valuations, and the translation
subquiver of Γ obtained by removing all acyclic vertices and the attached
arrows is infinite, connected and cofinite in Γ , and so Γ is almost cyclic.

We have the following characterization of generalized multicoils estab-
lished in [21, Theorem A].

Theorem 3.1. Let Γ be a connected component of ΓA. Then Γ is co-
herent and almost cyclic if and only if Γ is a generalized multicoil.

4. Degenerations in generalized multicoils. Let A be an algebra.
Note that from Proposition 2.6 we know that if Γ is a generalized standard
coil of ΓA which is not a quasi-tube (this means that we use at least one
(ad 3) or (ad 3∗)) then there exist indecomposable modules M and N in Γ
such that [M ] = [N ] and M <deg N , and clearly M 6≤ext N . On the other
hand, from [31, Corollary 2] we know that if Γ is a generalized standard
quasi-tube of ΓA then the partial orders ≤ext and ≤deg coincide on add(Γ ).

By an exceptional chain in a connected component Γ of ΓA we mean a
full translation subquiver of Γ of the form

A1

  AAA A2

  AAA
��=== At

  AAA

◦
>>}}} //

!!BBB B1
// ◦

>>}}} //

!!BBB B2
// ◦

@@���
//

��???
// ◦

>>}}}
//

  BBB Bt
// ◦

◦
==||| ◦

==|||
??��� ◦

>>|||

where t ≥ 2, A1 or B1 is projective, and At or Bt is injective. Note that if
Γ is a generalized multicoil in ΓA then for any 1 ≤ i ≤ t there are a ray
starting at Ai and a coray ending in Ai.

An exceptional chain in Γ is said to be proper if for any 1 ≤ i ≤ t a ray
starting at Ai has infinitely many common vertices with a coray ending in
Aj , 1 ≤ j ≤ t.

Note that if Γ is a generalized multicoil in ΓA without an exceptional
chain then in the whole process of creating Γ none of the operations (ad 3),
(ad 3∗), (fad 3), (fad 3∗) appears.

Corollary 4.1. Let Γ be a generalized standard generalized multicoil
in ΓA. Assume that either Γ contains a Möbius configuration, or there exists
in Γ a proper exceptional chain. Then there exist indecomposable modules
M and N in Γ such that [M ] = [N ] and M <deg N .
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Proof. In this case Γ admits a Möbius configuration or a coil configura-
tion. Therefore, repeating the arguments used in the proofs of Proposition
2.8 or [31, Theorem 4] we get M <deg N .

Note that the definitions of admissible operations imply that if Γ is a
generalized multicoil with a Möbius configuration then in any sequence of
admissible operations leading from a finite family of stable tubes to Γ , we
need at least one (ad 4), (ad 4∗), (ad 5) or (ad 5∗) with t ≥ 2.

Let Γ be a generalized standard generalized multicoil in ΓA with a
Möbius configuration C. It is easy to see that if C was created by apply-
ing (ad 4) or (ad 4∗) then any two modules M,N from the finite sectional
path occurring in the definition of (ad 4) or (ad 4∗) are such that M <deg N
(see Example 4.6).

Proposition 4.2. Let Γ be a generalized standard generalized multi-
coil in ΓA without an exceptional chain. Then the following conditions are
equivalent :

(i) There exists a sectional path in Γ of the form X0 → X1 → · · · →
Xk = X0 consisting of noninjective modules.

(ii) There exists a sectional path in Γ of the form X0 → X1 → · · · →
Xk = X0 consisting of nonprojective modules.

(iii) There is in Γ a full translation subquiver of one of the forms

M ′

!!CCC

X

<<zzz

""EEE ◦>>}}}
N

=={{{
<<yyy

N

==zzz

!!CCC

X

<<yyy

""DDD ◦
??���

M ′

=={{{

M ′

!!CCC

X

<<zzz

""EEE ◦
◦
  AAA N

=={{{

◦
??���

��@@@
// π // ◦

N

!!CCC ◦
>>}}}

X

<<yyy

""DDD ◦
M ′

=={{{

X

!!BBB ◦
◦
  AAA N

>>}}}

◦
??���

��@@@
// π // ◦

N

  AAA ◦
>>}}}

X

==||| ◦

where X → N → · · · → X is a sectional path consisting of noninjective
modules.

Proof. Clearly, (iii) implies (i). That (i) is equivalent to (ii) follows from
the fact that X0 → X1 → · · · → Xk = X0 is a sectional path in ΓA consisting
of nonprojective modules if and only if τX0 → τX1 → · · · → τXk = τX0 is a
sectional path in ΓA consisting of noninjective modules. From the definition
of generalized multicoil and the assumption we know that the middle term
of any Auslander–Reiten sequence of A-modules in Γ has at most two inde-
composable direct summands which are not projective-injective. Therefore,
(i)⇒(iii) follows from the proof of [35, Theorem 1(iii)⇒(v)].
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Let Γ be a generalized standard component of ΓA, and M and N be
two modules in add(Γ ) such that M < N . We denote by F(M,N) the full
subquiver of Γ consisting of the vertices X such that δM,N (X) > 0. Dually
one can define the subquiver F ′(M,N) consisting of the vertices X such
that δ′M,N (X) > 0. Then the translations τ and τ− induce mutually inverse
isomorphisms of the translation quivers F(M,N) and F ′(M,N).

Lemma 4.3. Let M and N be modules in add(Γ ) such that M < N ,
[M ] = [N ] and N is indecomposable. Then for each vertex V ∈ F(M,N)
there is an arrow in F(M,N) starting at V and an arrow in F(M,N) ending
at V .

Proof. Suppose that V is a vertex of F(M,N) having no predecessors
in F(M,N). Applying Lemma 2.2 we get

µ(N,V )− µ(M,V ) = δM,N (V ) + δ′M,N (V ) ≥ δM,N (V ) > 0.

Since N is indecomposable, we have V ' N . Furthermore, since M 6' N
and [M ] = [N ], it follows that µ(M,V ) = 0. Consequently,

1 = µ(N,N)− µ(M,N) = δM,N (N) + δ′M,N (N) ≥ 1 + 1 = 2,

by Lemma 2.5. This contradiction shows that for each V in F(M,N) there
is an arrow in F(M,N) ending at V . By duality, for each V ′ in F ′(M,N)
there is an arrow in F ′(M,N) starting at V ′. This proves the lemma since
the quivers F(M,N) and F ′(M,N) are isomorphic.

Lemma 4.4. Let Γ be a generalized standard generalized multicoil in ΓA
without an exceptional chain, and M,N be two modules in add(Γ ) with
M < N . Let

(∗) Xt → Xt−1 → · · · → X1 → X0

be a sectional path in F(M,N) for some t ≥ 1. Then

t−1∑
i=1

(µ(N,Xi)− µ(M,Xi)) = δM,N (X1)− δM,N (Xt)(i)

+ δ′M,N (Xt−1)− δ′M,N (X0).

Furthermore, if (∗) is maximal among the sectional paths in F(M,N) ending
with the arrow X1 → X0 then

µ(N,Xt)− µ(M,Xt) = δM,N (Xt) + δ′M,N (Xt)− δ′M,N (Xt−1),(ii)

t∑
i=1

(µ(N,Xi)− µ(M,Xi)) = δM,N (X1) + δ′M,N (Xt)− δ′M,N (X0).(iii)
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Proof. Let U be a module in Γ . Applying Lemma 2.2 we get

(∗∗) µ(N,U)− µ(M,U) = δM,N (U) + δ′M,N (U)−
∑

(X→U)∈F(M,N)

δM,N (X).

Let Γ̃ denote the translation quiver obtained from Γ by removing all proje-
ctive-injective vertices and the attached arrows. Since Γ is a generalized
multicoil without an exceptional chain and F(M,N) is a subquiver of Γ̃ ,
there are at most two arrows in F(M,N) ending at U .

Let 1 ≤ i < t. We claim that∑
(X→Xi)∈F(M,N)

δM,N (X) = δM,N (Xi+1) + δ′M,N (Xi−1).

Indeed, Xi+1 → Xi is an arrow in F(M,N) and the other possible arrow in
F(M,N) ending at Xi is τXi−1 → Xi provided the module Xi−1 is not pro-
jective and δ′M,N (Xi−1) = δM,N (τXi−1) > 0. Conversely, if δ′M,N (Xi−1) > 0
then Xi−1 is not a projective module, δM,N (τXi−1) = δ′M,N (Xi−1) is a posi-
tive integer and τXi−1 → Xi is an arrow in F(M,N). Combining the claim
and (∗∗) we get

µ(N,Xi)− µ(M,Xi) = δM,N (Xi)− δM,N (Xi+1) + δ′M,N (Xi)− δ′M,N (Xi−1),

where 1 ≤ i < t. Summing up and reducing we obtain (i).
Assume now that the sectional path (∗) is maximal. Observe that (iii) is

a consequence of (i) and (ii). Applying (∗∗) for U = Xt, it remains to prove
that ∑

(X→Xt)∈F(M,N)

δM,N (X) = δ′M,N (Xt−1).

The only possible arrow in F(M,N) ending at Xt is τXt−1 → Xt pro-
vided the module Xt−1 is not projective and δ′M,N (Xt−1) = δM,N (τXt−1)
> 0. Conversely, if δ′M,N (Xt−1) > 0 then Xt−1 is not a projective module,
δM,N (τXt−1) = δ′M,N (Xt−1) is a positive integer and τXt−1 → Xt is an
arrow in F(M,N).

The proof of the following fact grew out of discussions with Grzegorz
Zwara.

Proposition 4.5. Let Γ be a generalized standard generalized multicoil
in ΓA that contains neither a Möbius configuration nor an exceptional chain,
and M , N two modules in add(Γ ) with [M ] = [N ]. Then M ≤deg N if and
only if M ≤ext N .

Proof. Suppose that there is a proper degeneration M <deg N . We de-
note by F(M,N) the full subquiver of Γ consisting of the vertices X with
δM,N (X) > 0. By Proposition 2.4, F(M,N) has only finitely many ver-
tices. Furthermore, since F(M,N) contains no injective modules, there are
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at most two arrows in F(M,N) starting at X and at most two arrows in
F(M,N) ending at X, for any vertex X in F(M,N). From Proposition 4.2
and the definition of Γ we deduce that there is no sectional path in Γ of the
form X0 → X1 → · · · → Xt = X0. This implies that there is no such path
in F(M,N) nor in F ′(M,N). By Lemma 2.5, N belongs to F(M,N) and
to F ′(M,N).

We claim that for any arrow Y1 → N in F(M,N) ending at N ,

δM,N (N) > δM,N (Y1).

From [9] (see also [10]) we know that there is no sectional path in ΓA of the
form X1 → · · · → Xn → X1 → X2, n ≥ 2. As a consequence, there is no
infinite sectional path in ΓA provided ΓA is a finite quiver. So, we may take
a maximal sectional path in F(M,N)

Yp → Yp−1 → · · · → Y1 → N

ending with the arrow Y1 → N . We set Y0 = N . From our assumption,
Yp 6= N . Applying Lemma 4.4(ii) we get

0 ≥ µ(N,Yp)− µ(M,Yp) = δM,N (Yp) + δ′M,N (Yp)− δ′M,N (Yp−1)

> δ′M,N (Yp)− δ′M,N (Yp−1).

By the maximality of Yp → Yp−1 → · · · → Y1 → N and from Lemma 4.3 we
conclude that Yp−1 is not a projective module and τYp−1 → Yp is a unique
arrow in F(M,N) ending at Yp. Let Z0 = Yp and Z1 = τYp−1. Then

δM,N (Z1)− δ′M,N (Yp) = δ′M,N (Yp−1)− δ′M,N (Yp) > 0.

Again (using arguments as above), we may extend the arrow Z1 → Yp to a
maximal sectional path in F(M,N)

Zq → Zq−1 → · · · → Z1 → Yp.

Applying Lemma 4.4(iii) we get
q∑
i=1

(µ(N,Zi)− µ(M,Zi)) = δM,N (Z1) + δ′M,N (Zq)− δ′M,N (Yp)

≥ δM,N (Z1)− δ′M,N (Yp) > 0.

Thus N = Zh for some 1 ≤ h ≤ q. We take h minimal possible. Applying
Lemma 4.4(i) to the sectional path N → Zh−1 → · · · → Z1 → Yp we get

0 ≥
h−1∑
i=1

(µ(N,Zi)− µ(M,Zi))

= δM,N (Z1)− δM,N (N) + δ′M,N (Zh−1)− δ′M,N (Yp)

> δ′M,N (Zh−1)− δM,N (N).
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By our assumption the path

Yp → · · · → Y1 → N → Zh−1 → · · · → Z1 → Yp

in F(M,N) is not sectional. Hence Y1 = τZh−1, and consequently

δM,N (N) > δ′M,N (Zh−1) = δM,N (Y1),

which proves the claim. By dual considerations in F ′(M,N) we get δ′M,N (N)
> δ′M,N (Y ′1) for any arrowN → Y ′1 in F ′(M,N) starting atN . SinceN has at
most two direct predecessors in F(M,N) and at most two direct successors
in F ′(M,N) we conclude that

2 ≤ 2δM,N (N)−
∑

(X→N)∈F(M,N)

δM,N (X),

2 ≤ 2δ′M,N (N)−
∑

(N→Y )∈F ′(M,N)

δ′M,N (Y ).

From Lemma 2.2 we obtain

2 = 2(µ(N,N)− µ(M,N))
= 2δM,N (N) + 2δ′M,N (N)

−
∑

(X→N)∈F(M,N)

δM,N (X)−
∑

(N→Y )∈F ′(M,N)

δ′M,N (Y ) ≥ 2 + 2,

a contradiction. So,N is decomposable. Thus there is no proper degeneration
M <deg N to an indecomposable A-module and our claim follows from [38,
Corollary 5].

Example 4.6. Consider the algebra A given by the quiver

1 4
α

�������

3

β^^=====

λ

xxppppppppp

δ�������

6 2 5
γ

^^=====

10

%
ggOOOOOOOOO

σ

ttjjjjjjjjjjjjjj

7
µ

^^=====

8ν
oo 9ω

oo

bound by αλ = 0, γλ = 0, %λ = 0, %β = 0, %δ = 0, σµ = 0. The Auslander–
Reiten quiver ΓA has as a generalized standard component a generalized
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multicoil Γ of the form
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where the indecomposables are represented by their dimension-vectors and
one identifies along the vertical dashed lines to form the generalized multi-
coil. Moreover,

U =
0 0
1

10 00
100

, V =
0 0
1

10 00
110

, W =
0 0
1

10 00
111

,

the indecomposable A-module with dimension-vector W is injective, the in-

decomposable A-modules with dimension-vectors
0 0
1

00 01
100

,
0 0
0

00 00
100

are projective

and we identify the two copies with dimension-vector U , the two copies with
dimension-vector V , and also the two copies with dimension-vector W . We



272 P. MALICKI

have

1 1
3

11 11
210

= M1 <deg N1 =
1 1
3

11 11
210

,

1 1
3

11 11
221

= M2 <deg N2 =
1 1
3

11 11
221

,

1 1
3

11 11
211

= M3 <deg N3 =
1 1
3

11 11
211

(see Proposition 2.8).

Example 4.7. Consider the algebra A given by the quiver

23 //

��

24 // 25

35 σ //

��

22 θ // 21
ϕ // 26

ψ

��

OO

1
��

5 34
ν��

2 α // 4 //

β��

6
��

OO

33 π //

��

29 ω // 28 // 27

3

OO

8
��

7 32
µ��

30
��

j
OO

9

δ

��

10
γoo 20

��

ζoo 31

11

OO

15
η��

12 13
%oo 14λoo

ε��

17κoo 18
ξoo 19oo

16

bound by

αβ = 0, γδ = 0, ηε = 0, κλ% = 0,
ζγ = 0, µζ = 0, νπ = 0, ξκλ = 0,
πω = 0, σθ = 0, ϕψ = 0.

The Auslander–Reiten quiver ΓA has as a generalized standard compo-
nent a generalized multicoil Γ obtained by identifying (along the sectional
path L1 → · · · → L7) the following translation quivers T1 and T2 (see details
in [21, Examples in Sections 2 and 3]):
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◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր
| ◦ ◦ ◦ ◦→◦→◦→◦→◦→◦→◦ ◦ ◦ ◦ ◦
ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦L7ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր
| ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦L6
. .
. . . . . .

. . . . ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր◦ ◦ ◦ ◦ ◦ ◦ ◦L5
. .
. ր ց ր ց ր ց ր ց ր ց ր

| ◦ ◦ ◦ ◦ ◦L4
. .
. ր ց ր ց ր ց ր◦ ◦ ◦ ◦L3
. .
. ր ր ց ր ց ր ց

| ◦ ◦ ◦ ◦L2 ◦
ր ր ց ր ց ր◦ ◦ ◦L1

. .
. ր ց ր

| ◦ ◦
ր ց ր ց◦ ◦

. .
. ր ց ր ց

| ◦ ◦ ◦ ◦
. .
. ր ց ր ց ր ց ր

◦ ◦ ◦ |
. .
. ր ց ր ց ր ց

T1 . .
.

. .
. . . . . .

. . . .

�
ց�

ց �
ց�

ց

◦L7 ◦ ◦ ◦
ր ց ր ց ր ց ր ց◦ L6 ◦ ◦ ◦ ◦

ր ց ր ց ր ց ր ց ր◦L5 ◦ ◦ ◦ ◦
ր ց ր ց ր ց ր ց ր ց◦L4 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦

ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր
◦L3 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ |

ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց◦L2 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր
◦L1 ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ |
ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր

◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ |
ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց . . . . . .◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց . . .

| ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ |
ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց . . .◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց ր ց . . .
| ◦ ◦ ◦ ◦ ◦ ◦ ◦ |
. .
. . . . ր ց ր ց ր ց ր ց ր ց ր ց . . .◦ ◦ ◦ ◦ ◦
. .
. ր ց ր ց ր ց ր ց ր ց . . .

| ◦ ◦ ◦ ◦ ◦ ◦ |
. .
. ր ց ր ց ր ց ր ց ր ց ր ց . . .◦ ◦ ◦ ◦ ◦
. .
. ր ց ր ց ր ց ր ց ր ց . . .

| |
. .
.

. .
. . . . . .

. . . . . .
. . . . . .

. . . .
. . .T2

where the vertical dashed lines have to be identified.
Note that the exceptional chain in Γ is not proper.

5. Proof of Theorem 1.1
(i)⇒(ii). From Theorem 3.1 we know that a component of ΓA is almost

cyclic and coherent if and only if it is generalized multicoil. Since Γ contains
no coil configuration, it is a generalized standard generalized multicoil in ΓA
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without a proper exceptional chain. If Γ does not contain an exceptional
chain then the statement follows from Proposition 4.5. Assume that Γ has
an exceptional chain C which is not proper. So, C was created by applying
(ad 5) or (ad 5∗) to at least two components (of algebra or algebras). From
[20, Lemma 3.3] we know that, for a fixed x ∈ K0(A), each ray and coray
in Γ contains at most one module X with [X] = x. Therefore, from the
definition of the generalized multicoil we conclude that the set of new vertices
appearing after applying the above admissible operation contains no two
modules V ,W such that [V ] = [W ]. Using Proposition 4.5 again we complete
the proof of the implication.

(ii)⇒(i). If Γ contains a Möbius configuration or a coil configuration
then Proposition 2.8 or Proposition 2.6 implies that there exist indecom-
posable modules M and N in Γ such that [M ] = [N ] and M <deg N , and
clearly M 6≤ext N .
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Norm. Sup. 31 (1998), 153–180.

[33] —, —, Degeneration-like orders on the additive categories of generalized standard
Auslander–Reiten components, Arch. Math. (Basel) 74 (2000), 11–21.

[34] G. Zwara, Degenerations in the module varieties of generalized standard Auslander–
Reiten components, Colloq. Math. 72 (1997), 281–303.

[35] —, Degenerations for modules over representation-finite biserial algebras, J. Algebra
198 (1997), 563–581.

[36] —, Degenerations for representations of extended Dynkin quivers, Comment. Math.
Helv. 73 (1998), 71–88.



276 P. MALICKI

[37] G. Zwara, Degenerations for modules over representation-finite algebras, Proc. Amer.
Math. Soc. 127 (1999), 1313–1322.

[38] —, Degenerations of finite dimensional modules are given by extensions, Compos.
Math. 121 (2000), 205–218.

Faculty of Mathematics and Computer Science
Nicolaus Copernicus University
Chopina 12/18
87-100 Toruń, Poland
E-mail: pmalicki@mat.uni.torun.pl

Received 13 May 2008;
revised 19 June 2008 (5048)


