
1. Introduction

The aim of this paper is to present the main results concerning free boundary problems for
nonstationary Navier–Stokes equations. We review free boundary problems for equations
of motion of both incompressible and compressible viscous fluids. The equations which
we consider here are derived and described for example by L. Landau and E. Lifschitz
[LanLif] or by J. Serrin [Ser].

A free boundary problem for equations describing the motion of a viscous fluid can
be formulated as follows: find a domain Ωt ⊂ Rn (n = 2, 3) with boundary St = S1 ∪ S2t

(S1 is a fixed part of St independent of time t; S2t is a free part of St) as well as a
velocity vector field v = v(x, t) and pressure p = p(x, t) in the case of an incompressible
fluid (or a velocity v = v(x, t), density % = %(x, t) and temperature θ = θ(x, t) in the
case of a compressible fluid), satisfying for x ∈ Ωt, t ∈ (0, T ), T > 0, the Navier–Stokes
system (or the compressible Navier–Stokes system) with the initial conditions Ωt|t=0 = Ω,
v|t=0 = v0 in Ω (additionally %|t=0 = %0, θ|t=0 = θ0 for the compressible fluid), the
Dirichlet boundary condition for v (and for θ in the compressible heat-conducting case)
on S1 × (0, T ) and the Neumann type condition for the stress tensor (and for θ in the
compressible heat-conducting case) on

⋃
t∈(0,T ) S2t × {t}.

Thus, in the most general case of a compressible viscous heat-conducting fluid the
equations under consideration are as follows:

%[vt + (v · ∇)v]− divT(v, p) = %f̃ in Ω̃T ,(1.1)

%t + div(%v) = 0 in Ω̃T ,(1.2)

%cv(θt + v · ∇θ)− div(κθ)(1.3)

+ θpθ div v − µ

2

3∑

i,j=1

(vixj + vjxi)
2

− (ν − µ)(div v)2 = %r, in Ω̃T ,

where T > 0, Ω̃T ≡ ⋃t∈(0,T ) Ωt × {t}, Ωt ⊂ Rn is an unknown domain at time t with
boundary St = S1 ∪ S2t; T = T(v, p) is the stress tensor given by

T(v, p) = {−pδij + µ(vixj + vjxi) + (ν − µ) div vδij}i,j=1,...,n.

Moreover, f̃ = f̃(x, t) is the force per unit mass, acting on the fluid; r = r(x, t) denotes
the heat sources per unit mass; p = p(%, θ) is the pressure, κ = κ(%, θ) the coefficient
of heat conductivity, cv = cv(%, θ) the specific heat at constant volume; ν = ν(%, θ) and
µ = µ(%, θ) are the viscosity coefficients.

The functions κ, cv, ν, µ are positive and ν > (1/3)µ.

[5]
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Equations (1.1)–(1.3) correspond to the conservation laws of: momentum, mass and
energy, respectively.

We complete equations (1.1)–(1.3) with the following initial conditions:

Ωt|t=0 = Ω, St|t=0 = S,(1.4)

v|t=0 = v0 in Ω,(1.5)

%|t=0 = %0 in Ω,(1.6)

θ|t=0 = θ0 in Ω.(1.7)

We also complete system (1.1)–(1.3) with boundary conditions which differ in depen-
dence on the geometry of the domain Ωt and its boundary St. We consider in this paper
two kinds of free boundary problems with respect to the geometry of the domain Ωt.

Problem I
This is the problem of describing the motion of an isolated mass of a viscous fluid bounded
by a free boundary. In this case Ωt ⊂ Rn (n = 2, 3) is a bounded domain with boundary
St = S2t (S1 = ∅).

We can imagine that such an isolated mass of a fluid can be for example a drop of a
liquid or a gas star. Therefore in what follows such problems will be called drop problems
for simplicity.

For a drop problem the following boundary conditions are assumed:

Tn− σHn = −p0n on S̃T ≡ ⋃t∈(0,T ) St × {t},(1.8)

v · n = − φt
|∇φ| on S̃T ,(1.9)

κ
∂θ

∂n
= θ on S̃T(1.10)

or

κ
∂θ

∂n
= κa(θa − θ) on S̃T ,(1.10′)

where n is the unit outward vector normal to St; σ is the constant coefficient of surface
tension; p0 = p0(x, t) is the external pressure; θ = θ(x, t) the heat flow per unit surface;
κa the coefficient of outer heat conductivity; θa the atmospheric temperature; φ(x, t) = 0
describes the boundary St. In the two-dimensional case H denotes the curvature of St,
and if n = 3, H is the double mean curvature of St expressed by

Hn = ∆St(t)x,

where ∆St(t) is the Laplace–Beltrami operator on St.
Two cases of boundary conditions (1.8) can be taken into account: with σ > 0 and

with σ = 0. If σ > 0 we say that the free boundary is governed by surface tension. In the
absence of surface tension, that is, if σ = 0, condition (1.8) takes the form

(1.11) Tn = −p0n on S̃T .

Condition (1.9) is called the kinematic boundary condition. It means that the fluid par-
ticles do not cross the free boundary.
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In drop problems it is usually assumed that

(1.12) f̃ = f + k∇U,
where f = f(x, t) denotes the external force field per unit mass; k is the constant coeffi-
cient of gravitation, and U(x, t) =

�
Ωt

%(y,t)
|x−y| dy is the self-gravitational potential.

The second term on the right-hand side of (1.12) is called the self-gravitational force. In
the case when it is taken into account, that is, in the case of k > 0, equations (1.1)–(1.10)
describe the motion of a viscous compressible heat-conducting, self-gravitating fluid.

The existence and stability results for Problem I are discussed in Sections 4 and 5.

Problem II
This is the surface waves problem, i.e. the problem of describing the motion of a fluid
occupying a semifinite domain in Rn (n = 2, 3) bounded above by a free surface S2t and
below by the fixed part of the boundary St, that is, by S1. In this case the domain Ωt is
defined as follows:

Ωt ≡ {x = (x′, xn) ∈ Rn : x′ ∈ Rn−1,−b(x′) < xn < F (x′, t)},
where b is a given function, and F is an unknown function.

Its free boundary part is given by

S2t ≡ {x = (x′, xn) ∈ Rn : x′ ∈ Rn−1, xn = F (x′, t)},
and the fixed part of the boundary is defined by

S1 ≡ {x ∈ Rn : x′ ∈ Rn−1, xn = −b(x′)}.
Therefore, initial condition (1.4) takes the form

(1.13) F |t=0 = F0(x′), x′ ∈ R2.

For a surface waves problem the following boundary conditions are assumed:

Tn− σHn = −p0n on S̃T2 ≡
⋃
t∈(0,T ) S2t × {t},(1.14)

v · n = − Ft√
1 + |∇′xF |2

on S̃T2 ,(1.15)

κ
∂θ

∂n
= θ on S̃T2 ,(1.16)

or

κ
∂θ

∂n
= κa(θa − θ) on S̃T2 ,(1.16′)

v = 0 on S1 × (0, T ),(1.17)

θ = θb on S1 × (0, T ),(1.18)

where n is the unit outward vector normal to St; in (1.14), σ > 0 or σ = 0; θb is the
temperature at S1, ∇′x = ∇x′ ; (1.15) is the kinematic condition in this case.

Moreover, in surface waves problems it is usually assumed that

(1.19) f̃ = f − ge3,

where f = f(x, t) is an external force field per unit mass, g denotes the acceleration of
gravity and e3 = t(0, 0, 1).
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Thus, the second term on the right-hand side of (1.19) is the gravity.
The results concerning Problem II are presented in Section 6.

Apart from Problems I and II which are formulated in two- or three-dimensional cases,
one-dimensional free boundary problems can be studied for equations (1.1)–(1.3). In the
one-dimensional case the unknown domain Ωt has one of the following forms:

Ωt = {x ∈ R : 0 < x < y(t)} or Ωt = {x ∈ R : y1(t) < x < y2(t)},
where y(t), y1(t) and y2(t) are unknown functions. System (1.1)–(1.3) is then considered
together with initial conditions (1.4)–(1.7) and with boundary conditions (1.11), (1.9),
(1.10) or (1.17)–(1.18) and (1.9)–(1.11).

System (1.1)–(1.3) with initial and boundary conditions (1.4)–(1.10) in the case of
the drop problem or (1.5)–(1.7), (1.13)–(1.18) in the case of the surface waves problem
describes the motion of a general viscous compressible heat-conducting fluid. In the paper
we will consider some special cases of system (1.1)–(1.3).

1. Barotropic compressible fluid. This is a fluid with the state equation p = p(%). The
free boundary problem for such a fluid is described by equations (1.1)–(1.2) (where the
viscosity coefficients ν and µ depend only on %) with conditions (1.4)–(1.6), (1.8)–(1.9)
or (1.5)–(1.6), (1.13)–(1.15), (1.17).

The free boundary one-dimensional problem for such a fluid can also be examined.

2. Incompressible fluid. Assuming that % = const (let for simplicity % = 1) equations
(1.1)–(1.2) take the form of the classical Navier–Stokes equations

vt + (v · ∇)v − ν∆v +∇p = f̃ in Ω̃T ,(1.20)

div v = 0 in Ω̃T ,(1.21)

where p = p(x, t).
The incompressibility of the fluid is expressed by equation (1.21) which yields the

conservation of the measure of the domain Ωt, i.e.

(1.22) |Ωt| = |Ω| for t ∈ (0, T ).

From (1.22) it follows that incompressible free boundary problems can only be studied if
Ωt ⊂ Rn with n ≥ 2.

Problem I for an incompressible fluid takes the form of system (1.20)–(1.21) with
initial conditions (1.4)–(1.5) and boundary conditions (1.8)–(1.9), where

T(v, p) = {Tij}i,j=1,...,n = {−pδij + ν(vixj + vjxi)}i,j=1,...,n.

Existence, stability and asymptotic behaviour results for incompressible Problem I
are presented in Section 4.

One can also consider boundary condition (1.8) with the surface tension σ depending
on the temperature. Such a problem is described in Subsection 4.1.3.

Incompressible Problem II consists of equations (1.20)–(1.21) together with initial con-
ditions (1.5), (1.13) and with boundary conditions (1.14)–(1.15), (1.17). The main results
concerning an incompressible surface waves problem are discussed in Subsection 6.1.

First results for free boundary problems presented above were local existence theo-
rems. The first local existence theorem was published in 1977 by V. A. Solonnikov [Sol4].
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This result concerned Problem I. A local existence theorem for Problem II was first proved
in 1980 by J. T. Beale [B1].

The following years brought other local existence theorems for equations of motion
of incompressible fluids. These results can be found in [Sol5, Sol7, Sol8, Sol12, LagSol,
Sol13, MogSol, Al1, Al2, T2, Ter1, Ter2, MZaj1, Scw, Wag]. Local solutions obtained
in all the above papers belong either to anisotropic Sobolev spaces or to Hölder spaces.
Most of the papers give also the uniqueness of local solutions.

The next step in investigating free boundary problems for incompressible Navier–
Stokes equations was to obtain global existence theorems initiated in 1984 by the paper
of J. T. Beale [B2]. This paper was devoted to the motion of a fluid contained in a three-
dimensional infinite ocean, i.e. to Problem II. The first global existence result concerning
the motion of a fixed mass of a fluid bounded by a free surface St appeared in the paper
of V. A. Solonnikov [Sol6]. The methods used to prove the global existence results in the
two papers mentioned above are completely different. Beale examined the surface waves
problem after transforming it to the equilibrium domain Ω1 = {x : x′ ∈ R2, −b(x′) <
x3 < 0}, while Solonnikov applied Lagrangian coordinates and this way transformed the
considered drop problem to the initial domain Ω.

Other global existence theorems can be found in [Sol8, Sol9, Sol10, Syl, TTan]. All
global existence results for incompressible fluids are obtained for initial data sufficiently
close to an equilibrium solution. Moreover, global existence is usually proved together
with the stability of the equilibrium solution.

For the case of an incompressible fluid some asymptotic results as t→∞ were proved
in [Sol9, Sol10, BNis].

The first free boundary problems for compressible viscous fluids were one-dimensional
problems; A. V. Kazhikov was the first mathematician who concentrated on those prob-
lems. In [Kaz1] he proved a global existence and uniqueness theorem in a special case,
for the one-dimensional free boundary problem for equations of motion of a viscous com-
pressible barotropic fluid. He examined this problem in Ωt = {x ∈ R : 0 < x < y(t)},
t ∈ (0, T ), where y is an unknown function. His global existence theorem was obtained for
large initial data ν0 and %0. He also proved a regularity result for the solution obtained.

In [Kaz2] A. V. Kazhikov proved a similar result in the case of viscous compressible
heat-conducting fluid and under the assumption that Ωt = {x ∈ R : y1(t) < x < y2(t)},
t ∈ (0, T ), where y1 and y2 are unknown functions. Other global existence and uniqueness
results for the one-dimensional case are presented in [Ok, M, Nag, FPadNov, D2-D4].

A further direction in the study of one-dimensional problems is the asymptotic be-
haviour of a global solution. This subject has been taken up in [Nag, Ok, D2–D4, M].
In particular, it follows from the above mentioned papers that the assumption of the
positivity of the external pressure is crucial to proving the asymptotic convergence of
solutions to corresponding stationary solutions.

The methods developed to study one-dimensional problems have also been applied in
proving global existence results in the spherically symmetric case. A spherically symmetric
model is convenient for example for astrophysicists in examining stellar structures. A
trouble with it is that the equations of motion written in spherical coordinates have a
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singular point at r = 0, the centre of the domain Ωt, which is assumed to be a ball of
a radius r(t). For this reason the authors of papers [D1, D4, FBen, OkMak], concerning
the spherically symmetric case, simplify the model by assuming that at time t the fluid
occupies the domain Ωt = {x : R < |x| < r(t)}, where R > 0 is a constant. Similarly to
the one-dimensional case all global existence results are obtained for large initial data.

As in the case of incompressible fluids, the first results concerning the general com-
pressible three-dimensional problem were local existence theorems initiated in 1981 by
the paper of A. Tani [T1]. This paper was followed in 1983 by the paper of P. Secchi and
A. Valli [SVal]. Other papers devoted to local existence and uniqueness theorems are [S1,
S2, S3, SolT1, SolT2, StZaj, Zaj2, Zaj3, Zaj5, ZZaj1, ZZaj9, ZZaj11].

The first global existence theorems for equations describing the motion of compress-
ible fluids were proved by V. A. Solonnikov and A. Tani [SolT3] and independently by
W. Zajączkowski [Zaj3, Zaj4]. Both [SolT3] and [Zaj3, Zaj4] are concerned with the
barotropic case, but in [Zaj3, Zaj4] it is assumed that the pressure of the fluid has the
form p = a%γ , where a > 0 and γ > 1 are constants. A global existence result for the
more general form of pressure, i.e. p = p(%), has been obtained in [SolT3] and [ZZaj10].
Moreover, global existence theorems for viscous compressible heat-conducting fluids can
be found in [Z1–Z2, ZZaj6, ZZaj10, ZZaj16].

All the global existence results mentioned above are concerned with a fixed mass of
fluid bounded by a free surface, i.e. with Problem I . The only papers devoted to Problem
II are [TanT] and [JinPad], but [TanT] merely signals the main results without giving
proofs.

It should be underlined that similarly to incompressible flows, all global existence
theorems for compressible fluids have been proved under the assumption that the initial
data are sufficiently close to an equilibrium state. Moreover, in the papers mentioned
above, the stability of the equilibrium state is also usually proved. [SolT3] also brings an
asymptotic result in the barotropic case.

Some characteristic features of free boundary problems for Navier–Stokes equations
are worth pointing out. First, notice that most of the existence results are obtained af-
ter transforming the free boundary problem to a problem in a fixed domain. The most
frequently used transformation connects Eulerian coordinates x with Lagrangian coordi-
nates ξ, which are defined as the initial data for the following Cauchy problem:

(1.23)
dx

dt
= v(x, t), x(0) = ξ, ξ = (ξ1, . . . , ξn).

Hence, the transformation connecting x and ξ coordinates has the form

(1.24) x = ξ +
t�

0

u(ξ, t′) dt′ ≡ Xu(ξ, t),

where u(ξ, t) = v(Xu(ξ, t), t).

In ξ coordinates Problems I and II have the unknown functions u, η(ξ, t) =
%(Xu(ξ, t), t), ϑ(ξ, t) = θ(Xu(ξ, t), t) (u and q(ξ, t) = p(Xu(ξ, t), t) in the incompress-
ible case) in a fixed domain ΩT ≡ Ω × (0, T ). For example equations (1.20)–(1.21) in
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Lagrangian coordinates take the form

ut − ν∇2
uu+∇uq = g̃ in ΩT ,(1.25)

∇u · u = 0 in ΩT ,(1.26)

where ∇u = ξix∂ξi = (ξixj∂ξi)j=1,...,n, ξixj are the elements of the matrix ξx which is

inverse to xξ = I +
� t
0
uξ(ξ, t′) dt′ and the summation convention over repeated indices is

assumed.

Most of the local existence and uniqueness theorems are obtained for free boundary
problems written in Lagrangian coordinates. These solvability results are obtained in
various spaces of more or less regular functions. However, considering equations (1.25)–
(1.26) it is apparent that the transformation (1.24) involves nonlinear terms. For this
reason we have to require the solutions to be so regular that

(1.27)
∥∥∥
T�

0

uξ dt
′
∥∥∥
L∞(Ω)

≤ T 1/2
( T�

0

‖uξ‖2L∞(Ω) dt
′
)1/2

<∞.

Therefore, for free boundary problems for Navier–Stokes equations we cannot expect the
existence of solutions as weak as for initial-boundary value problems for Navier–Stokes
system in fixed domains. That is why for the considered problems we can obtain only
local existence theorems or global existence theorems for initial data sufficiently close
to equilibrium states. The exceptions are the one-dimensional and spherically symmet-
ric problems for which global existence theorems with arbitrarily large initial data are
proved.

Thus, there is always the question about the space of functions with the lowest possible
regularity, in which we can obtain the solvability of the above free boundary problems.
For example, the lowest possible regularity of a local solution of the three-dimensional
incompressible Problem I with σ = 0 is such that u ∈W 2,1

r (ΩT ), q ∈W 1,0
r (ΩT ) for r > 3

(see [Sol8] or Theorem 4.2 of this paper). Then obviously (1.27) is satisfied. However, in
the case of σ > 0, the above function spaces for u and q are insufficient to prove existence,
since the trace of ∆St(t)u on S does not exist for u ∈W 2,1

r (ΩT ), r > 3. For this reason,
the L2-approach is applied. Thus, for both the incompressible Problem I and Problem
II with σ > 0, the sharp regularity of local solutions is such that u ∈ W 2+α,1+α/2

2 (ΩT ),
q ∈ W 1+α,1/2+α/2

2 (ΩT ), α ∈ (1/2, 1) (see [Sol13], [T2] or Theorems 4.5 and 6.2 of this
paper).

For comparison, for the general three-dimensional compressible Problem I (i.e. prob-
lem (1.1)–(1.3), (1.4)–(1.7), (1.8)–(1.10)) the lowest regularity of a local solution is such
that u, ϑ ∈W 2+α,1+α/2

2 (ΩT ), η ∈W 1+α,1/2+α/2
2 (ΩT ) ∩ C([0, T ];W 1+α

2 (Ω)), α ∈ [3/4, 1)
(see [Z2], [ZZaj11] or Theorem 5.9 in Section 5), while in the case of a barotropic com-
pressible fluid it suffices to examine the solvability in the above spaces with α ∈ (1/2, 1)
(see [SolT2] or Theorem 5.1 in Section 5). The higher regularity of a local solution in
the general heat-conducting case is connected with the strong nonlinearities of the terms
%cv(%, θ)θt, divT(v, p) and div(κ(%, θ)θ). For constant cv, ν, µ, κ it is possible to look for
a solution of problem (1.1)–(1.3), (1.4)–(1.7), (1.8)–(1.10) in spaces with α ∈ (1/2, 1).
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However, it should be mentioned that the methods used to prove global existence
sometimes force us to look for a solution in spaces of functions of a greater regularity
than in the proofs of local existence theorems.

Furthermore, it is worth mentioning that in the case of σ > 0 the Hilbert spaces
W

2+α,1+α/2
2 were used, because existence theorems for linearized problems (both for

incompressible and compressible fluid) have been proved in such spaces. Then by using
the method of successive approximations, local solvability results in these spaces were
obtained for nonlinear problems. One could also examine the solvability of the linearized
problems and next of the nonlinear ones in the spaces W 2+α,1+α/2

r , r > 2, but this has
not been done so far.

As already stated above, global existence theorems for the two- or three-dimensional
Problems I and II are proved for initial data close to equilibrium states. For incompressible
motions this means that the initial velocity v0 is assumed to be small. Moreover, for
problems with free boundary governed by surface tension it is assumed that the boundary
of the initial domain is close to a sphere of radius R0 =

(
3

4π |Ω|
)1/3

in the case of Problem
I or to a plane in the case of Problem II. Under the above assumptions, together with
the global existence of solutions, the stability of the equilibrium solution is also proved,
i.e. it is proved that the velocity v of the fluid remains small, the pressure is close to a
certain constant and the free boundary St remains close to the same sphere or to the
same plane as the initial boundary S for all t > 0.

Similarly to the incompressible case, global existence theorems for three-dimensional
compressible problems are also proved for initial data close to equilibrium states. For
example, under the assumptions that v0 is small, the initial density %0 and the initial
temperature θ0 are close to certain constants, and the boundary S of the initial domain Ω
is close to a certain sphere it is proved for the compressible heat-conducting drop problem
with surface tension that the velocity remains small, the density and the temperature
remain close to the same constants, and the free boundary remains close to the same
sphere for all t > 0.

One of the greatest difficulties of the free boundary problems considered lies in con-
trolling the free boundary. The differences in the ways of controlling free boundaries for
cases σ > 0 and σ = 0, respectively, are thoroughly described in Section 7 (see Subsec-
tions 7.3 and 7.4). Summarizing the considerations from Subsection 7.3, we notice that if
the free boundary St is governed by surface tension, then we assume boundary condition
(1.8) which has the form of an elliptic equation. Then to prove that St has the same
regularity as S for all t > 0, and that it remains close to an equilibrium sphere for all
t > 0, we use the regularity properties of elliptic equations on St.

In contrast, to control a free boundary without surface tension we cannot use bound-
ary condition (1.11). In this case proving global solvability relies on deriving a certain
differential inequality which implies that the norm of a local solution is majorized by a de-
creasing exponential function. This allows one to show that the shape of the free boundary
does not change much in time and to extend the solution step by step for all t > 0.

The method of controlling the free boundary via a differential inequality is described
in details in Subsection 7.4. This method is applied in [Sol8] in the incompressible case
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and in [ZZaj10, ZZaj16, Zaj3] in the compressible case. In all these papers it is assumed
that the external force vanishes.

Finally, some open problems are worth mentioning. Namely, there are no global exis-
tence results for free boundary problems for equations of motion of self-gravitating fluids
bounded by a free surface without surface tension, both in the incompressible and com-
pressible cases. The only global existence theorem with the self-gravitational force taken
into account appears in the paper of V. A. Solonnikov [Sol10] and it refers to an incom-
pressible fluid with a free boundary governed by surface tension. However, since surface
tension helps to control the free boundary it seems essential to Solonnikov’s proof.

The difficulties connected with the self-gravitational force in drop problems are de-
scribed in Subsection 7.5.

This paper is divided into seven sections. In Section 2 we present notation, especially
concerning the function spaces used. In Section 3 we describe the results relating to the
one-dimensional and spherically symmetric cases. Section 4 reviews the existence results
for the motion of an incompressible viscous fluid drop. Some asymptotic results are also
presented. A special attention is given to the proofs of Theorems 4.7 and 4.8 since they
are the first global existence and stability theorems for the drop problems. Both of them
were proved by Solonnikov. Theorem 4.7 comes from [Sol8] and is concerned with the
incompressible problem without surface tension, i.e. problem (1.20), (1.21), (1.11), (1.9),
(1.4), (1.5). Theorem 4.8 coming from [Sol6] is a global existence and stability result for
the free boundary incompressible drop problem with σ > 0.

Since some ideas from the proofs of the above theorems are used to obtain global
existence and stability results for free boundary compressible problems, the main steps
of these proofs are presented in Section 4 in a fairly detailed way.

Section 5 is devoted to the case of a compressible viscous fluid drop. In Subsection 5.1
existence theorems for the equations of motion of a barotropic compressible viscous fluid
are described. However, the main stress has been laid in Section 5 on the presentation of
the proofs of Theorems 5.11 and 5.14 which are global existence and stability theorems
for the general compressible problem with σ > 0 (i.e. problem (1.1)–(1.3), (1.4)–(1.7),
(1.8)–(1.10)). Theorem 5.11 was proved in [Z1]. Since the proof in [Z1] is very sketchy,
it is presented in Subsection 5.2 in detail. This proof is compared in Subsection 7.2 with
the proof of Theorem 4.8 in order to show differences and similarities in the approaches
to the compressible and incompressible problems.

In Section 6 the main results concerning surface waves problems can be found. In
particular, we describe the idea of the proof of global existence and stability for the
incompressible Problem II with surface tension (see Theorem 6.5). The theorem comes
from [B2] and it was the first global existence theorem for free boundary problems for
Navier–Stokes equations. We also present a sketch of the proof of Theorem 6.6, which
was proved in [TTan], and which yields global solvability for problem (1.20)–(1.21),
(1.5), (1.13)–(1.15), (1.17) with the lowest possible regularity of solutions in the L2-
approach.

Section 7 brings an overview of the problems presented in the previous sections. In
Subsection 7.1 we consider the influence of the geometry of the domain Ωt on the approach
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to the corresponding free boundary problem, that is, we compare the approaches to drop
and surface waves problems.

In Subsection 7.2 we compare the methods applied to obtain existence results for
incompressible and compressible problems. To this end we use the proofs of Theorems
4.8 and 5.11 presented extensively in Sections 4 and 5, respectively. We conclude that
most of the differences are due to the different natures of the continuity equations in both
cases, i.e. equations (1.2) and (1.21), respectively.

To obtain global in time existence of solutions we derive, as usual, some estimates for
the local solution of the problem considered. First, we use the conservation laws in order to
estimate the L2-norms of the solution by norms of initial data. Next, we have to derive an
estimate of the solution in spaces in which we would like to have global solvability (these
spaces are determnied by local existence theorems) by the L2-norms of this solution.

The most striking (though not only) difference between the incompressible and com-
pressible cases occurs in the way of obtaining the latter estimate. The method applied in
the incompressible case is relatively simple and bases on an estimate derived earlier for
the solution of an auxiliary linear problem in the proof of the local existence theorem.
This method, due to Solonnikov [Sol6], cannot be applied in the compressible case. The
main drawback here is the hyperbolic continuity equation (1.2). In the compressible case
we have to derive the lacking estimate independently of the estimates obtained earlier for
solutions of auxiliary linear parabolic problems. This missing estimate, which usually has
the form of a differential inequality, is connected with very long and arduous calculations.

On the other hand, we point out that the method used to prove a global existence
and stability theorem in the general compressible case is universal enough to be applied
also for incompressible motions.

Both Subsections 7.3 and 7.4 are devoted to the methods of controlling the free bound-
ary. In Subsection 7.3 we discuss the significance of surface tension in this respect, and
likewise for obtaining global solvability and stability results. Then in Subsection 7.4 we
describe in detail the way of controlling a free boundary which is not governed by surface
tension. We underline the role played by an appropriate differential inequality.

As already mentioned, there is no global existence result for Problem I with σ = 0 and
k > 0 (i.e. with the self-gravitational force taken into account). The aim of Subsection
7.5 is to describe the case of σ > 0 and k > 0 which was investigated in [Sol10] for the
incompressible motion, and at the same time to present the difficulties connected with
the case of σ = 0 and k > 0.

The results obtained for free boundary problems for Navier–Stokes equations are
mainly existence and stability theorems. However, there are also some asymptotic results
which are presented throughout this paper. We summarize those results in the final
Subsection 7.6.

2. Notation

Let f = f(x1, . . . , xn) be a scalar-valued function defined on a domain Ω ⊂ Rn. We
denote the gradient of f by ∇f or fx, sometimes also ∂xf. By fxx we denote the matrix
{fxixj}i,j=1,...,n.
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Let now f = f(x1, . . . , xn) be a vector-valued function defined on Ω ⊂ Rn, i.e.,
f : Ω → Rm, m > 1. Then ∇f or fx denotes the matrix {fixj}, where i = 1, . . . ,m,
j = 1, . . . , n. Moreover, let X be any function space. We write f ∈ X if fi ∈ X for
i = 1, . . . , n.

Let Ω ⊂ Rn be a domain with boundary S and let T > 0. Let X be a space of
functions defined on Ω or S.

We let Ck([0, T ];X), k ∈ N ∪ {0}, denote the space of functions u : [0, T ] → X with
the norm given by

‖u‖Ck([0,T ];X) =
k∑

i=0

sup
0≤t≤T

∥∥∥∥
dk

dtk
u(t)

∥∥∥∥
X

.

Cα([0, T ];X), 0 < α ≤ 1, denotes the space of X-valued Hölder continuous functions
with the norm

‖u‖Cα([0,T ];X) = ‖u‖C0([0,T ];X) + sup
t,t′∈[0,T ],t6=t′

‖u(t)− u(t′)‖X
|t− t′|α .

By CkB(Q) (Q ⊂ Rn is a domain) we denote the space of functions u ∈ Ck(Q) such that
Dσu (0 ≤ |σ| ≤ k) is bounded on Q with the norm

‖u‖CkB(Q) = max
0≤|σ|≤k

sup
x∈Q
|Dσu(x)|,

where σ = (σ1, . . . , σn) is a multiindex and Dσ = ∂σ1
x1
. . . ∂σnxn , ∂σkxk = ∂σk/∂σkxk .

Analogously, Lr(0, T ;X), 1 ≤ r <∞, is the space of functions u which are measurable
and such that the Lebesgue integrals

� T
0
‖u(t)‖rX dt are finite. The norm in this space is

defined by

‖u‖Lr(0,T ;X) =
( T�

0

‖u(t)‖rX dt
)1/r

.

Cl(Ω) (where l > 0 and l is noninteger) denotes the Hölder space of functions u defined
on Ω with the norm given by

(2.1) ‖u‖Cl(Ω) =
∑

|γ|≤[l]

sup
x∈Ω
|Dγu(x)|+

∑

|γ|=[l]

sup
x,x′∈Ω, x6=x′

|Dγu(x)−Dγu(x′)|
|x− x′|l−[l]

,

where γ = (γ1, . . . , γn) is a multiindex.
Analogously, we let C l(Ω) denote the Hölder space of functions u defined on Ω with

the norm (2.1).
If u ∈ Cl(Ω) then u can be defined on S in such a way that the resulting function

belongs to C l(Ω).
The space C l(S) can be defined similarly to C l(Ω) and Cl(Ω) by using local coordi-

nates and partitions of unity.
In what follows we shall use the notation: ΩT = Ω × (0, T ), ST = S × (0, T ), T > 0.
We denote by C l1,l2(ΩT ) (where l1, l2 > 0 and l1, l2 are noninteger) the anisotropic

Hölder space of functions u defined on ΩT . The norm in this space is given as follows:
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(2.2) ‖u‖Cl1,l2 (ΩT ) =
∑

|γ|≤[l1]

sup
(x,t)∈ΩT

|Dγ
xu(x, t)|+

[l2]∑

j=0

sup
(x,t)∈ΩT

|Dj
tu(x, t)|

+
∑

|γ|=[l1]

sup
x,x′,t

|Dγ
xu(x, t)−Dγ

x′u(x′, t)|
|x− x′|l1−[l1]

+ sup
x,t,t′

|D[l2]
t u(x, t)−D[l2]

t′ u(x, t′)|
|t− t′|l2−[l2]

,

where Dj
t = ∂jt , D

γ
x = ∂γ1

x1
. . . ∂γnxn and γ = (γ1, . . . , γn).

In the case of integer l1, Cl1,l2(ΩT ) is the space with the norm (2.2), where the third
term on the right-hand side of (2.2) is omitted. Analogously, in the case of integer l2 the
fourth term on the right-hand side of (2.2) is omitted.

Cl1,l2(Ω × [0, T ]) denotes the Hölder space of functions u defined on Ω × [0, T ] with
the norm (2.2).

The space C l1,l2(ST ) is defined similarly by using local coordinates and partitions of
unity.

In Section 4 the space C̃1+α
β (ΩT ), where α, β ∈ (0, 1), Ω ⊂ R3, occurs. This is the

space of functions u with the finite norm

‖u‖C̃1+α
β (ΩT ) = sup

(x,t)∈ΩT
|u(x, t)|+

3∑

i=1

∥∥∥∥
∂u

∂xi

∥∥∥∥
Cα,α/2(ΩT )

+ sup
x,x′,t,t′

|u(x, t)− u(x′, t)− u(x, t′) + u(x′, t′)|
|x− x′|β |t− t′|(1+α−β)/2

.

Next, W l
r(Ω), l ∈ R+ ∪{0}, 1 ≤ r <∞, is the Sobolev–Slobodetskĭı space with the norm

‖u‖W l
r(Ω) defined by

(2.3) ‖u‖rW l
r(Ω) =

∑

0≤|γ|≤[l]

�

Ω

|u(x)|r dx+
∑

|γ|=[l]

�

Ω

�

Ω

|Dγu(x)−Dγu(x′)|r
|x− x′|n+r(l−[l])

dx dx′,

where in the case of integer l the second term on the right-hand side of (2.3) is omitted.
W l
r,loc(Ω) is the space of functions u ∈W l

r(Ω
′) for any Ω′ ⊂⊂ Ω.

The space W l
r(S), where S = ∂Ω, is defined in a standard way by means of local

coordinates and partitions of unity.
Γ lr(Ω), l ∈ R+, denotes the space of functions u with the norm

‖u‖Γ lr(Ω) =
∑

i≤[l/2]

‖∂itu‖W l−2i
2 (Ω).

Now, let us introduce the differences

∆i(h)u(x) = u(x+ hei)− u(x),

where h ∈ R, x ∈ Rn and ei, i = 1, . . . , n, are the standard unit vectors. Then we define
inductively the m-difference

∆m
i (h)u(x) = ∆i(h)(∆m−1

i (h)u(x)) =
m∑

j=0

(−1)m−jcjmu(x+ jhei),

where cjm = m!/(j!(m− j)!).
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Similarly, we introduce the differences

∆(y)u(x) = u(x+ y)− u(x), x, y ∈ Rn,
∆m(y)u(x) = ∆(y)(∆m−1(y)u(x)).

Since ∆(x− y)u(y) = u(x)− u(y) we have

∆m(x− y)u(y) =
n∑

i=1

∆m((x− y) · ei)u(y) =
n∑

i=1

∆m
i (h)u(y),

where h = (x− y) · ei.
Now, we define the Besov space Blr(Rn) by introducing the norm

‖u‖Blr(Rn) = ‖u‖Lr(Rn) +
n∑

i=1

( h0�

0

dh
�

Rn
dx
|∆m

i (h)∂kxiu|r
h1+(l−k)r

)1/r

,

where m > l − k; m, k ∈ N ∪ {0}, l ∈ R+, l 6∈ Z.
All norms ‖u‖Blr(Rn) are equivalent for all m, k satisfying m > l − k (see [Gol]).

Moreover, the norms of Blr(Rn) and W l
r(Rn) are equivalent for l 6∈ Z.

We also define the following norms:

‖u‖B̃lr(Rn) = ‖u‖Lr(Rn) +
( �

Rn
dx

�

Rn
dy
|∆m(x− y)∂kyu(y)|r
|x− y|n+r(l−k)

)1/r

,

where m > l − k, ∂kyu =
∑
|α|=kD

α
y u, and

‖u‖
W̃ l
r(Rn) = ‖u‖Lr(Rn) +

( �

Rn
dx

�

Rn
dy
|∆(x− y)∂[l]

y u(y)|r
|x− y|n+r(l−[l])

)1/r

.

The last norm coincides with the norm of the Sobolev–Slobodetskĭı space W l
r(Rn) given

by (2.3). Moreover, it can be shown that the spaces W l
r(Rn), W̃ l

r(Rn), B̃lr(Rn) and Blr(Rn)
(with h0 =∞) all coincide for l 6∈ Z and have equivalent norms.

In many papers referred to in what follows, various imbedding theorems and inter-
polation inequalities in Sobolev and Besov spaces are used. One of the most applicable
lemmas is as follows.

Lemma 2.1 (see [BesIlN]). Let l ∈ R+, % ∈ R+ ∪{0} and 1 ≤ r ≤ q ≤ ∞. The following
imbedding holds :

W l
r(Rn) ⊂W %

q (Rn) for n/r − n/q + % < l.

Moreover , the following interpolation inequality holds :

‖u‖W %
q (Rn) ≤ ε1−κ‖u‖W l

r(Rn) + cε−κ‖u‖Lr(Rn),

where κ = (1/l)(n/r − n/q + %).

The above lemma also holds for spaces of functions defined in domains Ω ⊂ Rn with
sufficiently regular boundary S.

W l
r(0, T ;X), where l is noninteger, 1 ≤ r < ∞, is the space of X-valued functions u

in W l
r with the norm defined by
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‖u‖rW l
r(0,T ;X) = ‖u‖r

W
[l]
r (0,T ;X)

+
T�

0

T�

0

‖u(t)− u(t′)‖rX
|t− t′|1+r(l−[l])

dt dt′,

where ‖u‖r
W

[l]
r (0,T ;X)

=
∑[l]
i=0

� T
0
‖ didtiu(t)‖rX dt.

We denote by W l,m
r (ΩT ), where l,m ∈ R+∪{0}, 1 ≤ r <∞, the anisotropic Sobolev–

Slobodetskĭı space with the norm

‖u‖r
W l,m
r (ΩT )

=
�

ΩT

|u(x, t)|r dx dt+
∑

0<|γ|≤[l]

�

ΩT

|Dγ
xu(x, t)|r dx dt(2.4)

+
∑

0<i≤[m]

�

ΩT

|Di
tu(x, t)|r dx dt

+
∑

|γ|=[l]

T�

0

dt
�

Ω

�

Ω

|Dγ
xu(x, t)−Dγ

x′u(x′, t)|r
|x− x′|n+r(l−[l])

dx dx′

+
�

Ω

dx

T�

0

T�

0

|D[m]
t u(x, t)−D[m]

t′ u(x, t′)|r
|t− t′|1+r(m−[m])

dt dt′.

In (2.4), Di
t = ∂it , D

γ
x = ∂γ1

x1
. . . ∂γnxn . In the case of integer l the fourth term on the

right-hand side of (2.4) is omitted, and in the case of integer m the fifth term is omitted.

The space W l,m
r (ST ), where S = ∂Ω, is defined in a standard way by using local

coordinates and partitions of unity.

W
l,l/2
2,κ (ΩT ), l ∈ R+, denotes the space of functions u with the norm

‖u‖
W
l,l/2
2,κ (ΩT ) = ‖u‖

W
l,l/2
2 (ΩT ) +

( ∑

|γ|=[l]

T�

0

‖Dγ
x,tu‖2L2(Ω)

t2κ
dt

)1/2

,

κ ∈ (0, 1), where Dγ
x,t = ∂γ0

t ∂
γ1
x1
. . . ∂γnxn , |γ| = 2γ0 + γ1 + . . .+ γn. The above space occurs

in [Zaj2].

In Section 5 the following notation is used:

(‖u‖(2+α,1+α/2)
ΩT

)2 = ‖u‖2
W

2+α,1+α/2
2 (ΩT )

+ T−α
(
‖ut‖2L2(ΩT )

+
∑

|γ|=2

‖Dγ
xu‖2L2(ΩT )

)
+ sup
t≤T
‖u(·, t)‖2

W 1+α
2 (Ω),

(‖u‖(α,α/2)
QT

)2 = ‖u‖2
W
α,α/2
2 (QT )

+ T−α‖u‖2L2(QT ),

where 0 < α < 1, Q ∈ {Ω,S}.
In Section 6, we denote by K l(Ω × (0, T )), l ≥ 0, the space W l,l/2

2 (Ω × (0, T )). In
particular, if T =∞, the interval (0,∞) is written as R+.

Kl
(0)(Ω × R+) denotes the subspace of K l(Ω × R+) consisting of functions u so that

∂kt u(·, 0) = 0 for 2k < l − 1. This space has the property that if u ∈ K l
(0)(Ω × R+) then

the extension of u by zero for t < 0 belongs to K l(Ω × R).
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Let χ be the characteristic function of the set {(ξ, τ) ∈ R2 × R : |ξ| ≤ 1, |τ | ≤ τ0}.
Let S1F = {x ∈ R3 : x3 = 0}. Then

K̃l
(0)(S1F × R+) = {u : e−tu ∈ Kl

(0)(S1F × R+),

((1− χ)u∧∧)∨∨ ∈ Kl(S1F × R),

(|ξ|2 + |τ |)1/2χu∧∧ ∈ L2(R2 × R)},
where u∧∧ denotes the space-time Fourier transform of u.

Let now ω be a smooth increasing function such that ω(t) = 0 for t ≤ 1 and ω(t) = 1
for t > 2. Then

K̃l(S1F × R+) = {u : (1− ω)u ∈ K l(S1F × R+), ωu ∈ K̃l
(0)(S1F × R+)}.

The above definition is independent of the choice of ω.
Also, the following interpolation lemma is used.

Lemma 2.2 (see [BesIlN]). Let u ∈W l,m
r (Rn × (0, T )), l,m ∈ R+. If q ≥ r and

κ =
n∑

i=1

(
γi +

1
r
− 1
q

)
1
l

+
(
δ +

1
r
− 1
q

)
1
m
< 1,

then for all ε ∈ (0, 1),

‖Dδ
tD

γ
xu‖Lq(Rn×(0,T )) ≤ ε1−κ‖u‖W l,m

r (Rn×(0,T )) + cε−κ‖u‖Lr(Rn×(0,T )),

where γ = (γ1, . . . , γn).

The above lemma also holds for spaces of functions defined in domains Ω ⊂ Rn with
sufficiently regular boundary S.

3. One-dimensional and spherically symmetric free
boundary problems

3.1. One-dimensional case. In this section we will describe the results concerning the
one-dimensional free boundary problem for the compressible Navier–Stokes system. It
has been discussed in [Kaz1, Kaz2, Ok, M, Nag, D2-D4, FPadNov]. Below we present
separately the cases of a viscous barotropic fluid and of a general viscous fluid.

3.1.1. The motion of a barotropic viscous fluid. The relevant free boundary problem is
as follows:

%(vt + vvx)− µvxx + px = %f for 0 < x < y(t), t ∈ (0, T ),(3.1)

%t + v%x + %vx = 0 for 0 < x < y(t), t ∈ (0, T ),(3.2)

v|x=0 = 0 for t ∈ (0, T ),(3.3)
dy(t)
dt

= v(y(t), t), (µvx − p)|x=y(t) = −P for t ∈ (0, T ),(3.4)

v|t=0 = v0(x), %|t=0 = %0(x) for 0 < x < y(0) = 1,(3.5)

where v = v(x, t) is the velocity, % = %(x, t) the density of the fluid, and y = y(t) the
unknown function; T > 0, p = %γ with γ ≥ 1 is the pressure; f = f(x, t) is the external
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force per unit mass acting on the fluid; P is the external constant pressure; µ is the
viscosity coefficient and 0 < %1 ≤ %0(x) ≤ %2 <∞.

Problem (3.1)–(3.5) has been examined by Kazhikov [Kaz1] in the case of f ≡ 0 and
P ≡ 0. The main results are a global existence theorem for large initial data ν0 and %0 of
class W 1

2 and a regularity result. Kazhikov uses Lagrangian coordinate ξ defined as the
initial data for the Cauchy problem

(3.6)
dx

dt
= v(x, t), x(0) = ξ.

Integrating (3.6) we get

x = ξ +
t�

0

u(ξ, t′) dt′ ≡ Xu(ξ, t),

where u(ξ, t) = v(Xu(ξ, t), t). In coordinates (ξ, t) problem (3.1)–(3.5) with f ≡ 0 and
P ≡ 0 takes the form

ηut − µJ(Juξ)ξ + Jpξ = 0 for ξ ∈ Ω, t ∈ (0, T ),(3.7)

ηt + ηJuξ = 0 for ξ ∈ Ω, t ∈ (0, T ),(3.8)

u|ξ=0 = 0, for t ∈ (0, T ),(3.9)

µJ(1, t)uξ|ξ=1 − p(1, t) = 0 for t ∈ (0, T ),(3.10)

u|t=0 = v0(ξ), η|t=0 = %0(ξ) for ξ ∈ Ω,(3.11)

where η(ξ, t) = %(Xu(ξ, t), t), J(ξ, t) = ξx(ξ, t) = (1 +
� t
0
uξ(ξ, t′) dt′)−1, p = ηγ , γ ≥ 1,

Ω = (0, 1). Equation (3.8) implies

η(ξ, t) = %0(ξ) exp
[
−
t�

0

Juξ(ξ, t′) dt′
]

(3.12)

= %0(ξ) exp
[
−
t�

0

(
1 +

t′�

0

uξ(ξ, t′′) dt′′
)−1

uξ(ξ, t′) dt′
]

= %0(ξ) exp
{
−
t�

0

[
ln
(

1 +
t′�

0

uξ(ξ, t′′) dt′′
)]

,t′
dt′
}

= %0(ξ)J(ξ, t).

Hence problem (3.7)–(3.11) can be rewritten as

%0ut − µ(Juξ)ξ + pξ = 0, ξ ∈ Ω, t ∈ (0, T ),(3.13)

J(ξ, t) =
(

1 +
t�

0

uξ(ξ, t′) dt′
)−1

, ξ ∈ Ω, t ∈ (0, T ),(3.14)

u|ξ=0 = 0, t ∈ (0, T ),(3.15)

µJ(1, t)uξ|ξ=1 − p(1, t) = 0, t ∈ (0, T ),(3.16)

u|t=0 = v0(ξ), J |t=0 = 1, ξ ∈ Ω,(3.17)

where p(ξ, t) = %γ0(ξ)Jγ(ξ, t), γ ≥ 1.
The existence of a local in time solution of the above problem can be proved by the

method of successive approximations. This method will be presented in Sections 4–6 for
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two-and three-dimensional problems. Now, we formulate a global existence theorem for
problem (3.13)–(3.17) and we present a sketch of the proof. Both can be found in [Kaz1].

Theorem 3.1. If v0 ∈ W 1
2 (Ω), %0 ∈ W 1

2 (Ω) and 0 < %1 ≤ %0(ξ) ≤ %2 < ∞, then for
every 0 < T <∞ there exists a unique solution of problem (3.13)–(3.17) with the proper-
ties : sup0≤t≤T ‖u(t)‖W 1

2 (Ω) ≤ K1, ‖uξξ‖L2(ΩT ) +‖ut‖L2(ΩT ) ≤ K2, sup0≤t≤T [‖Jt‖L2(Ω) +
‖Jξ‖L2(Ω)] ≤ K3, 0 < m0 ≤ J(ξ, t) ≤M0 <∞, where ΩT = Ω× (0, T ), Ki (i = 1, . . . , 3),
m0 and M0 are constants.

Sketch of proof. The proof relies on deriving the above estimates with constants K1, K2,
K3, m0 and M0 depending on the initial data, T , µ and γ, but independent of the time
of local existence. Therefore the local solution can be extended to the interval [0, T ].

Step 1. Let γ > 1. Multiplying (3.13) by u and integrating with respect to ξ yields

(3.18)
1
2
d

dt

1�

0

%0u
2 dξ + µ

1�

0

Ju2
ξ dξ =

1�

0

puξ dξ.

Hence

(3.19) sup
0≤t≤T

1�

0

%0(ξ)u2(ξ, t) dξ ≤
t�

0

%0(ξ)v2
0(ξ) dξ +

2
γ − 1

1�

0

%γ0(ξ) dξ ≡ C1 <∞.

In the case γ = 1,

(3.20)
1
2
d

dt

1�

0

%0(ξ)w2(ξ, t) dξ + µ

1�

0

J(ξ, t)w2
ξ(ξ, t) dξ = 0,

where w(ξ, t) ≡ u(ξ, t)− 1
µ

� ξ
0
%0(ξ′) dξ′. This implies

(3.21) sup
0≤t≤T

1�

0

%0(ξ)u2(ξ, t) dξ ≤ C ′
( 1�

0

%0(ξ)v2
0(ξ) dξ + ‖%0‖2L1(Ω)

)
≡ C2 <∞.

Step 2

Lemma 1. There exist positive constants m0 and M0 (m0 <∞,M0 <∞) such that

(3.22) m0 ≤ J(ξ, t) ≤M0,

where m0 and M0 are constants depending on %1, %2, γ, µ, T and the right-hand sides of
(3.19) if γ > 1 or (3.21) if γ = 1.

In order to get (3.22) one has to use the following equality for the function I(ξ, t) =
Jγ(ξ, t), which results from (3.13)–(3.14):

(3.23)
∂

∂ξ

[
ln I(ξ, t) +

γ

µ
%γ0(ξ)

t�

0

I(ξ, t′) dt′
]

=
γ

µ
%0(ξ)[v0(ξ)− u(ξ, t)].

After some calculations the following form of I(ξ, t) can be obtained:

(3.24) I(ξ, t) =
exp{(γ/µ)

� 1

ξ
%0(ξ′)[u(ξ′, t)− v0(ξ′)] dξ′}

1 + (γ/µ)%γ0(ξ)
� t
0

exp{(γ/µ)
� 1

ξ
%0(ξ′)[u(ξ′, t)− v0(ξ′)] dξ′} dt′

.
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By using the inequality

∣∣∣
1�

ξ

%0(ξ′)u(ξ′, t) dξ′
∣∣∣ ≤ sup

0≤t≤T

( 1�

0

%0(ξ′)u2(ξ′, t) dξ′
)1/2( 1�

0

%0(ξ′) dξ′
)1/2

,

estimate (3.22) follows from (3.21) and (3.24).

Step 3. Equality (3.18) and estimates (3.19), (3.22) in the case γ > 1, and equality
(3.20) and estimates (3.21)–(3.22) if γ = 1 give

(3.25) ‖uξ‖L2(ΩT ) ≤ C3.

Step 4. Since Jt = −J2uξ, estimates (3.22) and (3.25) imply

‖Jt‖L2(ΩT ) ≤ C4 <∞.
Moreover, by (3.23),

(3.26) sup
0≤t≤T

‖Jξ‖L2(Ω) ≤ C5 <∞.

Next, the following inequality is derived:

(3.27) sup
0≤t≤T

t�

0

J

(
uξ −

1
µ
%γ0J

γ−1
)2

dξ +
T�

0

1�

0

[(
Juξ −

1
µ
p

)

,ξ

]2

dξ dt ≤ C6 <∞,

which together with the boundedness of J and %0 yields

(3.28) sup
0≤t≤T

‖uξ‖L2(Ω) ≤ C7 <∞.

Hence

(3.29) sup
0≤t≤T

‖Jt‖L2(Ω) ≤ C8.

Furthermore, since (Juξ − 1
µp),ξ = 1

µut, inequality (3.27) implies

(3.30) ‖ut‖L2(ΩT ) ≤ C9 <∞.
Step 5. Estimate (3.27) also yields

(3.31)
T�

0

1�

0

(Juξξ + Jξuξ)2 dξ dt ≤ C10 <∞.

In view of (3.22), (3.25) and (3.26), from (3.31) it follows that

(3.32) ‖uξξ‖L2(ΩT ) ≤ C11 <∞.
All Ci in the above estimates depend on the same quantities as m0 and M0. Estimates
(3.19), (3.21), (3.22), (3.26), (3.28)–(3.30), (3.32) give the assertion of the theorem.

For more regular initial data v0 and %0 the following regularity result is also proved
in [Kaz1].

Theorem 3.2. Let v0 ∈ C2+α(Ω), %0 ∈ C1+α(Ω), 0 < α < 1 and let the following
compatibility conditions be satisfied : v0(0) = 0, (µv′′0−γ%γ−1

0 %′0)|ξ=0 = 0, (µv′0−%γ0)|ξ=1 =
0. Then u ∈ C2+α,1+α/2(Ω×[0, T ]), J ∈ C1+α,1+α/2(Ω×[0, T ]), Jt ∈ C1+α,α/2(Ω×[0, T ]).
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Sometimes it is convenient to write problem (3.1)–(3.5) in Lagrangian mass coordi-
nate. Assuming that

� 1

0
%0(x) dx = 1, which means that the total mass of the fluid is equal

to 1, Lagrangian mass coordinate is given by

(3.33) ξ =
x�

0

%(x′, t) dx′

and its inverse transformation is defined by

x =
ξ�

0

v(ξ′, t) dξ′,

where v(ξ, t) = 1/η(ξ, t) is the specific volume and η denotes the density % written in
coordinate ξ. In coordinate (3.33) problem (3.1)–(3.5) takes the form

ut − (µuξ/v − p)ξ = g for ξ ∈ Ω, t ∈ (0, T ),(3.34)

vt − uξ = 0 for ξ ∈ Ω, t ∈ (0, T ),(3.35)

u|ξ=0 = 0, (µuξ/v − q)|ξ=1 = −P for t ∈ (0, T ),(3.36)

u|t=0 = v0(ξ), v|t=0 = 1/%0(ξ) for ξ ∈ Ω,(3.37)

where u denotes v and g denotes f written in coordinate ξ, Ω = (0, 1).
In [M] Mucha proves a global existence and uniqueness theorem for problem (3.34)–

(3.37) under the assumptions that 0 < %1 ≤ %0(x) ≤ %2 < ∞,
� 1

0
%0(x) dx = 1, p = a%γ ,

a > 0, γ > 1; P > 0, f ≤ 0 and f(ξ) = ϕ′(ξ), where ϕ ∈ C2(R).
The solution obtained is such that vξ, uξ ∈ L∞((0,∞);L2(Ω)). Moreover, in [M] the

following asymptotic theorem is proved.

Theorem 3.3. Let 1/%0 ∈W 2
2 (Ω), v0 ∈W 3

2 (Ω), let ‖g′‖L∞ be sufficiently small and let
the above conditions on %0, p, P and f be satisfied. Then ut ∈W 2,1

2 (Ω × (0,∞)) and

(3.38) ‖v − w‖W 2
2 (Ω) + ‖u‖W 3

2 (Ω) ≤ ce−αt,
where α > 0, w = %−1

e (x) and %e = %e(ξ) is the stationary solution of problem (3.1)–(3.5),
i.e. %e satisfies

(a%γe )x = %ef,

a%γe |y(∞) = P,

y(∞)�

0

%e(x) dx = 1.

The assumption that P > 0 is crucial to proving estimate (3.38).
The free boundary problem for system (3.1)–(3.2) with initial conditions (3.5) is also

considered in [Ok], where at x = 0 boundary condition (3.3) is assumed, and % is assumed
to vanish on the free boundary. Okada proves the existence of a global weak solution. A
similar problem in the spherically symmetric case has been examined in [OkMak]; it will
be described more thoroughly in Section 3.2.

3.1.2. The motion of a general viscous fluid. First, we will concentrate on the paper
of Kazhikov [Kaz2] which is concerned with the one-dimensional motion of a viscous
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polytropic heat-conducting ideal fluid. Such a motion is described by the system

%(vt + vvx)− µvxx + px = 0 for y0(t) < x < y1(t), t ∈ (0, T ),(3.39)

%t + v%x + vx% = 0 for y0(t) < x < y1(t), t ∈ (0, T ),(3.40)

cv%(θt + vθx)− κθxx − µv2
x + pvx = 0, for y0(t) < x < y1(t), t ∈ (0, T ),(3.41)

(µvx − p)|x=yi(t) = −P (t) i = 0, 1, t ∈ (0, T ),(3.42)

θx|x=yi(t) = 0 i = 0, 1, t ∈ (0, T ),(3.43)

dyi(t)
dt

= v(yi(t), t) i = 0, 1, t ∈ (0, T ),(3.44)

v|t=0 = v0, θ|t=0 = θ0, %|t=0 = %0 for 0 < x < 1,(3.45)

where p = R%θ, θ = θ(x, t) is the temperature of the fluid; R > 0 is the gas constant;
cv > 0 is the constant specific heat at constant volume; κ > 0 is the constant coefficient
of heat conductivity, and yi = yi(t) (i = 1, 2) are unknown functions.

Similarly to the barotropic case, problem (3.39)–(3.45) can be written in Lagrangian
coordinates as follows:

%0ut − µ(Juξ)ξ + pξ = 0 for ξ ∈ Ω, t ∈ (0, T ),(3.46)

Jt + J2uξ = 0 for ξ ∈ Ω, t ∈ (0, T ),(3.47)

%0cvϑt − κ(Jϑξ)ξ − µJu2
ξ + puξ = 0 for ξ ∈ Ω, t ∈ (0, T ),(3.48)

µJuξ − p = −P (t) for ξ = 0, ξ = 1, t ∈ (0, T ),(3.49)

ϑξ = 0 for ξ = 0, ξ = 1, t ∈ (0, T ),(3.50)

u|t=0 = v0, J |t=0 = 1, ϑ|t=0 = θ0 for 0 < ξ < 1,(3.51)

where Ω = (0, 1), ϑ(ξ, t) = θ(Xu(ξ, t), t).
The main result of [Kaz2] is the following theorem analogous to Theorem 3.1 which

holds for the barotropic case with P ≡ 0.

Theorem 3.4. Let P ≡ 0, v0∈W 1
2 (Ω), θ0∈W 1

2 (Ω), %0 ∈W 1
2 (Ω) and m∗=min(infΩ %0,

infΩ θ0) > 0, m∗ = max(supΩ %0, supΩ θ0) < ∞. Then for every 0 < T < ∞ there exists
a unique solution of problem (3.46)–(3.51) with the properties :

sup
0≤t≤T

{‖u(t)‖W 1
2 (Ω) + ‖ϑ(t)‖W 1

2 (Ω) + ‖ηt(t)‖L2(Ω) + ‖ηξ(t)‖L2(Ω)} ≤ K4,(3.52)

‖ut‖L2(ΩT ) + ‖uξξ‖L2(ΩT ) + ‖ϑt‖L2(ΩT ) + ‖ϑξξ‖L2(ΩT ) ≤ K5,(3.53)

where K4, K5 are positive constants depending on the data and T. Moreover , η(ξ, t) > 0,
ϑ(ξ, t) > 0 for (ξ, t) ∈ ΩT .

Sketch of proof. As in the barotropic case, the local existence of a solution for a small
interval [0, t0) can be proved by using the method of successive approximations. The proof
of Theorem 3.4 relies on obtaining estimates (3.52) and (3.53) which are derived for the
local solution with constants K4 and K5 independent of t0. Therefore, these estimates
are true for an interval [0, T ], where T is arbitrary.

To obtain (3.52)–(3.53) it is assumed for simplicity that %0 ≡ 1, µ = cv = R = 1.
Then from (3.12) it follows that η(ξ, t) = J(ξ, t).
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Step 1. From (3.46), (3.48), (3.49) the following conservation energy law is derived:

(3.54)
d

dt

1�

0

[
ϑ(ξ, t) +

1
2
u2(ξ, t)

]
dξ = 0 for all t.

This yields

(3.55) ‖θ(t)‖L1(Ω) +
1
2
‖u(t)‖2L2(Ω) = ‖θ0‖L1(Ω) +

1
2
‖v0‖2L2(Ω) ≡ N0 <∞.

Step 2. For η(ξ, t) the following formula analogous to (3.24) is obtained:

(3.56) η(ξ, t) =
exp{

� ξ
0
[v0(ξ′)− u(ξ′, t)] dξ′}

1 +
� t
0
θ(ξ, t′) exp{

� ξ
0
[v0(ξ′)− u(ξ′, t′)] dξ} dt′

.

Relations (3.56) and (3.55) yield

Mη(t) ≤ N
(

1 +N−1
t�

0

mϑ(t′) dt′
)−1

,(3.57)

mη(t) ≥ N−1
(

1 +N

t�

0

Mϑ(t′) dt′
)−1

,(3.58)

where Mη(t) = sup0≤ξ≤1 η(ξ, t), mη(t) = inf0≤ξ≤1 η(ξ, t), Mϑ(t) = sup0≤ξ≤1 ϑ(ξ, t),

mϑ(t) = inf0≤ξ≤1 ϑ(ξ, t), N = exp{‖v0‖L1(Ω) + ‖v0‖L2(Ω) +
√

2‖θ0‖1/2L1(Ω)}.
Step 3. Next, it is necessary to show that mϑ(t) is positive for all t ∈ [0, T ]. To do this
we use (3.57) and the properties of the parabolic equation with the unknown function
1/ϑ which arises from (3.46) by dividing it by −ϑ2. We prove that

(3.59) mϑ(t) ≥ m∗(1 +N1t)−λ ≥ m0 > 0 for all t ∈ [0, T ],

where N1 = m∗(N2 + 4)/(4N), λ = N2/(N2 + 4) < 1, m0 = m∗[1+N1T ]−λ. Integrating
(3.59) gives

t�

0

mϑ(t′) dt′ ≥ N [(1 +N1t)1−λ − 1].

Hence from (3.57) it follows that

(3.60) Mη(t) ≤ N(1 +N1t)λ−1.

Step 4. Let φ(ξ, t) = ϑ(ξ, t) −
� 1

0
ϑ(ξ′, t) dξ′. Obviously,

� 1

0
φ(ξ, t) dξ = 0. Therefore, for

any t there exists ξ1 = ξ1(t) ∈ [0, 1] such that φ(ξ1(t), t) = 0. By using

|φ(ξ, t)|3/2 =
3
2

ξ�

ξ1(t)

|φ(ξ′, t)|1/2 signφ(ξ′, t)φξ′(ξ′, t) dξ′

and inequality (3.58), the following estimates are proved:
T�

0

1�

0

η(ξ, t)ϑ2
ξ(ξ, t) dξ dt ≤ C1 <∞,(3.61)

sup
0≤t≤T

[‖u(t)‖L4(Ω) + ‖ϑ(t)‖L2(Ω)] ≤ C2 <∞,(3.62)
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T�

0

Mϑ(t) dt ≤ C3 <∞.(3.63)

Estimates (3.58) and (3.63) imply

(3.64) mη(t) ≥ N−1(1 +NC3)−1 ≡ n > 0 for all t ∈ [0, T ].

Next, inequalities (3.61), (3.63) and (3.64) give

(3.65)
T�

0

‖ϑξ(t)‖2L2(Ω) ≤ n−1C1,

T�

0

M3
ϑ(t) dt ≤ C4 <∞.

Step 5. Now, the estimates for derivatives of u, ϑ and η are derived. First, multiplying
(3.46) by u one obtains

(3.66) sup
0≤t≤T

‖u(t)‖2L2(Ω) +
T�

0

‖uξ(t)‖2L2(Ω) dt ≤ C5 <∞.

Next, multiplying (3.46) by [η(uξ − ϑ)]ξ and using (3.64)–(3.66) yields

(3.67) sup
0≤t≤T

‖uξ(t)− ϑ(t)‖2L2(Ω) +
T�

0

‖[η(uξ − ϑ)]ξ(t)‖2L2(Ω) dt ≤ C6.

Hence, by (3.46),

(3.68)
T�

0

‖ut(t)‖2L2(Ω) dt ≤ C6 <∞.

Moreover, by (3.67) and (3.62),

(3.69) sup
0≤t≤T

‖uξ(t)‖L2(Ω) ≤ C7 <∞.

In view of (3.69), equation (3.47) gives the estimate

sup
0≤t≤T

‖ηt(t)‖L2(Ω) ≤ C8 <∞.

Next, by using formula (3.56) one can calculate that

(3.70) sup
0≤t≤T

‖ηξ(t)‖L2(Ω) ≤ C9 <∞.

Finally, estimates (3.67) and (3.70) give
T�

0

‖uξξ(t)‖2L2(Ω) ≤ C10 <∞.

The constants Ci (i = 1, . . . , 10) in the above estimates depend on the initial data and T.

Step 6. In the same way the necessary estimates for the temperature are derived. The
uniqueness is proved in the standard way, by considering problem (3.46)–(3.51) for the
differences of two possible solutions. Thus, the assertion of the theorem follows.

By means of differentiating equation (3.47) with respect to ξ, and equations (3.46),
(3.48) with respect to t, higher-order estimates for the functions u, ϑ, η are obtained.
These estimates yield the theorem below.
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Theorem 3.5 (see [Kaz2]). Let the assumptions of Theorem 3.4 be satisfied. Moreover ,
let v0 ∈ C2+α(Ω), θ0 ∈ C2+α(Ω), %0 ∈ C1+α(Ω), 0 < α < 1 and assume that the
following compatibility conditions are satisfied :

θ′0 = µv′0 −R%0θ0 = 0 for ξ = 0, ξ = 1.

Then u ∈ C2+α,1+α/2(Ω× [0, T ]), ϑ ∈ C2+α,1+α/2(Ω× [0, T ]), η ∈ C1+α,1+α/2(Ω× [0, T ]).

Nagasawa [Nag] examined problem (3.39)–(3.45) in the case P (t) > 0 for t ∈ [0,∞),
after writing it in Lagrangian mass coordinates (3.33). Assuming P ∈ C1([0,∞)), v0 ∈
C2+α(Ω), θ0 ∈ C2+α(Ω), 1/%0 ∈ C1+α(Ω) for some α ∈ (0, 1) he proved a global existence
and uniqueness theorem with u ∈ C2+α,1+α/2(Ω× [0, T ]), ϑ ∈ C2+α,1+α/2(Ω× [0, T ]), v ∈
C1+α,1+α/2(Ω× [0, T ]); uξt, ϑξt, vtt ∈ L2(ΩT ), v > 0 and ϑ > 0. The second important re-
sult of [Nag] is an asymptotic theorem. Under the additional assumption that

� ∞
0
|P ′(t)| dt

<∞ he proved that the limits P ≡ limt→∞ P (t) and limt→∞
� t
0
P ′(t′)

� 1

0
v(ξ, t′) dξ dt′ ex-

ist and the solution (u, ϑ, v) converges to the stationary state (0, θe, ve) in W 1
2 (Ω)∩C(Ω)

as t→∞, where θe and ve are positive constants given by

θe =
1

cv +R

{ 1�

0

(
1
2
v2

0 + cvθ0 + P (0)/%0

)
dξ +

∞�

0

P ′(t′)
1�

0

v(ξ, t′) dξ dt′
}
,

ve =
Rθe

P
.

The assumption that P (t) > 0 for t ∈ [0,∞) is crucial to proving the asymptotic result.
Paper [FPadNov] is also concerned with the solvability of problem (3.39)–(3.45) but

in contrast to [Kaz2], Fujita-Yashima, Padula and Novotny prove the existence of a global
weak solution in the case when inf0≤ξ≤1 %0(ξ) ≥ 0.

Several papers ([D1–D4]) are devoted to the evolution of stellar objects. In these pa-
pers various models of self-gravitating viscous heat-conducting fluids occurring in classical
astrophysics to describe the motion of gaseous stars are considered. The boundary of a
stellar structure is not known, so the problems considered by Ducomet are free boundary
problems. In [D2] he studies the simplified one-dimensional case. The problem written in
Lagrangian mass coordinates has the form

ut −
(
µ
uξ
v
− p
)

ξ

= −G
(
ξ − 1

2

)
for ξ ∈ Ω, t ∈ (0, T ),(3.71)

vt − uξ = 0, for ξ ∈ Ω, t ∈ (0, T ),(3.72)

cvϑt − κ
(
ϑξ
v

)

ξ

+ puξ − µ
u2
ξ

v
= 0 for ξ ∈ Ω, t ∈ (0, T ),(3.73)

µ
uξ
v
− p = −P for ξ = 0, ξ = 1, t ∈ (0, T ),(3.74)

κ
v
ϑξ − λϑ = 0 for ξ = 0, t ∈ (0, T ),(3.75)

κ
v
ϑξ + λϑ = 0 for ξ = 1, t ∈ (0, T ),(3.76)

u|t=0 = v0(ξ), ϑ|t=0 = θ0(ξ),(3.77)

v|t=0 = 1/%0(ξ) for ξ ∈ Ω,
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(ϑ, θ0, v, 1/%0, e)(1/2 + ξ, t)(3.78)

= (ϑ, θ0, v, 1/%0, e)(1/2− ξ, t) for 0 ≤ ξ ≤ 1/2, t ∈ [0, T ],

(u, v0)(1/2 + ξ, t)(3.79)

= −(u, v0)(1/2− ξ, t) for 0 ≤ ξ ≤ 1/2, t ∈ [0, T ],

where as before Ω = (0, 1), p = Rϑ/v, −G(ξ − 1/2) is the gravitational term which is
chosen in such a way that ξ = 1/2 is the symmetry centre for the slab; P ≥ 0 is the
constant external pressure; λ ≥ 0 is a flux parameter; e is the internal energy.

In [D2] under the same assumptions on v0, θ0 and %0 as in [Nag] Ducomet proves a
global existence and uniqueness theorem analogous to the result of [Nag]. His methods
are similar to those used by Nagasawa and they take its origin in the papers of Kazhikov.

Next, using again the methods of Nagasawa, Ducomet proves that in the case of
λ = 0 and P > 0 the solution of problem (3.71)–(3.79) converges to the stationary state
as t→∞. The rate of convergence is exponential. If λ = 0 and P = 0 the corresponding
stationary solution is unstable, and if λ > 0 the solution tends to the singular limit (0, 0, 0)
which corresponds to the gravitational collapse of the slab into a plane with an infinite
specific volume. The case of a more general state equation is also examined in [D2].

In [D3] Ducomet considers a more general problem, describing the motion of a viscous
compressible heat-conducting reacting self-gravitating gas. The corresponding system
consists of (3.71)–(3.72) and the following equations (see [LedWal]):

et +Qξ + ϑpϑuξ − µ
u2
ξ

v
− λφ(ϑ, Z) = 0 for ξ ∈ Ω, t ∈ (0, T ),(3.80)

Zt −
(
d

v2Zξ

)

ξ

+ φ(ϑ, Z) = 0 for ξ ∈ Ω, t ∈ (0, T ),(3.81)

where e(v, ϑ) = cvϑ+avϑ4 is the internal energy; p(v, ϑ) = Rϑ/v+aϑ4/3 is the pressure;
a is the Stefan–Boltzmann constant; Z = Z(ξ, t) is the (unknown) fraction of reactant;
λ ≥ 0 and d ≥ 0 are two “chemical” constants; the function φ(θ) is given by the Arrhenius
law: φ(ϑ) = AZϑβe−E/Bϑ; A, β, B, E are positive constants; Q(v, ϑ) = −κ(v, ϑ)ϑξ/v
is the flux with the conductivity given by κ = κ1 + κ2vϑ

q; κ1, κ2 and q are positive
constants.

Together with boundary condition (3.74) the following boundary conditions are as-
sumed:

Q = 0 for ξ = 0, ξ = 1, t ∈ (0, T ),(3.82)

Zξ = 0 for ξ = 0, ξ = 1, t ∈ (0, T ).(3.83)

To the initial condition (3.77) the initial condition on Z is added:

(3.84) Z|t=0 = Z0(ξ), ξ ∈ Ω.
Moreover, together with condition (3.79) the following symmetry condition is assumed:

(3.85) (ϑ, θ0, v, 1/%0, Z, Z0)(1/2 + ξ, t) = (ϑ, θ0, v, 1/%0, Z, Z0)(1/2− ξ, t)
for 0 ≤ ξ ≤ 1/2, t ∈ (0, T ).

The following theorem is proved in [D4].
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Theorem 3.6. Let v0 ∈ C2+α(Ω), θ0 ∈ C2+α(Ω), Z0 ∈ C2+α(Ω), 1/%0 ∈ C1+α(Ω), 0 <
α < 1. Assume that θ0, %0, Z0 are positive on [0, 1] and that the compatibility conditions
between the boundary conditions and the initial data hold. Then for q ≥ 4 and for every
0 < T <∞ there exists a unique solution of problem (3.71), (3.72), (3.80)–(3.83), (3.77),
(3.84), (3.85) with the properties : u ∈ C2+α,1+α/2(Ω× [0, T ]), ϑ ∈ C2+α,1+α/2(Ω× [0, T ]),
Z ∈ C2+α,1+α/2(Ω × [0, T ]), v ∈ C1+α,1+α/2(Ω × [0, T ]), vt ∈ C1+α,α/2(Ω × [0, T ]),
uξt ∈ L2(ΩT ), ϑξt ∈ L2(ΩT ), Zξt ∈ L2(ΩT ), vtt ∈ L2(ΩT ); ϑ > 0, v > 0, Z > 0 on
[0, 1]× [0,∞).

The proof is as usual based on conservation laws and a priori estimates which are
derived by using arguments from [Kaw] and [J].

Some partial results concerning the asymptotic behaviour of the solution of problem
(3.71), (3.72), (3.80)–(3.83), (3.77), (3.84), (3.85) are also given in [D4].

3.2. Spherically symmetric case

3.2.1. Spherically symmetric motion of a viscous barotropic fluid. Such a motion is stud-
ied by Okada and Makino [OkMak]. They consider an atmosphere surrounding a solid
star of radius 1 and mass M . The motion of the atmosphere is described by the system

%(vt + vvr) + pr − µ
(
vrr +

2
r
vr −

2
r2 v

)
= −%M

r2 for 1 < r < r1(t), t ∈ (0, T ),(3.86)

%t + v%r + %vr +
2
r
%v = 0 for 1 < r < r1(t), t ∈ (0, T ),(3.87)

v|r=1 = 0, %|r=r1(t) = 0 for t ∈ (0, T ),(3.88)

%|t=0 = %0(r), v|t=0 = v0(r) for 1 < r < r1(0),(3.89)

where p = a%γ , a > 0, 1 < γ ≤ 2. Problem (3.86)–(3.89) arises from (5.1)–(5.5) by
introducing spherical coordinates and assuming that the motion is spherically symmetric.

Now, by introducing Lagrangian mass coordinates given by

ξ = 4π
r�

1

%(s, t)s2 ds

and by assuming as before that the total mass M of the fluid is equal to 1, problem
(3.86)–(3.89) takes the form

ut + 4πr2pξ − 16π2µ(r4ηuξ)ξ + 2µ
u

r2η
+

1
r2 = 0 for ξ ∈ Ω, t ∈ (0, T ),(3.90)

ηt + 4πη2(r2u)ξ = 0 for ξ ∈ Ω, t ∈ (0, T ),(3.91)

u|ξ=0 = 0, η|ξ=1 = 0 for t ∈ (0, T ),(3.92)

η|t=0 = η0(ξ), u|t=0 = u0(ξ), for ξ ∈ Ω,(3.93)

where u and η are the velocity v and the density % written in ξ coordinates; r =
[
1 +

3
4π

� ξ
0

dξ
η(t,ξ)

]1/3
, p = aηγ , Ω = (0, 1).

In order to prove global existence for (3.90)–(3.93) Okada and Makino discretize
this problem with respect to ξ. Thus, they obtain a sequence of approximate Cauchy
problems for systems of ordinary equations with respect to t which are locally solvable by
the elementary theory of ordinary differential equations. Then they prove the existence
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of a global solution of an approximate problem by deriving appropriate estimates for
the solution with constants on the right-hand sides independent of the time horizon
of the local solution. The derived estimates give the convergence of the approximate
solutions to functions u, η ∈ L∞([0, T ] × [0, 1]) ∩ C1([0, T ];L2(0, 1)) such that ηuξ ∈
L∞([0, T ] × [0, 1]) ∩ C1/2([0, T ]; L2(Ω)) for any T and such that (u, η) is a global weak
solution of problem (3.90)–(3.93). This global solution is obtained under the assumptions
that u0 ∈ C([0, 1]), η0 ∈ C([0, 1]), η0(ξ) > 0 for 0 ≤ ξ < 1, η0(1) = 0 and some other
assumptions concerning the initial data.

3.2.2. Spherically symmetric motion of a viscous heat-conducting fluid. Fujita-Yashima
and Benabidallah [FBen] consider the motion of a viscous heat-conducting ideal gas
which is symmetric with respect to the origin. They assume that the gas occupies the
domain between two surfaces: the rigid surface {|x| = rΓ } (rΓ > 0) and the free surface
{|r| = r1(t)} (rΓ < r1 <∞). If n = 1 the motion is one-dimensional; if n = 2 the motion
is axially symmetric; if n ≥ 3 the motion is spherically symmetric. Therefore the following
system of equations is considered:

%(vt + vvr)− µ
(
vrr + (n− 1)

1
r
vr − (n− 1)

1
r2 v

)
(3.94)

+R(%θ)r = %f, for rΓ < r < r1(t), t ∈ (0, T ),

%t + (%v)r + (n− 1)
1
r
%v = 0, for rΓ < r < r1(t), t ∈ (0, T ),(3.95)

%cv(θt + vθr)− κθrr − (n− 1)
1
r
θr(3.96)

+R%θ(vr + (n− 1)
1
r
v)

= µ

(
vr + (n− 1)

1
r
v

)2

− 4(n− 1)µ′
1
r
vvr

− 2(n− 1)(n− 2)µ′
1
r2 v

2, for rΓ < r < r1(t), t ∈ (0, T ),

with the boundary conditions

v|r=rΓ = 0 for t ∈ (0, T ),(3.97)

θr|r=rΓ = 0 for t ∈ (0, T ),(3.98) {
µ

(
vr + (n− 1)

1
r
v

)
− 2(n− 1)µ′

1
r
v −R%θ

}∣∣∣∣
r=r1(t)

= 0 for t ∈ (0, T ),(3.99)

θr|r=r1(t) = 0 for t ∈ (0, T )(3.100)

and with the initial conditions

(3.101) v|t=0 = v0(r), %|t=0 = %0(r), θ|t=0 = θ0(r) for rΓ < r < r1(0),

where µ = 2(n−1)
n µ′ + ζ; µ′ ≥ 0 and ζ > 0 are viscosity coefficients; cv is the constant

specific heat at constant volume, rΓ > 0.
As before, to prove global existence and uniqueness for problem (3.94)–(3.101) it is

useful to write it in Lagrangian mass coordinates. First, using the methods of Kazhikov
[Kaz1, Kaz2], under the assumptions that the total mass of the fluid is 1 and that
u0,ϑ0 ∈ C2+α(Ω), η0 ∈ C1+α(Ω), α ∈ (0, 1), f ∈ C2([rΓ ,∞)), inf0≤ξ≤1 η0(ξ) > 0,
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inf0≤ξ≤1 ϑ0(ξ) > 0, u0|ξ=0 = 0, ϑ0ξ|ξ=0,1 = 0, [µη0(rn−1
0 u0)ξ−2(n−1)µ′ 1

r0
u0−Rη0ϑ0]|ξ=1

= 0, Fujita-Yashima and Benabidallah prove the global existence and uniqueness of a solu-
tion such that u, ϑ ∈ C2+α,1+α/2(Ω× [0, T ]), η ∈ C1+α,1+α/2(Ω× [0, T ]). Here Ω = (0, 1);
u0, ϑ0, η0 are the initial data v0, θ0 and %0, respectively, written in Lagrangian mass
coordinates; u, ϑ, η are the velocity, temperature and density of the fluid written in
Lagrangian mass coordinates, and T > 0 is arbitrary.

Using the above global existence result and the argument of [FPadNov] Fujita-Yashima
and Benabidallah prove then the existence of a unique global weak solution. More pre-
cisely, they prove the following theorem.

Theorem 3.7. Let η0(ξ) ≥ 0 for ξ ∈ Ω, ess sup0≤ξ≤1 η0(ξ) < ∞, η−1
0 ∈ L1(Ω), u0 ∈

L4(Ω), η1/2
0 u0ξ ∈ L2(Ω), ϑ0 ∈ L2(Ω), inf0≤ξ≤1 ϑ0(ξ) ≥ 0, f ∈ C([rΓ ,∞))∩L∞([rΓ ,∞)),

F (s) =
� s
rΓ
f(s′) ds′ ∈ L∞([rΓ ,∞)), nµ > 2(n − 1)µ′. Moreover , assume that there

exists δ > 0 and KA > 0 such that for almost every ξ ∈ Ω there exists an interval
I(ξ) with the properties : ξ ∈ I(ξ), |I(ξ)| = δ, η0(ξ) ≤ KAη0(ξ′) for almost every ξ′ ∈
I(ξ). Then for every 0 < T < ∞ there exists a weak solution of problem (3.94)–(3.101)
such that u ∈ L∞(0, T ;L4(Ω)), ϑ ∈ L∞(0, T ;L2(Ω)), η ∈ L∞(ΩT ); ut, (η(µ(rn−1u)ξ −
Rϑ))ξ ∈ L2(0, T ;L2(Ω)); ηt, η

1/2
0 (rn−1u)ξ ∈ L∞(0, T ;L2(Ω)); η1/2

0 ϑξ ∈ L2(0, T ;L2(Ω));
r ∈ C(Ω × [0, T ]) and for every t ∈ [0, T ] the function r(ξ, t) is strictly increasing with
respect to ξ, where r(ξ, t) = r0(ξ) +

� t
0
u(ξ, t′) dt′, r0(ξ) = [rnΓ + n

� ξ
0

1
η0(ξ′) dξ

′]1/n, ξ ∈ Ω,
t ∈ [0,∞). Moreover , there exist constants J1, J2 such that 0 < J1 ≤ J2 < ∞ and
J1 ≤ η(ξ, t)/η0(ξ) ≤ J2 for almost every (ξ, t) ∈ Ω × [0, T ].

In [D1, D4] the three-dimensional spherically symmetric version of problem (3.71),
(3.72), (3.80), (3.81), (3.74)–(3.76), (3.83), (3.77), (3.84), (3.79) and (3.85) with a hard
core at r = rΓ is considered. By the methods of [Kaz1, Kaz2] and [FBen] the global
existence and uniqueness of a classical solution is proved. This result is analogous to that
from [FBen] (for the case of the initial density and initial temperature greater than zero).
Moreover, the asymptotic behaviour of a solution is examined in [D4].

4. Two- and three-dimensional free boundary problems
for a drop of an incompressible fluid

This section is concerned with a free boundary problem for a drop of an incompressible
fluid. The problem is to find a bounded domain Ωt ⊂ Rn, n = 2, 3, a velocity vector field
v = v(x, t) (v = (v1, . . . , vn)) and a pressure p = p(x, t), satisfying the following system
with boundary and initial conditions:

vt + (v · ∇)v − ν∆v +∇p = f + k∇U, x ∈ Ωt, t ∈ (0, T ),(4.1)

div v = 0, x ∈ Ωt, t ∈ (0, T ),(4.2)

Tn− σHn = −p0(x, t)n, x ∈ St, t ∈ (0, T ),(4.3)

v · n = −φt/|∇φ|, x ∈ St, t ∈ (0, T ),(4.4)

v(x, 0) = v0(x), x ∈ Ω0 ≡ Ω,(4.5)
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where T > 0, n is the unit outward vector normal to the boundary St = ∂Ωt; φ(x, t) = 0
describes St at least locally; f = f(x, t) is the external force field per unit mass; U(x, t) =�
Ωt
|x − y|−1 dy is the self-gravitational potential; p0 = p0(x, t) is the external pressure;

v0 is the given initial velocity; Ω is the given initial domain; ν, k and σ are the constant
coefficients of viscosity, of gravitation and of surface tension, respectively.

By T = T(v, p) we denote the stress tensor of the form

(4.6) T(v, p) = {Tij}i,j=1,...,n = {−pδij + 2νSij(v)}i,j=1,...,n,

where S(v) = { 1
2 (vixj + vjxi)}i,j=1,...,n is the velocity deformation tensor, and I =

{δij}i,j=1,2,3 is the unit matrix.
Moreover, in the three-dimensional case H = H(x, t) is the double mean curvature of

St at the point x, which is negative for convex domains and which can be expressed as

(4.7) Hn = ∆St(t)x,

where ∆St(t) is the Laplace–Beltrami operator on St.
Let St be determined locally by x = x(s1, s2, t), (s1, s2) ∈ V ⊂ R2, where V is an

open set. Then

(4.8) ∆St(t) = g−1/2 ∂

∂sα

(
g1/2gαβ

∂

∂sβ

)
, (α, β = 1, 2),

where g = det{gαβ}α,β=1,2, gαβ = ∂x
∂sα
· ∂x∂sβ , {gαβ} is the inverse matrix to {gαβ}.

In (4.8) and in what follows we assume the summation convention over repeated
indices.

In the two-dimensional case H denotes the curvature of St.
In view of equation (4.2) and the kinematic condition (4.4) the measure of Ωt is

conserved, i.e.

|Ωt| =
�

Ωt

dx =
�

Ω

dx = |Ω|.

4.1. Local existence. The papers concerned with local solutions of various special
cases of three-dimensional problem (4.1)–(4.5) are [MZaj1, MogSol, Sol4, Sol5, Sol7, Sol8,
Sol13].

The most often applied method to prove local existence is to write problem (4.1)–(4.5)
in Lagrangian coordinates ξ which are the initial data for the following Cauchy problem:

(4.9)
dx

dt
= v(x, t), x(0) = ξ, ξ = (ξ1, ξ2, ξ3).

As in the one-dimensional case, integrating (4.9) we obtain a transformation which con-
nects Eulerian x and Lagrangian ξ coordinates:

(4.10) x = x(ξ, t) ≡ ξ +
t�

0

u(ξ, t′) dt′ ≡ Xu(ξ, t),

where u(ξ, t) = v(Xu(ξ, t), t). From (4.4) we have Ωt = {x ∈ R3 : x = Xu(ξ, t), ξ ∈ Ω}
and St = {x ∈ R3 : x = Xu(ξ, t), ξ ∈ S}. Problem (4.1)–(4.5) in Lagrangian coordinates
has the form

ut − ν∇2
uu+∇uq = g + k∇uUu in ΩT ≡ Ω × (0, T ),(4.11)
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∇u · u = 0 in ΩT ,(4.12)

Tunu − σ∆u(t)Xu = −q0nu on ST ≡ S × (0, T ),(4.13)

u|t=0 = v0 in Ω,(4.14)

where q(ξ, t) = p(Xu(ξ, t), t), g(ξ, t) = f(Xu(ξ, t), t), q0(ξ, t) = p0(Xu(ξ, t), t), nu(ξ, t) =
n(Xu(ξ, t), t), ∇u = ξix∂ξi = (ξixj∂ξi)j=1,2,3, Tu(u, q) = −qI + Du(u), Du(u) =
ν{∂xiξk∂ξkuj + ∂xj ξk∂ξkui}i,j=1,2,3, (∂xiξk are the elements of the matrix ξx inverse to

xξ = I +
� t
0
uξ(ξ, t′) dt′), Uu(ξ, t) =

�
Ω

JXu(ξ′,t) dξ
′

|Xu(ξ,t)−Xu(ξ′,t)| , JXu is the Jacobian of transfor-
mation (4.10); ∆u is given by (4.8).

4.1.1. The case of σ = 0. Papers [MZaj1], [Sol4] and [Sol8] are devoted to the case
σ = 0. The results of all these papers are based on the solvability of the following
Cauchy–Neumann problem for the Stokes system:

ut − ν∆u+∇p = F in ΩT ,(4.15)

∇ · u = G in ΩT ,(4.16)

T(u, p)n0 = D on ST ,(4.17)

u|t=0 = v0 in Ω,(4.18)

where n0 is the unit outward normal vector to S.
Existence theorems for problem (4.15)–(4.18) can be found in [MZaj2], [Sol3] and

[Sol8]. In particular, in [Sol8] the following theorem is formulated.

Theorem 4.1. Let r > 3, S ∈ W
2−1/r
r , F ∈ Lr(ΩT ), G ∈ W 1,0

r (ΩT ), G = ∇ · R,
R ∈ Lr(ΩT ), Rt ∈ Lr(ΩT ), v0 ∈ W 2−2/r

r (Ω), D ∈ W 1−1/r,1/2−1/(2r)
r (ST ). Assume also

that D|t=0 = 0, G|t=0 = 0 and that the following compatibility conditions are satisfied :

∇ · v0 = 0 in Ω,(4.19)

S(v0)n0 − n0(n0 · S(v0)n0) = 0 on S.

Then there exists a unique solution of problem (4.15)–(4.18) such that u ∈ W 2,1
r (ΩT ),

p ∈ W 1,0
r (ΩT ), p ∈ W

1−1/r,1/2−1/(2r)
r (ST ). For this solution the following estimate is

satisfied :

(4.20) ‖u‖W 2,1
r (ΩT ) + sup

t≤T
‖u‖

W
2−2/r
r (Ω) + ‖p‖W 1,0

r (ΩT ) + ‖p‖
W

1−1/r,1/2−1/(2r)
r (ST )

≤ c(T )(‖F‖Lr(ΩT )+‖G‖W 1,0
r (ΩT )+‖Rt‖Lr(ΩT )+‖v0‖W 2−2/r

r (Ω)+‖D‖W 1−1/r,1/2−1/(2r)
r (ST )),

where c(T ) is an increasing positive function of T.

The proof of Theorem 4.1 is done in several steps. First, problem (4.15)–(4.18) with
F = 0, G = 0, v0 = 0 is considered in the halfspace x3 > 0. By applying the Fourier
transform with respect to x1, x2 and t, this problem becomes a system of ordinary
differential equations which can be easily solved. There are two different ways to obtain
estimates of a solution of the latter system. One of them, applied by Solonnikov [Sol2],
relies on calculating explicitly the inverse Fourier transform of the solution and expressing
it in the form of potentials. Then it can be estimated in suitable norms. The second
method, probably simpler, is used by Mucha and Zajączkowski [MZaj2] and relies on the
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direct estimation of this solution by means of the Marcinkiewicz multiplier theorem [Mar,
Mik].

Next, in the same way (by applying the Fourier transform) the existence of a unique
solution of the Cauchy problem with G = 0, v0 = 0 is proved. The results obtained for
these two problems give the existence theorem and the appropriate estimate for problem
(4.15)–(4.18) with F 6= 0, G 6= 0, D 6= 0, v0 = 0 in the halfspace.

The existence of a unique solution in a bounded domain and estimate (4.20) are proved
by using the technique of regularizers. Therefore problem (4.15)–(4.18) is considered
locally in a neighbourhood of either an interior point or a boundary point. The boundary
neighbourhood problem (4.15)–(4.18) is transformed to a problem in the halfspace, for
which the estimates obtained earlier can be used.

A theorem analogous to Theorem 4.1 concerning the solvability of problem (4.15)–
(4.18) in Hölder spaces is proved in [Sol3].

The solvability results for problem (4.15)–(4.18) and the method of successive approx-
imations are used to prove the existence of a unique solution to problem (4.11)–(4.14)
with σ = 0. The following problems are considered:

(4.21)

∂tum+1 − ν∇2um+1 +∇qm+1 = f(Xm(ξ, t), t)

+ ν(∇2
um −∇2)um + (∇−∇um)qm + k∇umUum in ΩT ,

∇ · um+1 = (∇−∇um) · um in ΩT ,

T(um+1, qm+1)n0 = T(um, qm)(n0 − num)

+ [T(um, qm)− Tum(um, qm)]num − p0(Xum(ξ, t), t)num in ΩT ,

um+1|t=0 = v0 in Ω,

wherem = 0, 1, . . . In (4.21), um and qm are treated as given functions, and u0 = 0, q0 = 0.
By applying Theorem 4.1 to problems (4.21) Solonnikov [Sol8] proved the following

local existence theorem for the case without the self-gravitational force (i.e. for k = 0).

Theorem 4.2. Assume that p0 = 0 and the function f(x, t) defined for x ∈ R3, 0 ≤
t ≤ T0 is bounded and satisfies the Lipschitz condition with respect to x. Let r > 3,
v0 ∈ W 2−2/r

r (Ω), S ∈ W 2−1/r
r and let compatibility conditions (4.18) be satisfied. Then

there exists a unique solution u ∈ W 2,1
r (ΩT1), q ∈ W 1,0

r (ΩT1) of problem (4.11)–(4.14),
where T1 ≤ T0 depends on ‖v0‖W 2−2/r

r (Ω) and sup |f(x, t)| (T1 is a decreasing function of
these norms). In the case T0 =∞ we have T1 →∞ if the above norms tend to zero.

In the case of k > 0 and p0 = const, the local existence theorem with the same regu-
larity of a solution as in Theorem 4.2 was proved by Mucha and Zajączkowski [MZaj1].

It should be underlined that the regularity of the local solution obtained in [Sol8] and
[MZaj1] is the sharp regularity for this problem in the Lr-approach with r > 3.

In the two-dimensional case Theorem 4.2 holds with r > 2.
The local solvability of problem (4.11)–(4.14) in Hölder spaces has been examined by

Solonnikov [Sol4], where by using the results of [Sol2, Sol3] the following theorem has
been proved.

Theorem 4.3. Let k = 0, S ∈ C2+α, v0 ∈ C2+α(Ω), f ∈ Cα,α/2(R3 × (0, T )), fx ∈
Cα,α/2(R3× (0, T )), p0 ∈ C̃1+α

β (R3× (0, T )), p0x ∈ C̃1+α
β (R3× (0, T )); α, β ∈ (0, 1). Then
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there exists a unique solution of problem (4.11)–(4.14) such that u ∈ C2+α,1+α/2(ΩT
′
),

q ∈ C̃1+α
β (ΩT

′
), where

T ′ = {t ≤ T : c(1 +R(t))(2+α)/(1+α)R(t)ec(1+R(t))(2+α)/(1+α)
(t+ tγ) ≤ δ},

γ = min((1− α)/2, β/2), δ ≤ 1/8,

R(t) = ‖v0‖C2+α(Ω) + c1‖f‖Cα,α/2(R3×(0,T )) + c2‖p0‖C̃1+α
β (R3×(0,T ));

c1 > 0 and c2 > 0 are constants independent of t.

4.1.2. The case of σ > 0. Local existence theorems in the case of σ > 0 can be found in
[MogSol, Sol5, Sol7, Sol13, Scw]. Paper [Sol7] is a review of results concerning both local
and global existence for problem (4.11)–(4.14). Similarly to the case without the surface
tension the basis of proof of local existence is an existence result for the linear problem
(4.15), (4.16), (4.18) with the boundary condition

(4.22) T(u, p)n0 − σn0

(
n0 ·∆S

t�

0

u dt′
)

= D(x, t) on ST .

To obtain estimates necessary to prove existence it is convenient to project condi-
tion (4.22) onto the tangent plane and onto the normal direction to S. Then boundary
condition (4.22) can be written in the form

νΠ0S(u)n0 = Π0D on ST ,(4.23)

n0 · Tn0 − σn0 ·∆S

t�

0

u dt′ = n0 ·D on ST ,(4.24)

where Π0f = f − n0(n0 · f).
The solvability result for problem (4.15)–(4.16), (4.18), (4.23)–(4.24), obtained in

[Sol11] (see Theorem 1.1 of [Sol11]), yields the existence of a unique solution of this
problem such that u ∈ W 2+α,1+α/2

2 (ΩT ), p ∈ Wα,α/2
2 (ΩT ), ∇p ∈ Wα,α/2

2 (ΩT ), p|ST ∈
W

α+1/2,α/2+1/4
2 (ST ) (with α ∈ (1/2, 1)), satisfying the estimate

(4.25) ‖ut‖(α,α/2)
ΩT

+
∑

|α|=2

‖Dα
ξ u‖(α,α/2)

ΩT
+
∑

i

‖uξi‖L2(ΩT )

+ ‖u‖L2(ΩT ) + ‖∇p‖(α,α/2)
ΩT

+ ‖p‖(α,α/2)
ΩT

+ ‖p‖
W
α+1/2,α/2+1/4
2 (ST )

≤ c(T )(‖F‖(α,α/2)
ΩT

+ ‖G‖Wα+1,0
2 (ΩT ) + ‖R‖

W
0,α/2+1
2 (ΩT ) + T−α/2‖Rt‖L2(ΩT )

+ ‖Π0D‖Wα+1/2,α/2+1/4
2 (ST ) + ‖D′‖

W
α+1/2,α/2+1/4
2 (ST )

+ T−α/2‖D′‖
W
α/2,0
2 (ST ) + σ‖D′′‖(α−1/2,α/2−1/4)

ST
+ ‖v0‖Wα+1

2 (Ω)),

where it was assumed that n0 ·D = D′ + σ
� t
0
D′′ dt′, and c(T ) is a positive continuous

nondecreasing function of T .
The general method of proof of this result is similar to the method applied in the

proof of Theorem 4.1. The differences in these proofs arise from the fact that necessary
estimates are derived in different Sobolev–Slobodetskĭı spaces.
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The existence theorem for problem (4.15)–(4.16), (4.18), (4.23)–(4.24) is applied to
prove the solvability of the following auxiliary linear problem:

ut − ν∇2
wu+∇wq = F in ΩT ,(4.26)

∇w · u = G in ΩT ,(4.27)

νΠ0ΠwSw(u)nw = Π0D on ST ,(4.28)

n0 · Tw(u, q)nw − σn0 ·∆w(t)
t�

0

u dt′ = D′ + σ

t�

0

D′′ dt′ on ST ,(4.29)

u|t=0 = v0 in Ω,(4.30)

where Sw(u) = 1
2{∂xiξk∂ξkuj + ∂xjξk∂ξkui}i,j=1,2,3, Πwf = f − nw(nw · f), nw(ξ, t) =

n(Xw(ξ, t), t), Xw(ξ, t) = ξ +
� t
0
w(ξ, t′) dt′; ∆w(t) is given by (4.8) with x = Xw(ξ, t).

Using the method of successive approximations together with estimate (4.25) yields
the following theorem.

Theorem 4.4 (see Theorem 1.2 of [Sol13]). Let α ∈ (1/2, 1), S ∈ W
5/2+α
2 , F ∈

W
α,α/2
2 (ΩT ), ∇G ∈ Wα,α/2

2 (ΩT ), D ∈ Wα+1/2,α/2+1/4
2 (ST ), D′ ∈ Wα+1/2,α/2+1/4

2 (ST ),
D′′ ∈Wα−1/2,α/2−1/4

2 (ST ), v0∈W 1+α
2 (Ω). Let G=∇ · R, R∈L2(ΩT ), Rt∈W 0,α/2

2 (ΩT )
and assume that the following compatibility conditions are satisfied :

∇ · v0 = G(ξ, 0), νΠ0S(v0)n0|ξ∈S = Π0D|t=0.

Moreover , assume that w ∈ W 2+α,1+α/2
2 (ΩT ) and T 1/2‖w‖

W
2+α,1+α/2
2 (ΩT ) ≤ δ with suf-

ficiently small δ. Then there exists a unique solution of problem (4.26)–(4.30) such that
u ∈ W 2+α,1+α/2

2 (ΩT ), q ∈ Wα,α/2
2 (ΩT ),∇q ∈ Wα,α/2

2 (ΩT ), q|ST ∈ Wα+1/2,α/2+1/4
2 (ST )

and estimate (4.25) holds with c = c′ + c′′T 1/2−α/2‖w(·, 0)‖Wα
2 (Ω); c′ and c′′ are positive

continuous nondecreasing functions of T.

Now, Theorem 4.4 and the method of successive approximations imply the following
theorem, proved in [Sol13].

Theorem 4.5. Let α ∈ (1/2, 1), S ∈ W 5/2+α
2 , p0 = 0, v0 ∈ W 1+α

2 (Ω) and the following
compatibility conditions are satisfied :

∇ · v0 = 0 in Ω, νΠ0S(v0)n0 = 0 on S.

Assume that the vector field f(x, t) is continuously differentiable with respect to x in
R3×(0, T0) and satisfies the Lipschitz condition with respect to x and the Hölder condition
with exponent β ≥ 1/2 with respect to t. Then there exists a unique solution of problem
(4.11)–(4.14) such that u ∈ W

2+α,1+α/2
2 (ΩT

′
), q ∈ W

α,α/2
2 (ΩT

′
), ∇q ∈ W

α,α/2
2 (ΩT

′
),

q|ST ′ ∈ W
α+1/2,α/2+1/4
2 (ST

′
), where T ′ ≤ T0. T

′ depends on the mean curvature of S
and the norms of f and v0.

In the earlier paper of Solonnikov [Sol5] the local existence theorem (analogous to
Theorem 4.5) is formulated for the case without the self-gravitational force.

In [MogSol] Mogilevskĭı and Solonnikov prove local solvability for problem (4.11)–
(4.14) with p0 = 0 in Hölder spaces.
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Schweizer [Scw] obtains local existence and uniqueness for small initial data by ap-
plying the semigroup approach.

4.1.3. The case of σ dependent on the temperature. Papers [LagSol], [Sol12] and [Wag]
are concerned with the local motion of a fluid bounded by a free boundary which is
under surface tension depending on the temperature. In this case the problem to solve is
as follows:

vt + (v · ∇)v − ν∆v +∇p = f, x ∈ Ωt, t ∈ (0, T ),(4.31)

div v = 0, x ∈ Ωt, t ∈ (0, T ),(4.32)

θt + (v · ∇)θ − κ∆θ = λ|S(v)|2 + r, x ∈ Ωt, t ∈ (0, T ),(4.33)

Tn− σ(θ)Hn = ∇τσ(θ), x ∈ St, t ∈ (0, T ),(4.34)

∂θ/∂n+ βθ = h, x ∈ St, t ∈ (0, T ),(4.35)

v · n = −φt/|∇φ|, x ∈ St, t ∈ (0, T ),(4.36)

v|t=0 = v0, θ|t=0 = θ0, x ∈ Ω,(4.37)

where θ = θ(x, t) is the temperature of the fluid; κ is the constant coefficient of heat
conductivity; λ and β are positive constants; σ(θ) ≥ σ0 > 0 is the coefficient of surface
tension which is a smooth function of θ;∇τσ = ∇σ−n ∂θ∂n is the gradient of σ at the surface
St; f , r and h are given forces. Similarly to the case of σ independent of the temperature
we have to rewrite problem (4.31)–(4.37) using Lagrangian coordinates. Then the above
problem takes the form

ut − ν∇2
uu+∇uq = g in ΩT ,(4.38)

∇u · u = 0 in ΩT ,(4.39)

ϑt − κ∇2
uϑ− λ|Su(u)|2 = r1 in ΩT ,(4.40)

Tunu − σ(ϑ)∆u(t)Xu = (∇u − nu(nu · ∇u))σ(ϑ) on ST ,(4.41)

nu · ∇uϑ+ βϑ = h1 on ST ,(4.42)

u|t=0 = v0, ϑ|t=0 = θ0 in Ω,(4.43)

where r1(ξ, t) = r(Xu(ξ, t), t), h1(ξ, t) = h(Xu(ξ, t), t).
By using the estimates for solutions of linear boundary-value problems derived in

[MogSol] and the method of successive approximations the following theorem is proved
in [Sol12].

Theorem 4.6. Let Ω be a bounded domain with boundary S ∈ C3+α, α ∈ (0, 1), and let
r = h = 0, f ∈ Cα,(α+ε)/2(R3×(0, T )), fx ∈ Cα,(α+ε)/2(R3×(0, T )), where ε ∈ (0, 1−α).
For arbitrary θ0 ∈ C2+α(Ω), v0 ∈ C2+α(Ω) satisfying the compatibility conditions

∇ · v0 = 0 in Ω, ν(S(v0)n0 − n0(n0 · S(v0)n0) =
(
∇− n0

∂

∂n0

)
σ(θ0) on S,

∂θ0/∂n0 + βθ0 = 0 on S,

problem (4.38)–(4.43) has a unique solution in the interval (0, T ′), T ′ ≤ T, with the
following differentiability properties : u ∈ C2+α,1+α/2(ΩT

′
), θ ∈ C2+α,1+α/2(ΩT

′
), q ∈

C1+α,(1+α)/2(ST
′
), ∇q ∈ Cα,α/2(ΩT

′
). The magnitude of T ′ depends on the norms of

the data v0, θ0 and S.
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Local solvability of the above problem in Sobolev spaces is examined by Wagner [Wag].
He proves the local existence and uniqueness of a solution assuming that λ = 0, β = 0,
and that the forces f , r, h satisfy the conditions

�

Ωt

f dx = 0,
�

Ωt

r dx =
�

St

h dS.

Moreover, boundary condition (4.34) is replaced in his paper by

Tn−Ma Pr∇θ = 2 Cr−1 PrHn,

where Ma denotes the Marangoni number which gives the ratio of surface tension tractions
generated by temperature inhomogeneities at the surface to the dissipation and heat
conduction; Pr is the Prandtl number and Cr is the Crispation number.

The proof of the local existence in [Wag] is as follows. First, it is assumed that for
given data, a sufficiently smooth stationary solution has been found and by linearizing
around this solution, some estimates for the corresponding stationary problem are de-
rived. Next, by using the method of Rothe these estimates are carried over to estimates
for the nonstationary linear problem. Finally, by using the considerations for the non-
stationary linear problem and the Banach fixed point theorem, the nonlinear problem is
solved.

4.2. Global existence and stability. Global existence and stability theorems for the
three-dimensional problem (4.1)–(4.5) can be found in [Sol6, Sol8, Sol9, Sol10]. Moreover,
[Sol14] is concerned with global existence of solutions to problem (4.31)–(4.37).

4.2.1. The case of σ = 0. Let σ = 0, f = 0, p0 = 0, k = 0. The following theorem is
proved in [Sol8].

Theorem 4.7. Let r > 3, v0 ∈W 2−2/r
r (Ω); let compatibility conditions (4.19) be satisfied

and assume that �

Ω

v0 · η dξ = 0,

where η = a + b × ξ, and a and b are arbitrary constant vectors. If ‖v0‖W 2−2/r
r (Ω) ≤ ε,

where ε > 0 is a sufficiently small constant , then a solution of problem (4.11)–(4.14)
exists for all t > 0 and

(4.44) ‖u‖W 2,1
r (Qt,t+1) + ‖q‖W 1,0

r (Qt,t+1) + [q]Gt,t+1 ≤ c‖v0‖W 2−2/r
r (Ω)e

−µt,

where Qt,t+1 = Ω × (t, t+ 1), Gt,t+1 = S × (t, t+ 1), µ > 0 and

[q]Gt1,t2 =
( t2�

t1

dt′
t′�

0

‖q(ξ, t′)− q(ξ, t′ − h)‖rLr(S)
dh

h(1+r)/2

)1/r

.

Now, we present the main steps of the proof from [Sol8].

Proof of Theorem 4.7

Step 1. The first step is to derive the following conservation laws satisfied by a solution
of problem (4.1)–(4.5):
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�

Ωt

v · (a+ b× x) dx =
�

Ω

v0 · η dξ (momentum conservation law),(4.45)

d

dt

�

Ωt

|v|2 dx+ νE(v) = 0 (energy conservation law),(4.46)

where E(v) =
∑3

i,j=1

�
Ωt

( ∂vi∂xj
+ ∂vj

∂xi
)2 dx. Equality (4.46) and the Korn inequality

‖v‖W 1
2 (Ωt) ≤ cE(v),

which holds in view of (4.45), yield

(4.47)
�

Ωt

|v|2 dx =
�

Ω

|u|2 dξ ≤ e−2µt
�

Ω

|v0|2 dξ,

where µ > 0 is a constant depending on ν and c.

Step 2. The following lemma holds.

Lemma 1 (see Theorem 4 of [Sol8]). Let u ∈ W 2,1
r (ΩT ), q ∈ W 1,0

r (ΩT ), q|ST ∈
W

1−1/r,1/2−1/(2r)
r (ST ) be the solution of (4.11)–(4.14) satisfying

(4.48)
T�

0

‖u‖W 2
r (Ω) dt+ sup

t≤T
‖u‖Lr(Ω) + sup

t≤T

T�

0

‖u‖W 2
r (Ω)

dt′

(t− t′)1/2−1/(2r)
≤ δ,

where δ > 0 is sufficiently small , and let 0 ≤ t0 ≤ t0 + 1 ≤ T . Then

(4.49) ‖u‖W 2,1
r (Q(λ)) + ‖q‖W 1,0

r (Q(λ)) + [q]G(λ) ≤ cλ−(7/4−3/(2r))‖u‖L2,r(Q(0)),

where Q(λ) = Ω × (t0 + λ, t0 + 1), λ ∈ (0, 1/2), G(λ) = S × (t0 + λ, t0 + 1), Q0 = Q(0),
‖u‖L2,r(Q(0)) = (

� t0+1

t0
‖u‖rL2(Ω) dt

′)1/r.

Proof. We multiply (4.11)–(4.14) by a function ζλ = ζλ(t) of class C∞ such that ζλ(t) = 1
for t ≥ t0 + λ, ζλ(t) = 0 for t ≤ t0 + λ/2 and 0 ≤ ζλ(t) ≤ 1, |ζ ′λ(t)| ≤ cλ−1, λ ∈ (0, 1/2).
Then the functions uλ = ζλu and qλ = ζλq satisfy a linear problem of the form (4.15)–
(4.18):

uλt − ν∇2uλ +∇qλ = ν(∇2
u −∇2)uλ + (∇−∇u)qλ + uζ ′λ(t) ≡ F,(4.50)

∇ · uλ = (∇−∇u) · uλ ≡ G,(4.51)

T(uλ, qλ)n0|ξ∈S = T(uλ, qλ)(n0 − nu) + [T(uλ, qλ)− Tu(uλ, qλ)]nu|ξ∈S ≡ D,(4.52)

uλ|t=t0 = 0(4.53)

Moreover, G = ∇ ·R, R = (I − ξx)uλ.
In view of Theorem 4.1 the following estimate holds:

(4.54) ‖uλ‖W 2,1
r (Q0) + ‖qλ‖W 1,0

r (Q0) + [qλ]G0

≤ c1(‖F‖Lr(Q0) + ‖G‖W 1,0
r (Q0) + ‖Rt‖Lr(Q0) + ‖D‖

W
1−1/r,1/2−1/(2r)
r (G0)),

where G0 = G(0) = S × (t0, t0 + 1).
Direct calculations by using (4.48) show that

‖F‖Lr(Q0) + ‖G‖W 1,0
r (Q0) ≤ δc2(‖uλ‖W 2,0

r (Q0) + ‖∇qλ‖Lr(Q0))(4.55)

+ c3λ
−1‖u‖Lr(Q(λ/2)),
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‖D‖
W

1−1/r,1/2−1/(2r)
r (G0) ≤ c4δ(‖uλ‖W 2,1

r (Q0) + ‖qλ‖W 1,0
r (Q0) + [qλ]G0),(4.56)

‖Rt‖Lr(Q0) ≤ c5δ‖uλt‖Lr(Q0) + δ[ε2r/(r+3)‖u‖W 2,0
r (Q(λ/2))(4.57)

+ (c6ε)−2r/(r−3)‖u‖Lr(Q(λ/2))],

where interpolation inequalities have been used.
Inequalities (4.54)–(4.57) yield, for sufficiently small δ,

(4.58) ‖uλ‖W 2,1
r (Q0) + ‖qλ‖W 1,0

r (Q0) + [qλ]G0

≤ 2c1c3λ−1‖u‖Lr(Q(λ/2)) + 2c1δ[ε2r/(r+3)‖u‖W 2,0
r (Q(λ/2)) + (c6ε)−2r/(r+3)‖u‖Lr(Q(λ/2))].

To estimate the first and third terms on the right-hand side of (4.58), the following
interpolation inequality is used:

‖u‖Lr(Ω) ≤ κ‖u‖W 2
r (Ω) + c7κ

−3/2(1/2−1/r)‖u‖L2(Ω)

with κ = ε1λ and κ = ε2, respectively. Consequently,

(4.59) ‖uλ‖W 2,1
r (Q0) + ‖qλ‖W 1,0

r (Q0) + [qλ]G0

≤ [2c1c3ε1 + 2c1δε2r/(r+3) + 2c1δε2(c6ε)−2r/(r+3)]‖u‖W 2,1
r (Q(λ/2))

+ c8λ
−7/4+3/2r‖u‖L2,r(Q(λ/2))

≤ ε0‖u‖W 2,1
r (Q(λ/2)) + c8λ

−7/4+3/2r‖u‖L2,r(Q(λ/2)),

if we assume that 2c1c3ε1 + 2c1δε2r/(r+3) + 2c1δε2(c6ε)−2r/(r+3) ≤ ε0. Hence

U(λ) ≤ ε0U(λ/2) + c8λ
−7/4+3/2r‖u‖L2,r(Q0),

where U(λ) = ‖u‖W 2,1
r (Q(λ)). Therefore

U(λ) ≤ εj0U(λ/2j)(4.60)

+ c8λ
−7/4+3/2r‖u‖L2,r(Q0)[1 + ε027/4−3/2r + . . .+ (ε027/4−3/2r)j−1].

Assuming that ε0 < 23/2r−7/4 estimate (4.60) yields, as j →∞,

(4.61) U(λ) ≤ c8λ
−7/4+3/2r

1− ε027/4−3/2r
‖u‖L2,r(Q0).

Now (4.59) and (4.61) imply the assertion of the lemma.

Step 3. From Theorem 4.2 it follows that for ε sufficiently small there exists a solution
in the interval [0, 2] and moreover, the following inequality holds:

(4.62) ‖u‖W 2,1
r (Ω×(0,2)) + ‖q‖W 1,0

r (Ω×(0,2)) + [q]G0,2 ≤ c9‖v0‖W 2−2/r
r (Ω).

Hence

(4.63)
2�

0

‖u‖W 2
r (Ω) dt+ sup

t≤2

2�

0

‖u‖W 2
r (Ω)

dt′

(t− t′)1/2−1/(2r)
+ sup

t≤2
‖u‖Lr(Ω)

≤ c10‖v0‖W 2−2/r
r (Ω) ≤ δ/2,

if c10ε ≤ δ/2.

Step 4. Now, it remains to show that the solution can be extended step by step, first
to the interval (2, 3], next to (3, 4], etc. The proof is by induction.
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Assume that the solution exists for 0 ≤ t ≤ l (l ≥ 2) and that condition (4.48) with
the constant δ/2 is satisfied for 0 ≤ t ≤ l. As a consequence, the shape of Ωt changes in
[0, l], l > 2, no more than it does in [0, 2]. Hence, the Korn inequality holds in [0, l] with
the same constant as in [0, 2] and estimate (4.47) is satisfied for t ∈ [0, l]. Thus, Lemma 1
yields

(4.64) ‖u‖W 2,1
r (Q(j)) + ‖q‖W 1,0

r (Q(j)) + [q]G(j) ≤ c11‖v0‖L2(Ω)e
−µj for 1 ≤ j ≤ l − 1,

where Q(j) = Ω × (j, j + 1), G(j) = S × (j, j + 1).
Hence, by using the imbedding W 2,1

r (Q(j)) ⊂ C([j, j+ 1];W 2−2/r
r (Ω)) and by passing

to Eulerian coordinates we have

(4.65) ‖v(x, l)‖
W

2−2/r
r (Ωl)

≤ c12‖v0‖L2(Ω)e
−µl.

Under the assumption that ε is sufficiently small, estimate (4.65) and Theorem 4.2 imply
the existence of a unique solution to problem (4.1)–(4.5) for x ∈ Ωt, l ≤ t ≤ l + 1,
with the initial condition v(x, l). This solution is such that u(l) ∈ W 2,1

r (Ωl × (l, l + 1)),
q(l) ∈ W 1,0

r (Ωl × (l, l + 1)), where u(l) and q(l) denote v and p written in Lagrangian
coordinates ξ ∈ Ωl. Moreover, by (4.65) we get

‖u(l)‖W 2,1
r (Ωl)

≤ c13‖v‖W 2−2/r
r (Ωl)

≤ c13c12‖v0‖L2(Ω)e
−µl.

This way we have extended the solution to (l, l + 1] and by the above estimate we have

‖u‖W 2,1
r (Q(l)) ≤ c14‖v0‖L2(Ω)e

−µl.

Hence, assuming that ε is sufficiently small we obtain
l+1�

l

‖u‖W 2
r (Ω) dt+ sup

l≤t≤l+1
‖u‖Lr(Ω)+ sup

l≤t≤l+1

t�

l

‖u‖W 2
r (Ω)

dt′

(t− t′)1/2r′
≤ δ

2
for t ∈ (l, l + 1).

Thus, condition (4.48) with the constant δ is satisfied in [0, l + 1]. This implies that for
δ sufficiently small, the shape of Ωt changes for t ∈ [0, l + 1] no more than it does for
t ∈ [0, l]. Hence, inequality (4.47) for t ≤ l + 1 and estimate (4.64) are satisfied.

It remains to show that inequality (4.48) with the constant δ/2 is satisfied for t ∈
[0, l + 1]. By (4.64) we get

l+1�

0

‖u‖W 2
r (Ω) dt ≤

l∑

j=0

( j+1�

j

‖u‖rW 2
r (Ω) dt

)1/r

≤ c9‖v0‖W 2−2/r
r (Ω) + c14‖v0‖L2(Ω)

l∑

j=1

e−µj ≤ c15‖v0‖W 2−2/r
r (Ω),

‖u(ξ, t)‖Lr(Ω) ≤ ‖v0‖Lr(Ω) +
t�

0

‖uτ‖Lr(Ω)dτ ≤ (c15 + 1)‖v0‖W 2−2/r
r (Ω)

t�

0

‖u‖W 2
r (Ω)

dt′

(t− t′)1/2r′
≤ 21/r′c15‖v0‖W 2−2/r

r (Ω),

where r′ = r/(r− 1). Assume that ε is so small that [(21/r′ + 2)c16 + 1]ε ≤ δ/2. Then the
above estimates imply (4.48) with δ/2 in [0, l+1]. The proof of Theorem 4.6 is complete.
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4.2.2. The case of σ > 0. Now, we discuss the results of [Sol6, Sol9, Sol10, Sol14]. The
global existence of solutions to problem (4.1)–(4.5) in the case: σ > 0, k = 0, p0 = 0 is
proved in [Sol6]. The main result of that paper is the following theorem.

Theorem 4.8. Let the assumptions of Theorem 4.5 be satisfied and assume that f = 0.
Assume that Ω is diffeomorphic to a ball and S is described by the equation

|ξ| = R̃(ω), ω ∈ S1,

where S1 is the unit sphere. Moreover , assume that

‖v0‖W 1+α
2 (Ω) + ‖R̃−R0‖W 5/2+α

2 (S1) ≤ ε,

where R0 = (3|Ω|)1/3(4π)−1/3 is the radius of a ball of volume |Ω|. If ε > 0 is sufficiently
small then problem (4.1)–(4.5) has a solution for all t > 0 such that Ωt is diffeomorphic
to a ball and St is described by the equation |x| = R(ω, t), ω ∈ S1, t > 0. Moreover ,

(4.66) sup
t≥t1
‖R(·, t)−R0‖W 5/2+α

2 (S1) + sup
t≥t1
‖v‖W 2+α

2 (Ωt)

+ sup
t≥t1
‖vt‖Wα

2 (Ωt) + sup
t≥t1
‖p− q0‖W 1+α

2 (Ωt)

≤ c(t1)(‖v0‖L2(Ω) + |S| − 4πR2
0),

where t1 > 0, q0 = 2σ/R0, |S| is the area of S.

The general procedure used to prove the above thoerem is the same as in the case of
Theorem 4.7. However, there are major differences in details between the cases with and
without surface tension.

Proof of Theorem 4.8 (see [Sol6]).

Step 1. First, by using estimate (4.25) the following inequality is derived:

(4.67) ‖u‖
W

2+α,1+α/2
2 (ΩT ) + ‖q − q0‖Wα,α/2

2 (ΩT )

+ ‖q − q0‖W 1/2+α,1/4+α/2
2 (ST ) + ‖∇q‖

W
α,α/2
2 (ΩT )

≤ C(‖v0‖W 1+α
2 (Ω) + ‖H(·, 0) + 2/R0‖W 1/2+α

2 (S)),

where T > 0 is the time of local existence. Moreover, it follows from the proof of Theorem
4.5 (see [Sol13]) that if ε→ 0 then T →∞.

Step 2. The following lemma is proved.

Lemma 1. Let St (t ≤ T ) be described by the equation |x| = R(ω, t), ω ∈ S1 and let
the origin of coordinates coincide with the barycentre of Ωt. There exists a constant
δ̂ ∈ (0, 1/2) such that if

(4.68) sup
S1
|R(ω, t)− R0|+ sup

S1
|∇R(ω, t)| ≤ δ̂R0 for t ≤ T ,

where ∇ is the gradient on S1, then

(4.69)
�

S1

((R(ω, t)− R0)2 + |∇R(ω, t)|2)dω ≤ c1(|St| − 4πR2
0),

where c1 > 0 is a constant independent of δ and R0.
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Step 3. The following equation is considered:

(4.70) H[R] + 2/R0 = h(ω),

where H[R] is the double mean curvature of St expressed in spherical coordinates.

Lemma 2. Let α ∈ (1/2, 1) and let R ∈ W 3/2+α
2 (S1) be a solution of (4.70) satisfying

(4.68) with sufficiently small δ̂. If h ∈Wµ
2 (S1), µ ∈ (0, 1), then

‖R−R0‖W 2+µ
2 (S1) ≤ c2‖h‖Wµ

2 (S1) + c3‖R −R0‖L2(S1).

If h ∈W 1+µ1
2 (S1), µ1 ∈ (0, 1), then

(4.71) ‖R −R0‖W 3+µ1
2 (S1) ≤ c4‖h‖W 1+µ1

2 (S1) + c5‖R−R0‖L2(S1).

The constants c3 and c5 may depend on ‖R‖
W
α+3/2
2 (S1).

Step 4. As in the case σ = 0 the conservation laws for momentum and energy are crucial
to the proof. In this case the conservation laws have the forms:

d

dt

�

Ωt

v · (a+ b× x) dx = 0,(4.72)

d

dt

( �

Ωt

|v|2 dx+ 2σ|St|
)

+ νE(v) = 0.(4.73)

Integrating (4.72) yields
�

Ωt

v · (a+ b× x) dx =
�

Ω

v0 · (a+ b× ξ) dξ,

and integrating (4.73) and then using (4.69) (under the assumption (4.68)) gives

(4.74)
�

Ωt

|v|2 dx+
2σ
c1
‖R −R0‖2W 1

2 (S1) + ν

t�

0

E(v) dt′ ≤
�

Ω

|v0|2 dξ + 2σ(|S| − 4πR2
0).

Step 5. Now, the following estimate is derived for the local solution of (4.11)–(4.14) (see
Theorem 6 of [Sol6]):

(4.75) ‖u‖
W

2+α,1+α/2
2 (Q(λ)) + ‖q − q0‖Wα,α/2

2 (Q(λ))

+ ‖∇q‖
W
α,α/2
2 (Q(λ)) + ‖q − q0‖W 1/2+α,1/4+α/2

2 (G(λ))

≤ c6λ−s(‖u‖L2(Q(0)) + ‖R−R0‖L2(S1×(t0,T )),

under the assumption that T 1/2‖u‖
W

2+α,1+α/2
2 (ΩT ′ ) ≤ δ with δ sufficiently small. In (4.75),

λ ∈ (0, 1), t0 + λ < T, Q(λ) = Ω × (t0 + λ, T ), G(λ) = S × (t0 + λ, T ), t0 > 0, s > 0.

Proof of estimate (4.75 ). The above estimate is analogous to estimate (4.49) which holds
for the case σ = 0. To prove (4.75) we use the same function ζλ as before. Then the
functions uλ = uζλ and qλ = (q − 2σ

R0
)ζλ are the solution of the problem

uλt − ν∇2
uuλ +∇uqλ = uζ ′λ in ΩT ,(4.76)

∇u · uλ = 0 in ΩT ,(4.77)

Π0ΠuSu(uλ)nu = 0 on ST ,(4.78)
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n0 · Tu(uλ, qλ)nu − σn0 ·
t�

0

∆u(t′)uλ dt′(4.79)

= σ

t�

0

[
1
σ
ζ ′λ(t′)n0 · Tu

(
u, q − 2σ

R0

)
nu

+ ζλ(t′)n0 ·∆′u(t′)ξ + ζλ(t′)n0 ·∆′u(t′)
t′�

0

u dt′′

+
2
R0

ζλ(t′)
∂

∂t′
(n0 · nu)

]
dt′

≡ σ
4∑

i=1

t�

0

Bi dt
′ on ST ,

uλ|t=0 = 0 in Ω,(4.80)

where ∆′u denotes the operator obtained from ∆u by differentiation of the coefficients
with respect to t.

For the solution (uλ, qλ) of problem (4.76)–(4.80) inequality (4.25) is satisfied. To ob-
tain (4.75) it suffices to estimate the norms ‖Bi‖Wα−1/2,α/2−1/4

2 (ST ). By direct calculations
one can get

(4.81) ‖uλ‖W 2+α,1+α/2
2 (ΩT )+‖∇qλ‖Wα,α/2

2 (ΩT )+‖qλ‖Wα,α/2
2 (ΩT )+‖qλ‖Wα+1/2,α/2+1/4

2 (ST )

≤ c(λ−1‖u‖
W
α,α/2
2 (Q(λ/2)) + λ−3/4−α/2‖u‖L2(Q(λ/2)) + λ−1‖Dξu‖Wα−1/2,α/2−1/4

2 (G(λ/2))

+ λ−3/4−α/2‖Dξu‖L2(G(λ/2)) + λ−α/2+1/4‖D2
ξu‖L2(G(λ/2))

+ λ−1‖q − 2σ/R0‖Wα−1/2,α/2−1/4
2 (G(λ/2)) + λ−3/4−α/2‖q − 2σ/R0‖L2(G(λ/2))).

To estimate ‖q − 2σ/R0‖L2(G(λ/2)) the boundary condition nu · Tu(u, q − 2σ/R0)nu =
σ(H + 2/R0) is used. Thus, applying an interpolation inequality we have

(4.82) ‖q − 2σ/R0‖L2(G(λ/2) ≤ c‖Dξu‖L2(G(λ/2)) + σ‖H + 2/R0‖L2(G(λ/2)

≤ c
[
‖Dξu‖L2(G(λ/2)) +

( T�

t0

‖R−R0‖2W 2
2 (S1) dt

)1/2]

≤ c‖Dξu‖L2(G(λ/2)) + κα−1/2
( T�

t0

‖R−R0‖2W 3/2+α
2 (S1)

)1/2
+ cκ−2

( T�

t0

‖R−R0‖2L2(S1)

)1/2
,

where κ is a sufficiently small constant. Next, using Lemma 2 from Step 3 and the
boundary condition yields

(4.83) ‖R −R0‖W 3/2+α
2 (S1) ≤ c(‖H[R] + 2/R0‖Wα−1/2

2 (S1) + ‖R−R0‖L2(S1))

≤ c(‖q − 2σ/R0‖Wα−1/2
2 (S) + ‖Dξu‖Wα−1/2

2 (S) + ‖R−R0‖L2(S1)).

Combining (4.82) and (4.83) we obtain

(4.84) ‖q − 2σ/R0‖L2(G(λ/2)) ≤ c[κα−1/2(‖Dξu‖Wα−1/2,α/2−1/4
2 (G(λ/2))

+ ‖q − 2σ/R0‖Wα−1/2
2 (G(λ/2))) + ‖Dξu‖L2(G(λ/2)) + κ−2‖R−R0‖L2(S1×(t0,T ))].
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Taking into account (4.81), (4.84) and using appropriate intepolation inequalities to the
norms ‖Dξu‖L2(G(λ/2)), ‖Dξu‖Wα−1/2,α/2−1/4

2 (G(λ/2)), ‖u‖
W
α,α/2
2 (Q(λ/2)) and

‖q − 2σ/R0‖Wα−1/2,α/2−1/4
2 (G(λ/2)) we get

U(λ) ≤ εU(λ/2) + C(ε)λ−s(‖u‖L2(Q(0)) + ‖R−R0‖L2(S1×(t0,T ))),

where s=( 3
2+α) 2+α

1+α , ε<2−s, U(λ)=‖u‖
W

2+α,1+α/2
2 (Q(λ))+‖q−2σ/R0‖Wα+1/2,α/2+1/4

2 (G(λ))

+ ‖∇q‖
W
α,α/2
2 (Q(λ)) + ‖q − 2σ/R0‖Wα,α/2

2 (Q(λ)). Hence

U(λ) ≤ C(ε)λ−s

1− 2sε
(‖u‖L2(Q(0)) + ‖R−R0‖L2(S1×(t0,T ))).

The last inequality coincides with (4.75).

Step 6. Now define the differences u(s)(ξ, t) = uλ(ξ, t)−uλ(ξ, t−s), q(s)(ξ, t) = qλ(ξ, t)−
qλ(ξ, t − s) (where s < t0, λ = (T + t0)/2). The functions u(s) and q(s) satisfy a linear
problem which is implied by problem (4.76)–(4.80). Therefore, estimate (4.25) applied to
u(s) and q(s) and (4.75) yield the inequality

(4.85) ‖u(s)‖
W

2+α,1+α/2
2 (Q(λ)) + ‖∇q(s)‖

W
α,α/2
2 (Q(λ)) + ‖q(s)‖

W
α,α/2
2 (Q(λ))

+ ‖q(s)‖
W

1/2+α,1/4+α/2
2 (G(λ))

≤ c7(‖u‖L2(Q(0)) + ‖R−R0‖L2(S1×(t0,T )))s
β ,

where β > 1/2. From (4.85) and the imbedding properties in Besov spaces we get the
estimate

(4.86) sup
t1<t<T ′

‖u‖W 2+α
2 (Ω) + sup

t1<t<T ′
‖q − q0‖W 1+α

2 (Ω)

≤ c8(‖u‖L2(Q(0)) + ‖R−R0‖L2(S1×(t0,T ))) for t1 > t0.

Step 7. Assume that ε is so small that problem (4.11)–(4.14) is locally solvable in the
interval (0, 1) and estimate (4.67) holds. Then estimates (4.74), (4.75) and (4.86) imply

(4.87) ‖v(x, t)‖W 1+α
2 (Ωt)

≤ c9ε, t ∈ (t0, 1].

Moreover, estimates (4.71), (4.69) and (4.86) give

(4.88) ‖R(ω, t)−R0‖W 5/2+α
2 (S1) ≤ c10ε, t ∈ (t0, 1].

Estimates (4.87)–(4.88) enable extending the solution to the interval (1, 2] if ε > 0 is
sufficiently small. Then it is shown by induction that in view of the estimates and relations
occurring in Steps 1–6 the solution can be extended for t > 0.

In [Sol9] Solonnikov considers the same problem as in [Sol6], but he also studies the
asymptotic behaviour of the solution as t→∞. He proves that under the assumptions of
Theorem 4.8 and assuming that

�
Ω
v0 dξ = 0, the solution of problem (4.1)–(4.5) tends

as t→∞ to a quasi-stationary solution of this problem which corresponds to a rotation
of the fluid as a rigid body around the axis parallel to the vector m =

�
Ω

(v0× ξ) dξ. The
free boundary then tends to an equilibrium figure.
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The two-dimensional case is analyzed in detail and it is shown that in this case the
equilibrium figure is the circle S∞ = {x : |x| = R0}. Moreover, it is proved that

v → v∞ = a(x1,−x2), p→ p∞ =
a2

2
|x|2 +

σ

R0
− a2

2
R2

0 as t→∞,

where a = 2b(πR4
0)−1, b =

�
Ω
v0 · (ξ2,−ξ1) dξ. The above convergence is uniform in x.

Moreover, the first derivatives of v with respect to x tend uniformly to the first derivatives
of v∞.

The case when the self-gravitational force exists, i.e. when k > 0, is considered in
[Sol10]. The method used to prove global existence in this case is the same as for the case
k = 0. Under the assumption that f = 0 the momentum conservation law (4.72) holds,
and the energy conservation law takes the form

(4.89)
d

dt

( �

Ωt

|v|2 dx+ 2σ|St| − k
�

Ωt

�

Ωt

dxdy

|x− y|

)
+ νE(v) = 0.

Under the assumptions of Lemma 1 from the proof of Theorem 4.8, equality (4.89) and
the above-mentioned Lemma 1 yield the following estimate analogous to (4.74):

(4.90)
�

Ωt

|v|2 dx+(C1σ+C2k)
�

S1

(R(ω, t)−R0)2dω+C3σ
�

S1

|∇R(ω, t)|2dω+ν
t�

0

E(v) dt′

≤
�

Ω

|v0|2 dξ + (C4σ + C5k)
�

Ω

(R(ω, 0)−R0)2dω + C6

�

S1

|∇R(ω, 0)|2dω,

where Ci (i = 1, . . . , 6) are positive constants; ∇ is the gradient on S1.
It is proved that in this case estimates (4.75) and (4.86) also hold with q replaced

by q′ = q − kUu − 2σ/R0 + (4/3)πkR2
0 and with the right-hand sides replaced by

C7λ
−s(‖u‖L2(Q(0))+(σ+k)‖R−R0‖L2(S1×(t0,T ))+σ‖∇R‖L2(S1×(t0,T )) and C8(‖u‖L2(Q(0))

+ ‖R−R0‖L2(S1×(t0,T )) + ‖∇R‖L2(S1×(t0,T )), respectively. Thus, estimate (4.86) has the
following form in this case:

(4.91) sup
t1<t<T

‖u‖W 2+α
2 (Ω) + sup

t1<t<T
‖ut‖L2(Ω) + sup

t1<t<T
‖q′‖W 1+α

2 (Ω)

≤ C8(‖u‖L2(Q(0)) + ‖R−R0‖L2(S1×(t0,T ) + ‖∇R‖L2(S1×(t0,T )) for t1 > t0.

Therefore, the proof of global existence in this case can be done in the same way as in
the proof of Theorem 4.8. Thus, under the additional assumption that

�
Ω
v0 dξ = 0 the

assertion of Theorem 4.8 holds with p replaced by p′ = p− kU − 2σ/R0 + (4/3)πkR3
0.

Moreover, it is proved in [Sol10] that

v(x, t)−aη3(x)→ 0, R(ω, t)→ r(ω), p(x, t)→ p∞(x)=
a2

2
(x2

1+x2
2)+

2σ
R0
−4

3
πkR2

0+k1

as t→∞ and

Ω∞ = {x ∈ R3 : |x| < r(x/|x|)},
where η3(x) = (x2,−x1, 0); a = b(

�
Ω∞

(x2
1 + x2

2) dx)−1; b is such that
�
Ω

(v0 × ξ) dξ =
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(0, 0, b); r = %(ω) +R0 and % is the solution of the equation

(4.92)
σ

R0
(∆%+ 2%)− 4

3
πkR2

0%+ kR2
0

�

S1

%(ω′)
dω′

|ω − ω′| +R0k1 + %k1 = F.

In (4.92),

F =
σ

R0
(f∆%+∇f · ∇%)− 2σ|∇%|2√

g(r +
√
g)
− a2

2
r3(ω2

1 + ω2
2)

− k%(U∞(rω)− 4
3
πR2

0)− kr
1�

0

(1− s) d
2

ds2U(rω; s) ds

and k1 is defined by the equation

k1(4πR0 +Q[%]) =
�

S1

Fdω − 2σ
R0

Q[%]− 8
3
πkR2

0Q[%],

where Q[%] = − 1
R0

�
S1 %

2dω − 1
3R2

0

�
S1 %

3dω.

Moreover, in the above formulas ∇ is the gradient and ∆ is the Laplacian on S1;
g = r2 + |∇r|2, f = (2R0% + %2 + |∇%|2)/(

√
g(R0 +

√
g)), U∞(x) =

�
Ω∞
|x − y|−1 dy,

U(x; s) =
�
Ω(s)
|x− y|−1 dy, Ω(s) = {|x| < Rs(x/|x|)}, Rs = R0 + s%.

As before, the above convergence is uniform in x or ω. Moreover, the first derivatives
of v with respect to x tend uniformly to the first derivatives of v∞, and the first and
second derivatives of R tend uniformly to the first and second derivatives of r.

In [Sol10] Solonnikov examines the solvability of equation (4.92). It is shown that
if b is sufficiently small then there exists a solution % ∈ C∞(S1) of (4.92). Moreover,
this solution is unique in the class of functions % ∈ C2(S1) satisfying the inequality
supS1 |%| + supS1 |∇%| ≤ δR0 with sufficiently small δ and some other conditions which
are consequences of the conservation laws.

Paper [Sol14] is devoted to the case of σ depending on the temperature. The global
solvability of problem (4.31)–(4.37) in Hölder spaces is proved. More precisely, Solonnikov
proves the following theorem.

Theorem 4.9. Let Ω be a domain defined by the inequality |x| < R(ω, 0), ω = x/|x| with
R ∈ C3+α(S1), α ∈ (0, 1), let the assumptions of Theorem 4.6 be satisfied and assume
that f = 0. Moreover , assume that

‖v0‖C2+α(Ω) + ‖θ0‖C2+α(Ω) + ‖R(·, 0)−R0‖C3+α(S1) ≤ ε.
Then for sufficiently small ε there exists a solution of problem (4.31)–(4.37) with the prop-
erties : R ∈ C3+α,(3+α)/2(S1 × (0,∞)), Rt ∈ C2+α,(2+α)/2(S1 × (0,∞)), v ∈
C2+α,(2+α)/2(Q∞), ∇p ∈ Cα,α/2(Q∞), p ∈ C1+α,(1+α)/2(Σ∞), where Q∞ = {x ∈ Ωt :
t > 0}, Σ∞ = {x ∈ St : t > 0}.

The general scheme of proof is the same as in the case of σ = const. The crucial point
as usual are the conservation laws and their consequences. Moreover, assuming that the
solution of problem (4.31)–(4.37) is defined for t ∈ (0, t0 + 1) (where t0 ≥ 0), estimates
for higher order derivatives of w, s, θ (where w = v− v∞, s = p− p∞, v∞ and p∞ are the
same as above) are derived in the interval (t0 + 1/2, t0 + 1) in terms of lower order norms
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of these functions in the interval (t0, t0+1). To obtain these estimates Solonnikov uses the
theory of parabolic initial-boundary value problems developed in [Sol1] and [LadSolUr],
estimates from [Mog] and [MogSol] and interpolation inequalities.

5. Three-dimensional free boundary problem for a drop
of a compressible fluid

5.1. The motion of a compressible viscous barotropic fluid. This section is de-
voted to the motion of a fixed mass of a viscous compressible barotropic fluid bounded
by a free surface. Such a motion is described by the following system of equations with
boundary and initial conditions:

%[vt + (v · ∇)v]− divT(v, p) = %(f + k∇U), x ∈ Ωt, t ∈ (0, T ),(5.1)

%t + div(%v) = 0, x ∈ Ωt, t ∈ (0, T ),(5.2)

Tn− σHn = −p0(x, t)n, x ∈ St, t ∈ (0, T ),(5.3)

v · n = −φt/|∇φ|, x ∈ St, t ∈ (0, T ),(5.4)

v(x, 0) = v0(x), %(x, 0) = %0(x), x ∈ Ω0 ≡ Ω,(5.5)

where Ωt ⊂ R3 is a bounded domain at time t which is unknown together with the
velocity v = v(x, t) and the density % = %(x, t) of the fluid, T > 0. Moreover, p = p(%)
is the pressure, U is the self-gravitational potential which has the following form in this
case:

(5.6) U(x, t) =
�

Ωt

%(y, t)
|x− y| dy,

and H is the double mean curvature of St = ∂Ωt given by (4.7).
As before, by T = T(v, p) we denote the stress tensor which in the case of compressible

fluid has the form

(5.7) T(v, p) = {Tij}i,j=1,2,3 = {−pδij + 2µSij(v) + (ν − µ)δij div v}i,j=1,2,3,

where as in Section 4, S(v) = {Sij}i,j=1,2,3 is the velocity deformation tensor, I =
{δij}i,j=1,2,3 is the unit matrix, and µ and ν are the constant viscosity coefficients such
that ν > (1/3)µ > 0.

The remaining quantities in problem (5.1)–(5.5) have the same meaning as in problem
(4.1)–(4.5) of Section 4.

Since the fluid is compressible, from the continuity equation (5.2) and the kinematic
condition (5.4) it follows that the total mass of the fluid is conserved, i.e.

(5.8)
�

Ωt

%(x, t) dx =
�

Ω

%0(ξ) dξ = M,

where M is a constant.

5.1.1. Local existence. Local existence theorems for problem (5.1)–(5.5) can be found in
[SolT1, SolT2, StZaj, Zaj2, Zaj3, Zaj5]. In all these papers in order to prove the local
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existence of solutions, problem (5.1)–(5.5) is rewritten in Lagrangian coordinates ξ which
are the initial data of problem (4.9).

Let u(ξ, t) = v(Xu(ξ, t), t), η(ξ, t) = %(Xu(ξ, t), t), nu(ξ, t) = n(Xu(ξ, t), t), q0(ξ, t) =
p0(Xu(ξ, t), t), g(ξ, t) = f(Xu(ξ, t), t), where Xu(ξ, t) is given by (4.10). Then problem
(5.1)–(5.5) takes the following form in Lagrangian coordinates:

ηut − µ∇2
uu− ν∇u∇u · u+∇up(η) = η(g + k∇uUu) in ΩT ,(5.9)

ηt + η∇u · u = 0 in ΩT ,(5.10)

Tu(u, p)nu − σ∆u(t)Xu = −q0(ξ, t)nu on ST ,(5.11)

u|t=0 = v0, η|t=0 = %0 in Ω,(5.12)

where

Uu(ξ, t) =
�

Ω

η(ξ′, t)
|Xu(ξ, t)−Xu(ξ′, t)|JXu(ξ′,t) dξ

′,

Tu(u, p) = −pI + Du(u)

= {−p(η, ϑ)δij + µ(∂xiξk∂ξkuj + ∂xj ξk∂ξkui) + (ν − µ)δij∇u · u}i,j=1,2,3;

∇u, ∆u and ξx are defined in Section 4.
A local solution of the problem with the lowest possible regularity in the L2-approach

is obtained by Solonnikov and Tani [SolT1, SolT2]. In [SolT2] they prove the following
theorem.

Theorem 5.1. Let α∈(1/2, 1), S∈W 5/2+α
2 , v0∈W 1+α

2 (Ω), %0∈W 1+α
2 (Ω), infξ∈Ω %0(ξ)

≥ %∗ > 0, p ∈ C3(R+) and assume that f has continuous derivatives of order one and
two, p0 is three times continuously differentiable with respect to x and that f, fx satisfy
the Hölder condition with exponent β ≥ 1/2, and p0, p0x satisfy the Lipschitz condition
with respect to t. Moreover, assume that the following compatibility condition is satisfied :

−p(%0)n0 + (ν − µ)(∇ · v0)n0 + 2µS(v0)n0 = (σHn0 − p0n0)|t=0 on S,

where n0 is the unit outward vector normal to S. Then problem (5.9)–(5.12) has a unique
solution (u, η) ∈W 2+α,1+α/2

2 (ΩT
∗
)×C([0, T ];W 1+α

2 (Ω))∩W 1+α,1/2+α/2
2 (ΩT

∗
) on a finite

time interval (0, T ∗), the length of which depends on the data, i.e. on norms of f, p0, v0,

%0 and on the mean curvature of S.

Sketch of proof. First, the following linear problem is considered:

ut − %−1
0 (µ∆u+ ν∇ div u) = F in ΩT ,(5.13)

µΠ0S(u)n0 = Π0b1 on ST ,(5.14)

n0 · D(u)n0 − σn0 ·∆S

t�

0

u dt′ = b2 on ST ,(5.15)

u|t=0 = u0 in Ω,(5.16)

where D(u) = 2µS(u) + (ν − µ) div uI, Π0 is defined in Section 4. A solvability result
for the above problem is obtained. The method used to obtain the existence of a unique
solution for problem (5.13)–(5.16) is similar to the methods from [Sol5, Sol11, Sol13].
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Next, the following linear problem is studied:

ut − %−1
0 (µ∇2

wu+ ν∇w∇w · u) = F in ΩT ,(5.17)

µΠ0ΠwSw(u)nw = Π0b1 on ST ,(5.18)

n0 · Dw(u)nw − σn0 ·∆w(t)
t�

0

u dt′ = b2 on ST ,(5.19)

u|t=0 = u0 in Ω,(5.20)

where ΠwD = D−nw(nw ·D), Dw(u) = 2µSw(u)+(ν−µ)∇w ·uI, Sw(u) = 1
2{∂xiξk∂ξkuj+

∂xj ξk∂ξkui}i,j=1,2,3, nw(ξ, t) = n(Xw(ξ, t), t) and Xw(ξ, t) = ξ +
� t
0
w(ξ, t′) dt′.

By using the solvability result for problem (5.13)–(5.16) and the Banach fixed point
theorem the following lemma is proved.

Lemma. Let α ∈ (1/2, 1), S ∈W 2/3+α
2 , %0 ∈W 1+α

2 (Ω), %0 ≥ C0 > 0 and suppose that

T 1/2‖w‖(2+α,1+α/2)
ΩT

≤ δ,

where δ > 0 is sufficiently small. Then for arbitrary F ∈ W α,α/2
2 (ΩT ), u0 ∈ W 1+α

2 (Ω),
b1 ∈ W

α+1/2,α/2+1/4
2 (ST ) and b2 = b′ + σ

� t
0
B dt′ with b′ ∈ W

α+1/2,α/2+1/4
2 (ST ), B ∈

W
α−1/2,α/2−1/4
2 (ST ) satisfying the compatibility conditions

µΠ0S(u0)n0 = Π0b1|t=0 on S,

n0 · D(u0)n0 = b′|t=0 on S,

problem (5.17)–(5.20) is uniquely solvable in W 2+α
2 (ΩT ) and

‖u‖(2+α,1+α/2)
ΩT

≤ c(T )(‖F‖(α,α/2)
ΩT

+ ‖u0‖W 1+α
2 (Ω) + ‖b1‖Wα+1/2,α/2+1/4

2 (ST )(5.21)

+ ‖b′‖
W
α+1/2,α/2+1/4
2 (ST ) + σ‖B‖(α−1/2,α/2−1/4)

ST
),

where c(T ) is a nondecreasing function of T .

By using the fact that η(ξ, t) = %0(ξ) exp(−
� t
0
∇u · u dt′) = %0(ξ)J−1

Xu(ξ,t) and by
applying the above lemma together with the method of successive approximations, the
assertion of the theorem follows.

Local solvability of problem (5.9)–(5.12) in the case of σ = 0 and k > 0 is studied
by Ströhmer and Zajączkowski [StZaj]. By a method diffrent from that of Solonnikov
and Tani [SolT2] they obtain a local solution which is more regular than the solution
ensured by Theorem 5.1. Ströhmer and Zajączkowski consider first an auxiliary linear
problem in a bounded domain and prove by the Galerkin method the existence of a weak
solution of this problem. Next, they increase the regularity of the solution by applying
some regularization techniques.

Local solvability of problem (5.9)–(5.12) is also examined in papers of Zajączkowski
[Zaj2, Zaj3, Zaj5], in various function spaces. All these papers are devoted to the case
with the absence of the self-gravitating force, i.e. k = 0.

In [Zaj2] under the assumptions that %0 ∈ W l+1
2 (Ω), v0 ∈ W l+1

2 (Ω), f ∈ C l+1(R3 ×
(0, T )), S ∈ W l+5/2

2 , l > 3/2, l 6∈ Z and l/2 = n + 3/4 + κ, n ∈ N ∪ {0}, κ ∈ (0, 1/4)
it is proved that there exists a unique local solution (u, η) of problem (5.9)–(5.12) in the
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case of σ > 0. This solution is such that u ∈ W l+2,l/2+1
2,κ (ΩT ), η ∈ W l+1,l/2+1/2

2,κ (ΩT ) ∩
C([0, T ];Γ l+1

2 (Ω)).
In [Zaj5] using the results of [Zaj1] Zajączkowski proves local existence and uniqueness

of a solution (u, η) of problem (5.9)–(5.12) such that u ∈W 4,2
2 (ΩT ), η ∈ C([0, T ];Γ 3

0 (Ω)),
ηt ∈ L2(0, T ;W 3

2 (Ω)), ηtt ∈ L2(0, T ;W 1
2 (Ω)). This result is obtained for σ > 0, v0,

%0 ∈W 3
2 (Ω), 1/%0 ∈ L∞(Ω), S ∈W 7/2

2 and g ∈W 2,1
2 (ΩT ).

In [Zaj3] local solvability of problem (5.9)–(5.12) with σ = 0 in similar function spaces
to those in [Zaj2] is examined.

5.1.2. Global existence and stability
The case of σ = 0, k = 0 and p0 = const. There are only two papers concerning the
case of σ = 0, p0 = const and k = 0, i.e. [ZZaj10] and [Zaj3]. In both, the existence of a
global solution sufficiently close to an equilibrium state is proved. Moreover, the stability
of this equilibrium state is shown.

To define an equilibrium state consider the equation

(5.22) p(%) = p0,

where p ∈ C3(R+) and p′ > 0 for % > 0.

Definition 5.1. Let f = 0. By an equilibrium state we mean a solution (v, %) of problem
(5.1)–(5.5) such that v = 0, % = %e and Ωt = Ωe for t ≥ 0, where %e is a solution of (5.22)
and Ωe is a domain of volume |Ωe| = M/%e.

Before formulating the main result of [ZZaj10] some notation should be introduced.
We set

pσ = p− p0, %σ = %− %e, %σ0 = %0 − %e,
ϕ(t) = |v(t)|22,0,Ωt + |%σ(t)|22,0,Ωt ,

Φ(t) = |v(t)|23,1,Ωt + ‖%σ(t)‖2W 2
2 (Ωt)

+ ‖%σt(t)‖2W 2
2 (Ωt)

+ ‖%σtt(t)‖2W 1
2 (Ωt)

,

N(t) = {(v, %σ) : ϕ(t) <∞}, M(t) =
{

(v, %σ) : sup
0≤t′≤t

ϕ(t′) +
t�

0

Φ(t′) dt′ <∞
}
,

where

(5.23) |f(t)|l,k,Q ≡
∑

i≤l−k
‖∂itf(t)‖W l−i

2 (Q), l ∈ N ∪ {0}, Q ⊂ R3.

Then the global existence theorem proved in [ZZaj10] is as follows.

Theorem 5.2. Let f = 0, p ∈ C3(R+) with p′ > 0 for % > 0, (v, %σ) ∈ N(0), S ∈ W 5/2
2

and let the following compatibility condition be satisfied :

∂it{[D(v)− (p(%)− p0)]n}|t=0 = 0, i = 0, 1, on S.

Moreover , let the following assumptions be satisfied :

ϕ(0) ≤ ε;(5.24)

‖v0‖2L2(Ω) + ‖%σ0‖2L2(Ω) ≤ δ;(5.25)
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l > 0 is a constant such that %e− l > 0 and %1 < %0 < %2, where %1 = %e− l, %2 = %e + l;
�

Ω

%0v0 · (a+ b× ξ) dξ = 0,

where a and b are arbitrary constant vectors. Then for sufficiently small constants ε and
δ there exists a global solution of problem (5.1)–(5.5) such that (v, %σ) ∈M(t) for t > 0,
St ∈W 5/2

2 for t > 0 and

ϕ(t) ≤ cε for t > 0,

where c > 0 is a constant depending on %1, %2 and the form of p.

Sketch of proof

Step 1. The first step is to derive the following inequality for the local solution to the
problem considered:

(5.26) ‖u‖2AT,Ω + ‖ησ‖2BT,Ω
≤ ψ1(T )(‖%σ0‖2W 2

2 (Ω) + ‖v0‖2W 2
2 (Ω) + ‖ut(0)‖2W 1

2 (Ω) + ‖utt(0)‖2L2(Ω)),

where the spaces AT,Ω and BT,Ω are given by (5.79) and (5.80) below; T is the time of
local existence; ψ1 is a positive continuous increasing function of T. Inequality (5.26) is
derived by using Lemmas 3.5, 2.3 and Theorem 4.2 of [ZZaj9]. From (5.26) it follows that

(5.27) sup
0≤t′≤t

ϕ(t′) +
t�

0

Φ(t′) dt′ ≤ c1ϕ(0) for t ≤ T ,

where c1 > 0 is a constant depending on T and
� T
0
‖v‖2

W 3
2 (Ωt)

dt.

Step 2. For a sufficiently smooth local solution the following differential inequality can
be proved:

dϕ

dt
+ c2Φ ≤ c3

(
ϕ+

t�

0

‖v‖2W 3
2 (Ωt′ )

dt′
)

(5.28)

·
[
1 +

(
ϕ+

t�

0

‖v‖2W 3
2 (Ωt′ )

dt′
)2]

Φ+ c4‖pσ‖2L2(Ωt) for t ≤ T .

where ci (i = 2, 3, 4) are positive constants depending on %1, %2, ν, µ,
� t
0
‖v‖2

W 3
2 (Ωt′ )

dt′,
‖S‖

W
5/2
2

, T and the constants of imbedding theorems and Korn inequalities. Moreover,
ϕ is a function satisfying

(5.29) c5ϕ(t) ≤ ϕ(t) ≤ c6ϕ(t) for t ≤ T ,

where c5, c6 > 0 are constants depending on %1, %2 and the form of p.

Step 3. Inequalities (5.27)–(5.28), assumption (5.24) with ε sufficiently small and the
argument of Lemma 6.2 of [Zaj3] used to estimate the norm ‖pσ‖2L2(Ωt)

imply

(5.30) ϕ(t) ≤ c7ϕ(0)e−c8t for t ≤ T ,

where the positive constants c7 > 1 and c8 > 0 depend on the same quantities as c2,
c3, c4.
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Step 4. The following lemma is proved.

Lemma. If estimates (5.24) and (5.25) hold then

‖v‖2L2(Ωt) + ‖%σ‖2L2(Ωt) ≤ c9ε
2 + c10c11δ for t ≤ T ,

where c10 and c11 are positive constants depending on %1, %2 such that

1
c11

(‖v‖2L2(Ωt) + ‖%σ‖2L2(Ωt)) ≤
1
2

�

Ωt

(
%v2 +

p1

%
%2
σ

)
dx

≤ c10(‖v‖2L2(Ωt) + ‖%σ‖2L2(Ωt)) for t ≤ T ;

p1 is a positive function such that pσ = (%− %σ)
� 1

0
p′(%e + s(%− %e)) ds ≡ p1%σ; c9 > 0 is

a constant depending on the same quantities as c2, c3, c4. Moreover ,

(5.31) ‖pσ‖2L2(Ωt) ≤ c12(c9ε2 + c10c11δ),

where c12 > 0 is a constant depending on %1, %2 and p.

Step 5. Assumptions (5.24)–(5.25) and inequalities (5.27), (5.28), (5.31) yield, for suffi-
ciently small α and δ,

(5.32) ϕ(t) ≤ c6ε for t ≤ T.
Moreover, by (5.29)

ϕ(t) ≤ c6
c5
ε for t ≤ T .

Step 6. The solution is extended step by step, first from [0, T ] to [T, 2T ], next from
[T, 2T ] to [2T, 3T ] and so on. Estimate (5.32) allows us to extend the solution to [T, 2T ].
In order to extend the solution onto R+ we have to verify step by step that both the
volume and shape of the domain Ωt do not change much in time. To do this inequality
(5.30) is used.

In an earlier paper [Zaj3] Zajączkowski proves global existence of a solution close to
the equilibrium state determined by Definition 5.1 in the special case of p = a%γ , where
a > 0, γ > 1. Global existence and stability of the equilibrium state is proved in [Zaj3]
in spaces of functions of a greater regularity than in [ZZaj10]. More precisely, under
assumptions appropriately stronger than those of Theorem 5.2 it is proved that there
exists a global solution (v, %) of problem (5.1)–(5.5) such that (v, pσ) ∈ M(t) for t > 0,
St ∈ W

7/2
2 for t > 0, where M(t) = {(v, pσ) : sup0≤t′≤t ϕ(t′) +

� t
0
Φ(t′) dt′ < ∞}, and

ϕ(t) = |v(t)|23,0,Ωt + |pσ(t)|23,0,Ωt , Φ(t) = |v(t)|24,1,Ωt + |pσ(t)|23,0,Ωt .
Although the proof in this case is also based on an appropriate differential inequality

which is similar to inequality (5.28), it is much more complicated than the proof of
Theorem 5.2.

The case of σ > 0, k = 0 and p0 = const. There are two papers concerning global
existence in this case, namely [SolT3] and [Zaj4]. Although the authors of the two papers
were working on them at the same time, the paper of Solonnikov and Tani was published
two years earlier, in 1992. Since the methods used in these papers are different, both of
them will be described here.
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First, we present the paper of Zajączkowski. As in the case σ = 0, assuming that the
initial data are sufficiently close to an equilibrium state it is proved in [Zaj4] that there
exists a global solution which remains sufficiently close to the equilibrium state at all
times. This result is obtained under the assumption that p0 is a constant.

The definition of the equilibrium state introduced in [Zaj4] is as follows.

Definition 5.2. Let f = 0 and let a functional dependence p = p(%) be given. By an
equilibrium state we mean a solution (v, %,Ωt) of problem (5.1)–(5.5) such that v = 0,
% = %e, Ωt = Ωe for t ≥ 0, where %e = M/|Ωe| and Ωe is a ball of radius Re, which is a
solution of the equation

p

(
M

4
3πR

3
e

)
=

2σ
Re

+ p0.

Below, the following conditions will be assumed:

f = 0, p0 > 0,(5.33)
p = a%γ , a > 0, γ > 1.(5.34)

An essential role in the proof of global existence is played by the following lemma which
collects the conservation laws for problem (5.1)–(5.5).

Lemma 5.1. Sufficiently smooth solutions to problem (5.1)–(5.5) satisfy

(5.35)
d

dt

[ �

Ωt

(1
2
%v2 + %h(%)

)
dx+ p0|Ωt|+ σ|St|

]

+
µ

2
E(v) + (v − µ)‖div v‖2L2(Ωt) = 0 (the energy conservation law),

where E(v) =
∑3

i,j=1(vixj + vjxi)
2 dx, |St| is the surface area of St and h(%) =

�
p(%)
%2 d%.

Moreover ,

(5.36)
d

dt

�

Ωt

%v · (a+ b× x) dx = 0

(the momentum and angular momentum conservation laws),

where a, b are arbitrary constant vectors , and

(5.37)
d

dt

�

Ωt

%x dx =
�

Ωt

%v dx.

The energy conservation law (5.35) yields

(5.38)
1
2

�

Ωt

%v2 dx+
�

Ωt

ψ(%) dx+p0|Ωt|+σ|St| ≤
1
2

�

Ω

%0v
2
0 dξ+

�

Ω

ψ(%0) dξ+p0|Ω|+σ|S| ≡ d,

where ψ(%) = a
γ−1%

γ .
Multiplying (5.38) by |Ωt|γ−1 and using the Hölder inequality together with (5.8)

gives

y(|Ωt|) +
1
2
|Ωt|γ−1

�

Ωt

%v2 dx+ σ(|St| − 4πR2
t )|Ωt|γ−1

+
a

γ − 1

(
|Ωt|γ−1

�

Ωt

%γ dx−
( �

Ωt

% dx
)γ)
≤ 0,
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where

(5.39) y(x) = p0x
γ + c̃σxγ−1/3 − dxγ−1 +

aMγ

γ − 1
,

x = |Ωt|, c̃ = (36π)1/3, Rt =
(

3
4π |Ωt|

)1/3
. Using the properties of the function (5.39) it is

shown that under some assumptions on the data p0, σ, d, M , γ, the volume of Ωt does
not change much in time. In fact, the minimum points of (5.39) are determined by the
equation

(5.40) y′(x) = [p0γx+ c̃σ(γ − 1/3)x2/3 − d(γ − 1)]xγ−2 = 0.

Viète’s formulas imply that there exists a unique positive root x0 of (5.40).
To calculate y(x0) equation (5.40) is rewritten in the form

(5.41) ω3 + 3qω + 2r = 0,

where ω = x1/3 + µ0, q = −µ2
0, r = µ3

0 − ν0, µ0 = c̃σ(γ−1/3)
3p0γ

, ν0 = d(γ−1)
2p0γ

. Let

D = r2 + q3 = ν0(ν0 − 2µ3
0).

One of the three possibilities holds:

if ν0 ∈ (2µ3
0,∞) ≡ I1, then D > 0,(5.42)1

if ν0 ∈ (µ3
0, 2µ

3
0] ≡ I2, then D ≤ 0,(5.42)2

if ν0 ∈ (0, µ3
0] ≡ I3, then D < 0.(5.42)3

For ν0 ∈ Ii (i = 1, 2, 3) the following functions ψi are defined:

coshψ1 ≡ ν0/µ
3
0 − 1, where ν0 ∈ I1,(5.43)1

cosψ2 ≡ ν0/µ
3
0 − 1, where ν0 ∈ I2,(5.43)2

cosψ3 ≡ 1− ν0/µ
3
0, where ν0 ∈ I3.(5.43)3

Now, let (5.42)1 be satisfied. Then

y(x0) = − (γ − 1)−1p0µ
3γ
0

(
2 cosh

ψ1

3
− 1
)3(γ−1)

(5.44)1

·
[
2(coshψ1 + 1)− γ − 1

γ − 1/3

(
2 cosh

ψ1

3
− 1
)2]

+ aMγ/(γ − 1) ≡ −Φ1(µ0, ψ1, p0, γ) + aMγ/(γ − 1)

≡ − Φ1(µ0, ψ1, p0, γ, a,M).

Let (5.42)2 be satisfied. Then

y(x0) = − (γ − 1)−1p0µ
3γ
0

(
2 cos

ψ2

3
− 1
)3(γ−1)

(5.44)2

·
[

2
(

cosψ2 + 1)− γ − 1
γ − (1/3)

(
2 cos

ψ2

3
− 1
)2]

+ aMγ/(γ − 1) ≡ −Φ2(µ0, ψ2, p0, γ) + aMγ/(γ − 1)

≡ − Φ2(µ0, ψ2, p0, γ, a,M).
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In the case when (5.42)3 is satisfied, y(x0) is given by

y(x0) = − (γ − 1)−1p0µ
3γ
0

[
2 cos

(
π

3
− ψ3

3

)
− 1
]3(γ−1)

(5.44)3

·
{

2(1− cosψ3)− γ − 1
γ − (1/3)

[
2 cos

(
π

3
− ψ3

3

)
− 1
]2}

+ aMγ/(γ − 1) ≡ −Φ3(µ0, ψ3, p0, γ) + aMγ/(γ − 1)

≡ − Φ3(µ0, ψ3, p0, γ, a,M).

The following lemma holds [Zaj4, Lemma 2.2].

Lemma 5.2. Assume that the parameters µ0, ν0, p0, γ, a, M satisfy one of the relations :

(5.45)i ν0 ∈ Ii, 0 < Φi(µ0, ψi, p0, γ, a,M) ≤ δ0,

where i = 1, 2, 3, Ii is defined by (5.42)i and Φi is determined by (5.44)i. Then there exist
constants c1 and c2 independent of δ0 such that

sup var
t≤T
|Ωt| ≤ c1δ, sup var

t≤T

�

Ωt

%γ dx ≤ c2δ,

where T is the time of existence of the solution of problem (5.1)–(5.5), δ2 = cδ0. Moreover ,
if (5.45)i is satisfied then

‖Ωt| −Qi| ≤ c3δ for t ≤ T,
where

Q1 = µ3
0

(
2 cosh

ψ1

3
−1
)3

, Q2 = µ3
0

(
2 cos

ψ2

3
−1
)3

, Q3 = µ3
0

[
2 cos

(
π

3
−ψ3

3

)
−1
]3

.

Let |Ω∗| = maxt≤T |Ωt|, |Ω∗| = mint≤T |Ωt|, ψ∗ = maxt≤T
�
Ωt
%γ dx, and ψ∗ =

mint≤T
�
Ωt
%γ dx. Lemma 5.2 implies that |Ω∗| − |Ω∗| ≤ c1δ and ψ

∗ − ψ∗ ≤ c2δ. Let
|S∗| = 4πR2

∗, where R∗ is determined by (4π/3)R3
∗ = |Ω∗|. Then |St|−|S∗| ≥ 0. Therefore,

estimate (5.38) yields

(5.46)
1
2

�

Ωt

%v2 dx+
a

γ − 1

( �

Ωt

%γ dx− ψ∗
)

+ p0(|Ωt| − |Ω∗|) + σ(|St| − |S∗|)

≤ 1
2

�

Ω

%0v
2
0 dξ +

a

γ − 1

( �

Ω

%γ0 dξ − ψ∗
)

+ p0(|Ω| − |Ω∗|) + σ(|S| − |S∗|).

In order to formulate the main result of [Zaj4] we set

ϕ(t) = |v(t)|23,0,Ωt + |pσ(t)|23,0,Ωt + |v(t)|23,1,St ≡ ϕ0(t) + |v(t)|23,1,St ,
where notation (5.23) is used. To prove global existence Zajączkowski assumes that

(5.47) ϕ(0) + |v(0)|24,0,Ω ≤ ε,
where ε > 0 is a sufficiently small constant; ϕ(t) is a function satisfying the estimate

c4ϕ(t) ≤ ϕ(t) ≤ c5ϕ(t) for t ≤ T.
In the above inequality c4, c5 are constants depending on %∗ = min0≤t≤T,x∈Ωt %(x, t),
%∗ = max0≤t≤T,x∈Ωt %(x, t) and T is the time of local existence of the solution.
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The main result of paper [Zaj4] is the following theorem.

Theorem 5.3. Let the assumptions (5.33), (5.34), (5.47) and the assumptions of Lemma
5.2 be satisfied. Let the constant parameters ν, µ, σ, M, a, γ, p0, |Ω|, |S| of problem (5.1)–
(5.5) be such that (5.45)i implies the smallness of |St − St′ | for every t, t′ > 0 and
let

(5.48)
1
2

�

Ω

%0v
2
0 dξ ≤ δ1.

Assume that %0 ∈W 3
2 (Ω), v0 ∈W 4

2 (Ω) are such that
�

Ω

%0ξ dξ = 0,
�

Ω

%0v0 · (a+ b× ξ) dξ = 0,

where a, b are arbitrary constant vectors. Assume that S ∈W 4+1/2
2 , S is described by the

equation

|ξ| = R̃(ω), ω ∈ S1,

(S1 is the unit sphere) and Ω is diffeomorphic to a ball. Moreover , let

‖H(·, 0) + 2/Re‖2W 2
2 (S1) ≤ ε1.

Assume also the following compatibility conditions :

Dα
ξ ∂

i
t(Tn− σHn+ p0n)|t=0,S = 0 for |α|+ i ≤ 2.

Then for sufficiently small δ0, δ1, ε, ε1 there exists a global solution of problem (5.1)–(5.5)
such that (v, pσ) ∈M(t) for t > 0, St ∈W 4+1/2

2 for t > 0 and

ϕ(t) ≤ ε, ‖H(·, t) + 2/Re‖2W 2
2 (S1) ≤ ε1 for t > 0,

where M(t) = {(v, pσ) : sup0≤t′≤t ϕ0(t) +
� t
0
Φ(t′) dt′ < ∞}, Φ(t) = |v(t)|24,1,Ωt +

|pσ(t)|23,0,Ωt , pσ = p− p0.

Sketch of proof

Step 1. Assuming that there exists a sufficiently regular local solution of problem (5.1)–
(5.2) and using Lemmas 5.1–5.2, assumption (5.48) and inequality (5.46), the following
estimate is proved:

(5.49) ‖v‖2L2(Ωt) ≤ δ3,

where δ3 = δ3(δ0, δ1) and δ3 → 0 if δ0 → 0 and δ1 → 0. Moreover, using some other
consequences of the conservation laws it is proved that St is described by the equation
|x| = R(ω, t) for t ≤ T , ω ∈ S1, where R(ω, 0) = R̃(ω) and

(5.50) sup
0≤t≤T

‖R(·, t)−Re‖2L2(S1) ≤ δ4,

where δ4 is a sufficiently small constant.

Step 2. For a sufficiently regular solution of problem (5.1)–(5.5) a differential inequality
similar to (5.28) (with functions ϕ, ϕ and Φ defined above) is derived.
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Step 3. Local existence of a solution to problem (5.1)–(5.5) is proved. This solution is
such that (v, pσ) ∈M(t) for t ≤ T and satisfies

(5.51) ϕ(t) +
t�

0

Φ(t′) dt′ ≤ c6(ε+ ε1 + δ4),

where ε, ε1 and δ4 are the constants occurring above.

Step 4. By using (5.49)–(5.51) the following estimate is derived:

(5.52) ‖pσ‖2L2(Ωt) ≤ δ5,

where δ5 = δ5(ε, ε1, δ3, δ4) is an increasing function of its arguments.

Step 5. The next step of the proof is to increase the regularity of the local solution.
Namely, it is shown that

(5.53) sup
t1≤t≤T

‖v‖2W 4
2 (Ωt)

≤ c(t1)‖v‖2
W 4,2

2 (ΩTt )
,

where T is the time of local existence and t1 > 0.

Step 6. By using the differential inequality obtained in Step 2, estimates (5.49)–(5.51)
and assumption (5.47), it is proved that

(5.54) ϕ(t) ≤ ε for t ≤ T .

Next, using estimates (5.49) and (5.52)–(5.54) yields

‖H(·, t) + 2/Re‖2W 2
2 (S1) ≤ ε1 for t ≤ T .

Step 7. The solution is extended step by step to all t > 0 by using the estimates derived
in Steps 1–6.

Notice that Theorem 5.3 is concerned with the case p0 > 0. The case p0 = 0 is also
considered in [Zaj4] and a global existence and stability theorem analogous to Theorem
5.3 is proved.

The paper of Solonnikov and Tani [SolT3] is concerned with the same problem as
[Zaj4] but they examine global solvability in the anisotropic Sobolev–Slobodetskĭı spaces
used in [SolT2] to prove local existence. Thus, they obtain a global solution of problem
(5.1)–(5.5) which has the lowest regularity in the L2-approach. Paper [SolT3] is written
in a sketchy way. The main result of this paper is the following theorem.

Theorem 5.4. Let σ > 0, k = 0, f = 0, p0 = 0. Suppose that the assumptions of
Theorem 5.1 are satisfied and that S is defined by the equation

|ξ| = R̃(ω), ω = ξ/|ξ|,
where R̃ ∈W 5/2+α

2 (S1). Assume also that

‖v0‖2Wα+1
2 (Ω) + ‖%0 − %e‖2Wα+1

2 (Ω) + ‖R̃ −Re‖2Wα+5/2
2 (S1)

≤ ε < 1,

where %e and Re are two positive constants satisfying the relation

p(%e) = 2σ/Re.

Moreover , let p′(%e) − p(%e)/(3%e) > 0 and let assumption (5.58) below be satisfied with
sufficiently small ε1. Then the time of local existence is an increasing function of 1/ε
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which tends to infinity as ε → 0. Moreover , if ε is sufficiently small , then the solution
may be extended to the infinite time interval t > 0. The free surface St is determined by
the equation

|x− x0| = R(ω, t),

where x0 = V t, V = (
�
Ω
%0 dξ)−1

�
Ω
%0v0 dξ, R(·, t) ∈ W

α+5/2
2 (S1) for any t > 0 and

R̃(ω) = R(ω, 0). As t → ∞, the solution tends to a quasi-stationary solution of problem
(5.1)–(5.5) corresponding to a rotation of liquid as a rigid body about an axis which is
parallel to the vector

�
Ω
%0[v0× ξ] dξ = m and which is moving uniformly with a constant

speed V.

The existence of a quasi-stationary solution of problem (5.1)–(5.5) corresponding to
the rotation of the liquid as a rigid body about an axis which is parallel to the vector m
(it is supposed that it is the x3-axis) is proved in [SolT4]. The authors look for a solution
(v∞, %∞, Ω∞) of equations (5.1)–(5.2) independent of time which has the form

v∞(x) = β(x2,−x1, 0) = β[e3 × x], e3i = δ3i,

where β is a constant;

%∞(x) = P−1
(
β2

2
|x′|2 +N

)
,

where P (%) =
� %
%1

p′(s)
s ds, %1 ≥ 0; N is a constant, x′ = (x1, x2, 0) and Ω∞ is a domain

with boundary S∞ given by the equation

|x| = R∞(x/|x|).
The unknown quantities β,N and R∞ are determined by the boundary condition on S∞,
i.e.

(5.55) σH∞ + p

(
P−1

(
β2

2
|x′|2 +N

))
= 0,

where

H∞ =
(

1
R∞

1√
R2∞ + |∇R∞|2

∆R∞+∇ 1√
R2∞ + |∇R∞|2

·∇R∞−
2√

R2∞ + |∇R∞|2
R∞

)

is the double mean curvature of S∞; ∇ is the gradient and ∆ is the laplacian on S1. More-
over, the above quantities are determined by the equation for the angular momentum,
i.e.

�
Ω∞

%∞(v∞ × x) dx = m ≡
�
Ω
%0(v0 × ξ) dξ, which implies

(5.56) β
�

Ω∞

|x′|2%∞(x) dx = m3 ≡ γ,

and by the equation for the total mass of the liquid

(5.57)
�

Ω∞

%∞(x) dx = M,

where M =
�
Ω
%0(ξ) dξ.

The main result of paper [SolT4] is the following theorem.
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Theorem 5.5. Let p(%) be a positive increasing function of class C1+δ(R+), δ ∈ (0, 1)
and let p′(%e)− 1

3%e
p(%e) 6= 0. For arbitrary γ and M satisfying

(5.58) |γ|+ |M −Me| < ε1

with sufficiently small ε1, there exists a unique solution (R∞, β,N) ∈ C̃2+δ(S1)× R× R
of (5.55)–(5.57) satisfying the estimate

‖R∞ −Re‖C2+δ(S1) + |β|+ |P−1(N)− %e| ≤ C(|γ|+ |M −Me|),
where Me = 4

3πR
3
e%e, C > 0 is a constant.

In the above theorem C̃2+δ(S1) denotes the subspace of C2+δ(S1) consisting of rota-
tionally symmetric functions (i.e. functions depending on |ω| =

√
ω2

1 + ω2
2 and ω3) which

are even with respect to ω3.

Now, we present a sketch of proof of Theorem 5.4.

Sketch of proof

Step 1. Inequality (5.21) yields the following estimate for the local solution of (5.1)–
(5.5):

‖u‖2
W

2+α,1+α/2
2 (ΩT )

≤ c1(T )(‖v0‖2W 1+α
2 (Ω) + ‖%0− %e‖2W 1+α

2 (Ω) + ‖R(·, 0)−Re‖2W 5/2+α
2 (S1)

),

where C1(T ) is an increasing function of T .

Step 2. A consequence of the conservation laws (5.35)–(5.37) and (5.8) is the estimate

(5.59)
1
2

�

Ωt

%v2 dx+ c2σ
�

S1

(|R−Re|2 + |∇R|2) dω + c3
�

Ωt

(%− %e)2 dx

+
t�

0

[
µ

2
E(v) + (ν − µ)‖ div v‖2L2(Ωt)

]
dt′

≤ c4
�

Ω

%0v
2
0 dξ + c5σ

�

S1

(|R(ω, 0)−Re|2 + |∇R(ω, 0)|2) dω + c6
�

Ω

(%0 − %e)2 dξ,

where the constants ci (i = 2, . . . , 6) are independent of t.

Step 3. By using the Korn inequality, the following estimate is derived:

(5.60) ‖w‖L2(Ωt) ≤ c7‖S(v)‖L2(Ωt) + c8|γ|
( �

S1

|R−R∞| dω +
�

Ωt

|τ | dx
)
,

where w = v − v∞, τ = % − %∞. Moreover, by applying the methods from [Sol10], one
can prove

(5.61) ‖τ‖W 1
2 (Ωt) +‖R−R∞‖W 1

2 (S1) ≤ c9(‖wt‖L2(Ωt) +‖w‖W 2
2 (Ωt) +‖(w ·∇)w‖L2(Ωt)).

The constants c7, c8, c9 in (5.60)–(5.61) are independent of γ and t.

Step 4. In order to obtain the estimate which plays a crucial role in the proof, new
coordinates y are introduced. They are connected with the coordinates x by the formula

(5.62) x(y, t) = y(1 + Φ(y, t)), y ∈ BRe ≡ {y : |y| ≤ Re},
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where Φ(y, t) = (1/Re)(R((y/|y|), t)−Re) on the sphere SRe : |y| = Re and for y ∈ BRe ,
Φ(y, t) is an extension of the above function such that

‖Φ(·, t)‖W 3+α
2 (BRe ) ≤ c10‖Φ(·, t)‖

W
5/2+α
2 (SRe ) ≤ c11‖R(·, t)−Re‖W 5/2+α

2 (S1).

The transformation defined by (5.62) maps BRe onto Ωt.
Let w̃ and τ̃ be w and τ respectively, written in y coordinates. Then the following

lemma holds.

Lemma. Let (w, τ,R−R∞) be defined for 0 < t < T and let

N2
α,T [w̃, τ̃,R −R∞] ≡ ‖w̃‖2

W
2+α,1+α/2
2 (BTRe )

+
T�

0

‖τ̃‖2
W 1+α

2 (BTRe ) dt+ sup
t∈(0,T )

‖w̃‖2
W 1+α

2 (BRe )

+ sup
t∈(0,T )

‖τ̃‖2
W 1+α

2 (BRe )
+ sup
t∈(0,T )

‖τ̃t‖2Wα
2 (BRe ) + sup

t∈(0,T )
‖R−R∞‖2W 2+α

2 (S1)

+ ‖R −R∞‖2L2(0,T ;W 5/2+α
2 (S1))

≤ δ,
where δ is a small positive constant. Then

N2
α,T [w̃, τ̃ , R−R∞] ≤ c12(‖v0‖2W 1+α

2 (Ω)
+ ‖%0 − %e‖2W 1+α

2 (Ω)
+ ‖R(·, 0)−Re‖2W 5/2+α

2 (S1)
),

where c12 is a constant independent of T .

The above lemma is proved by using estimates (5.59)–(5.61).

Step 5. In this step we increase the regularity of v by means of the estimate

sup
t∈(t0,T )

‖u(·, t)‖2
W 2+α

2 (Ω)
≤ c(t0)‖u‖2

W
2+α,1+α/2
2 (ΩT )

,

where t0 > 0.

Step 6. Applying the above inequalities step by step infinitely many times yields the
boundedness of Nα,∞[w̃, τ̃ , R−R∞]. Moreover, it follows that w̃, τ̃ and R−R∞ tend to
zero as t→∞.

5.2. The motion of a compressible viscous heat-conducting fluid. In this section
we consider a free boundary problem for equations describing the motion of a general
compressible viscous heat-conducting fluid. The problem considered is given by the fol-
lowing system of equations and boundary and initial conditions:

%[vt + (v · ∇)v]− divT(v, p) = %(f + k∇U), x ∈ Ωt, t ∈ (0, T ),(5.63)

%t + div(%v) = 0, x ∈ Ωt, t ∈ (0, T ),(5.64)

%cv(θt + v · ∇θ)− div(κ∇θ) + θpθ div v(5.65)

− µ

2

3∑

i,j=1

(vixj + vjxi)
2 − (ν − µ)(div)2 = %r, x ∈ Ωt, t ∈ (0, T ),

Tn− σHn = −p0n, x ∈ St, t ∈ (0, T ),(5.66)

v · n = −φt/|∇φ|, x ∈ St, t ∈ (0, T ),(5.67)

κ∂θ/∂n = θ, x ∈ St, t ∈ (0, T ),(5.68)

v|t=0 = v0, %|t=0 = %0, θ|t=0 = θ0 in Ω,(5.69)
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where as before Ωt ⊂ R3 is a bounded unknown domain at time t; T > 0; % = %(x, t), v =
v(x, t) and θ = θ(x, t) are the density, velocity and temperature of the fluid, respectively;
κ = κ(%, θ) is the positive coefficient of heat conductivity; r = r(x, t) denotes the heat
sources per unit mass; θ = θ(x, t) is the heat flow per unit surface; p0 = p0(x, t) is the
external pressure. Moreover, in this case the pressure of the fluid p, the specific heat at
constant volume cv and the viscosity coefficients ν and µ are functions of the density
and the temperature, i.e. p = p(%, θ), cv = cv(%, θ), ν = ν(%, θ) and µ = µ(%, θ). The
functions cv, ν, µ are positive and ν > 1

3µ. The self-gravitational potential U , the stress
tensor T and the double mean curvature of St = ∂Ωt are given by (5.6), (5.7) and (4.7),
respectively.

In this case the mass conservation law (5.8) also holds.

5.2.1. Local existence. Local solvability of problem (5.63)–(5.69) has been examined in
[SVal, S1-S3, T1, ZZaj1, ZZaj9, ZZaj11]. Just as in the case of an incompressible fluid and
a compressible barotropic fluid, we write problem (5.63)–(5.69) in Lagrangian coordinates.
Then it takes the form

ηut − divu Tu(u, p) = η(g + k∇uUu) in ΩT ,(5.70)

ηt + η∇u · u = 0 in ΩT ,(5.71)

ηcv(η, ϑ)ϑt −∇u · (κ∇uϑ) = −ϑpϑ(η, ϑ)∇u · u(5.72)

+
µ

2

3∑

i,j=1

(ξxi · ∂ξuj + ξxj · ∂ξui)2 − (ν − µ)(∇u · u)2 = ηh in ΩT ,

Tu(u, p)nu − σ∆u(t)Xu = −q0nu on ST ,(5.73)

κ(η, ϑ)nu · ∇uϑ = ϑ on ST ,(5.74)

u|t=0 = v0, η|t=0 = %0, ϑ|t=0 = θ0, in Ω,(5.75)

where h(ξ, t) = r(Xu(ξ, t), t), ϑ(ξ, t) = θ(Xu(ξ, t), t), Tu(u, p) = {−p(η, ϑ)δij +
µ(η, ϑ)(∂xiξk∂ξkuj + ∂xj ξk∂ξkui) + (ν(η, ϑ)− µ(η, ϑ))δij∇u · u}i,j=1,2,3, I = {δij}i,j=1,2,3,
divu Tu(u, p) = {∂xj ξk∂ξkTuij(u, p)}i=1,2,3.

The first paper devoted to the local solvability of the above problem in the case of
σ = 0, k = 0 and with boundary condition (5.74) replaced by

(5.76) κnu · ∇uϑ+ κeϑ = κeϑe on ST ,

where κe = κe(ξ, t) is the external heat conductivity and ϑe = ϑe(ξ, t) the external
temperature, was the paper of Tani [T1]. In this paper Tani, using the method of suc-
cessive approximations, proves local existence and uniqueness of a solution of problem
(5.70)–(5.73), (5.75), (5.76) in Hölder spaces.

In [SVal] Secchi and Valli consider problem (5.70)–(5.75) in the case of constant
coefficients ν, µ, κ and σ = k = ϑ = 0. They prove local existence of solutions by using
the Schauder fixed point theorem. Therefore, the uniqueness result is given separately.
The existence theorem of [SVal] is as follows.

Theorem 5.6. Let S be of class C4. Suppose that f ∈ W 2,1
2 (BT0

R ), r ∈ W 2,1
2 (BT0

R ) for
each R > 0, p0 ∈ W 3,3/2

2 (BT0
R ) with p0 ∈ W 1/4

2 (0, T0;W 1
2 (BR)) ∩ L2(0, T0;Cα(BR)) for
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each R > 0 (where BR = {x ∈ R3 : |x| < R}), 1/4 < α ≤ 1, p ∈ C3(R2), cv ∈ C3(R2),
v0 ∈ W 3

2 (Ω), θ0 ∈ W 3
2 (Ω), %0 ∈ W 3

2 (Ω) with minξ∈Ω %0(ξ) ≡ %∗ > 0. Assume that the
compatibility conditions

∂βξ [D(v0)n0 − p(%0, θ0)n0 + q0(ξ, 0)n0]|S = 0, |β| ≤ 1,

∂βξ (∂θ0/∂n)|S = 0, |β| ≤ 1,

are satisfied. Then there exist T ∗ ∈ (0, T0), u ∈ W 4,2
2 (ΩT

∗
), ϑ ∈ W 4,2

2 (ΩT
∗
), η ∈

W 1
2 (0, T ∗;W 3

2 (Ω)) ∩W 2
2 (0, T ∗;W 1

2 (Ω)) such that η > 0 in Ω × [0, T ∗] and a diffeomor-
phism Xu ∈ W 1

2 (0, T ∗;W 4
2 (Ω)) ∩W 3

2 (0, T ∗;L2(Ω)) (where Xu is given by (4.10)) such
that (u, ϑ, η,Xu) is a solution of the problem in ΩT∗ .

Moreover, Secchi and Valli [SVal] prove the following uniqueness theorem.

Theorem 5.7. Let S be of class C1. Suppose that f ∈ L1(0, T ; Lip(BR)), r ∈
L1(0, T ; Lip(BR)), p ∈ C1(R2) with pϑ ∈ C1(R2), cv ∈ C1(R2), p0 ∈ L2(0, T ; Lip(BR))
with ∇p0 ∈ L1(0, T ; Lip(BR)) for each R > 0 (where Lip(BR) denotes the space of Lip-
schitz continuous functions on BR). Moreover , assume that η ≥ %∗ > 0 in ΩT , cv ≥ cv >
0, det[Xuξ ] ≥ a0 > 0 in ΩT , Xu(·, t) is injective in Ω for each t ∈ [0, T ]. Then the solu-
tion of the problem considered is unique in the class of functions η ∈ L∞(ΩT ) with ηξ ∈
L2(0, T ;L∞(Ω)), u ∈ L∞(ΩT ) with uξ ∈ L2(0, T ;L∞(Ω)) and uξξ ∈ L1(0, T ;L∞(Ω));
ϑ ∈ L∞(ΩT ) with ϑξ ∈ L2(0, T ;L∞(Ω)) and ϑξξ ∈ L1(0, T ;L∞(Ω)); Xu ∈ L∞(ΩT ) with
Xuξ ∈ L∞(ΩT ) and Xuξξ ∈ L2(0, T ;L∞(Ω)).

The methods of [SVal] are also applied in [S1–S3]. In contrast to [SVal] in [S3] problem
(5.70)–(5.75) with the self-gravitational force taken into account is considered. Moreover,
boundary condition (5.74) is replaced by (5.76) with κe being a positive constant. As in
[SVal], Secchi assumes that σ = 0 and that the coefficients κ, ν, µ are positive constants.
The local solution obtained in [S3] is less regular than the solution from [SVal]. More
precisely, assuming that S is of class C3; f , r ∈ L2(0, T0;W 1

2 (BR))∩L2(0, T0;C(BR)) for
each R > 0; p,cv ∈ C2(R3), cv > 0; p0, ϑe ∈ W 3/4

2 (0, T0;W 1
2 (BR)) ∩ L∞(0, T0;W 2

2 (BR))
for each R > 0; v0, %0, θ0 ∈ W 2

2 (Ω); minξ∈Ω %0(ξ) > 0 and assuming appropriate
compatibility conditions Secchi [S3] proves the existence of a local solution of problem
(5.70)–(5.73), (5.75), (5.76) such that u, ϑ ∈ L2(0, T ∗;W 3

2 (Ω)) ∩W 1
2 (0, T ∗;W 1

2 (Ω)), η ∈
W 1

2 (0, T ∗;W 2
2 (Ω)), ηt ∈ L∞(0, T ∗;W 1

2 (Ω)), η > 0 in Ω×[0, T ], Xu ∈W 1
2 (0, T ∗;W 3

2 (Ω))∩
W 2

2 (0, T ∗;W 1
2 (Ω)) for some T ∗ ∈ (0, T0).

Papers [S1, S2] are devoted to a similar problem but additionally the effect of radiation
is taken into account. Therefore equation (5.72) is replaced by

(5.77) ηcv(η, ϑ)ϑt = ∇u · (κ∇uϑ) +∇u ·
(

3
4

ac

κ(η, ϑ)η
ϑ3∇uϑ

)

− ϑpϑ∇u · u+ ηε(η, ϑ) +
µ

2

3∑

i,j=1

(ξxi · ∂ξuj + ξxj · ∂ξui)2 − (ν − µ)(∇u · u)2 = 0 in ΩT ,

where κ, ν and µ are assumed to be positive constants; a is the Stefan–Boltzmann
constant; c is the light velocity; κ = κ(η, ϑ) is the Rosseland mean absorption coefficient;
ε = ε(η, ϑ) is the rate of liberation of nuclear energy. Moreover, boundary condition (5.74)
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is replaced by

(5.78)
(
κ +

4ac
3κ(η, ϑ)η

ϑ3
)
∂ϑ

∂n
+ κeϑ = 0 on ST ,

where κe is a positive constant.
In [S2] Secchi proves local existence of a solution of problem (5.70)–(5.73), (5.77),

(5.78), (5.75) with the same regularity as in [S3]. In [S1] uniqueness of this solution is
proved.

Papers [ZZaj1, ZZaj9, ZZaj11] are also concerned with local solvability of problem
(5.70)–(5.75). In [ZZaj1] a similar result to Theorem 5.6 is obtained for two cases: σ = 0
and σ > 0. As in [SVal] it is assumed in [ZZaj1] that κ, ν, µ are positive constants and
k = 0. The proof of the local existence is different from that in [SVal] because it is based
on the method of successive approximations.

In [ZZaj9], by using the methods of [StZaj2], local existence in the case of constant
positive coefficients κ, ν, µ, constant p0, σ = 0 and k = 0, is proved. This local solvability
is obtained in function spaces similar to [StZaj2]. The main result of [ZZaj9] is the
following theorem.

Theorem 5.8. Assume that S ∈W 5/2
2 , v0 ∈W 2

2 (Ω), θ0 ∈W 2
2 (Ω), %0 ∈W 2

2 (Ω), ut(0) ∈
W 1

2 (Ω), ϑt(0) ∈ W 1
2 (Ω), utt(0) ∈ L2(Ω), ϑtt(0) ∈ L2(Ω) (where ut(0), utt(0), ϑt(0),

ϑtt(0) are calculated from equations (5.70) and (5.72)), u0t(0) ∈W 1
2 (Ω), ϑ0t(0) ∈W 1

2 (Ω),
u0tt(0) ∈ L2(Ω), ϑ0tt(0) ∈ L2(Ω) (where u0 and ϑ0 satisfy problems (5.81) and (5.82)).
Let f ∈ L2(0, T ;W 2

2,loc(R3)), r ∈ L2(0, T ;W 2
2,loc(R3)); ft ∈ L2(0, T ;W 1

2,loc(R3)), rt ∈
L2(0, T ;W 1

2,loc(R3)); ftt ∈ L2(0, T ;L2,loc(R3)), rtt ∈ L2(0, T ;L2,loc(R3)), θ ∈ L2(0, T ;
W 3

2,loc(R3)) ∩ C([0, T ];W 2
2,loc(R3)), θt ∈ L2(0, T ;W 2

2,loc(R3)), θtt ∈ L2(0, T ; W 1
2,loc(R3)),

p ∈ C3(R2), cv ∈ C2(R2) and assume that the following compatibility conditions are
satisfied :

∂it{[Du(u)− (p(η, ϑ)− p0)]nu}|t=0 = 0, i = 0, 1, on S,

∂it [nu · ∇uϑ]|t=0 = ∂itϑ|t=0, i = 0, 1, on S.

Then there exists T ∗ ∈ (0, T ) such that there exists a unique solution (u, ϑ, η) ∈ AT∗,Ω ×
AT∗,Ω × BT∗,Ω of problem (5.70)–(5.75), where

AT∗,Ω ≡ BT∗,Ω ∩ L2(0, T ∗;W 3
2 (Ω)),(5.79)

BT∗,Ω ≡ {w ∈ C([0, T ∗];W 2
2 (Ω)) : wt ∈ C([0, T ∗];W 1

2 (Ω)) ∩ L2(0, T ∗;W 2
2 (Ω)),(5.80)

wtt ∈ C([0, T ∗];L2(Ω)) ∩ L2(0, T ∗;W 1
2 (Ω))}.

To prove the above theorem the method of successive approximations is applied. The
zero step functions, u0, ϑ0, η0, are chosen to satisfy the following problems:

u0t − divD(u0) = 0 in ΩT ,(5.81)

D(u0)n0 = (p(%0, θ0)− p0)n0 on ST ,

u0|t=0 = v0 in Ω,

where D(u0) = {µ(u0iξj + u0jξi) + (ν − µ)δij div u0}i,j=1,2,3;

ϑ0t − κ̃(%0, θ0)∇2
ξϑ0 = F (u0, %0, θ0) in ΩT ,(5.82)
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n0 · ∇ξϑ0 = ϑ0 on ST ,
ϑ0|t=0 = θ0 in Ω,

where ϑ0(ξ, t) = θ(Xu0(ξ, t), t), the functions κ̃(%0, θ0) and F (u0, %0, θ0) are such that
∂tϑ0|t=0 = ∂tϑ|t=0 and

η0t + η0 div u0 = 0 in ΩT ,

η0|t=0 = %0 in Ω.

Paper [Z2] is concerned with the case of σ > 0. The aim of [Z2] was to examine solvability
of problem (5.70)–(5.75) in the class of functions having the lowest possible regularity
in the L2-approach. Thus, the general method of treating this problem is the same as
that used by Solonnikov and Tani [SolT2] for the barotropic case. However, these two
papers differ in details. As in [SolT2], in order to prove local existence, the method of
successive approximations is applied in [Z3]. Convergence of these approximations can be
proved under the assumption that α ∈ [3/4, 1). This assumption is stronger than in the
barotropic case, where it is sufficient to assume that α ∈ (1/2, 1) (see [SolT2]). The main
result of [Z2] can be formulated as follows.

Theorem 5.9. Let α ∈ [3/4, 1), S ∈ W
5/2+α
2 , v0 ∈ W 1+α

2 (Ω), %0 ∈ W 1+α
2 (Ω), θ0 ∈

W 1+α
2 (Ω), infξ∈Ω %0(ξ) > 0, p ∈ C3(R2), cv ∈ C2(R2), ν ∈ C3(R2), µ ∈ C3(R2),

κ ∈ C3(R2); f ∈ C2
B(R3×R+), r ∈ C2

B(R3×R+), θ ∈ C3
B(R3×R+) and let the following

compatibility conditions be satisfied :

Π0D(v0)n0 = 0 on S,

n0 · D(v0)n0 = n0 · (p(%0, θ0)− p0)n0 + σn0 ·∆S(0)ξ on S,

n0 · ∇θ0 = θ|t=0 on S.

Then there exists T > 0 (depending on the norms of v0, θ0, %0, S) such that there exists
a unique solution (u, ϑ, η)∈W 2+α,1+α/2

2 (ΩT )×W 2+α,1+α/2
2 (ΩT )×C([0, T ];W 1+α

2 (Ω))∩
W

1+α,1/2+α/2
2 (ΩT ) of problem (5.70)–(5.75).

Remark 5.1. In fact, it suffices to assume in Theorem 5.9 that f ∈ C2(R3 × R+), r ∈
C2(R3 × R+), θ ∈ C3(R3 × R+).

Remark 5.2. An analogous theorem in the case of constant ν, µ and κ has been proved
earlier in [ZZaj11].

Remark 5.3. The assumption that α ∈ [3/4, 1) is connected with the strong nonlineari-
ties of the terms ηcv(η, ϑ)ϑt, divu Tu(u, p) and ∇u · (κ∇uϑ). If we assume that cv, ν and
µ are constants, then Theorem 5.9 holds for α ∈ (1/2, 1).

5.2.2. Global existence and stability

The case of σ = 0, k = 0 and p0 = const. This case of problem (5.63)–(5.69) is examined
in [ZZaj2–ZZaj4, ZZaj6, ZZaj14 –ZZaj16]. In [ZZaj2–ZZaj4, ZZaj6] the above problem is
considered under the restrictive assumption on the form of the internal energy e = e(%, θ).
Namely, it is assumed that e = e(%, θ) has the form

(5.83) e(%, θ) = a0%
α + h(%, θ),

where a0 > 0, α > 0, h(%, θ) ≥ h∗ > 0 and a0, α, h∗ are constants.
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Moreover, in all the papers mentioned above the following condition is assumed:

(5.84)
ν, µ,κ, p0 are constants and

ν >
1
3
µ > 0, κ > 0, cv > 0; p% > 0, pθ > 0 for %, θ > 0.

Gobal existence for problem (5.63)–(5.69) satisfying (5.83)–(5.84) is proved in [ZZaj6];
in the proof some results of [ZZaj2, ZZaj4] are used. The solution (v, θσ, %σ) obtained
(where θσ = θ− θe, %σ = %− %e; θe and %e are defined by (5.85) in Definition 5.3 below)
is such that sup0<t′<t(|v(t′)|23,0,Ωt′ + |θσ(t′)|23,0,Ωt′ + |%σ(t′)|23,0,Ωt′ ) +

� t
0
(|v(t′)|24,1,Ωt′ +

|θσ(t′)|24,1,Ωt′ + |%σ(t′)|23,0,Ωt′ ) dt
′ <∞ for all t > 0 (where the norms |f(t)|l,k,Q are given

by (5.23)) and St ∈W 7/2
2 for t > 0.

In [ZZaj16] the authors also prove global in time existence of solutions of problem
(5.63)–(5.69) which are sufficiently close to an equilibrium state. However, in contrast to
paper [ZZaj6] no restrictions on the form of the internal energy e are assumed. Moreover,
the regularity of solutions obtained in [ZZaj16] is lower than the regularity of solutions
from [ZZaj6].

The definition of an equilibrium state in this heat-conducting case with σ = 0 and
k = 0 is as follows.

Definition 5.3. Let f = 0, r = θ = 0. An equilibrium state is a solution (v, θ, %,Ωt) of
(5.63)–(5.69) such that v = 0, θ = θe, % = %e, Ωt = Ωe for t ≥ 0, where θe, %e are positive
constants satisfying the state equation

(5.85) p(%e, θe) = p0

and Ωe is a domain of volume |Ωe| = M/%e.

Now, introduce the notation:

pσ = p− p0, θσ = θ − θe, %σ = %− %e,
ϕ(t) = |v(t)|22,0,Ωt + |θσ(t)|22,0,Ωt + |%σ(t)|22,0,Ωt ,
Φ(t) = |v(t)|23,1,Ωt + |θσ(t)|23,1,Ωt + ‖%σ(t)‖2W 2

2 (Ωt)

+ ‖%σt(t)‖2W 2
2 (Ωt)

+ ‖%σtt(t)‖2W 1
2 (Ωt)

,

N(t) = {(v, θσ, %σ) : ϕ(t) <∞},

M(t) =
{

(v, θσ, %σ) : sup
0≤t′≤t

ϕ(t′) +
t�

0

Φ(t′) dt′ <∞
}
.

The norms |f(t)|k,l,Q are given by formula (5.23).
The following theorem is proved in [ZZaj16].

Theorem 5.10. Let (5.84) and the assumptions of Theorem 5.8 be satisfied. Let f = 0,
r = θ = 0, (v, θσ, %σ) ∈ N(0), S ∈ W

5/2
2 . Moreover , let the following assumptions be

satisfied :

(5.86) ϕ(0) ≤ ε;
l > 0 is a constant such that %e − l > 0, θ0 − l > 0 and

%1 < %0 < %2, θ1 < θ0 < θ2,
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where %1 = %e − l, %2 = %+ l, θ1 = θe − l, θ2 = θe + l;
�

Ω

%0v0 · (a+ b× ξ) dξ = 0,

where a and b are arbitrary constant vectors;
�

Ω

%0 dξ = M.

Then for sufficiently small ε there exists a unique global solution of (5.63)–(5.69) such
that (v, θσ, %σ) ∈M(t) for t ∈ R+, St ∈W 5/2

2 for t ∈ R+ and

ϕ(t) ≤ cε for t ∈ R+,

where c > 0 is a constant depending on Ω, %1, %2, θ1, θ2, p, cv, ν, µ,κ.

Two inequalities are basic in the proof of Theorem 5.10. The first follows from the
proof of Theorem 5.8 and from Lemmas 3.5–3.6 and 2.3 of [ZZaj9]. Namely, for sufficiently
small time T of local existence, the local solution of (5.70)–(5.75) satisfies

(5.87) ‖u‖2AT,Ω + ‖ϑσ‖2AT,Ω + ‖ησ‖2BT,Ω ≤ C1(T )ϕ(0),

where AT,Ω , BT,Ω are given by (5.79) and (5.80), and C1 is an increasing function of T .
Inequality (5.87) rewritten in Eulerian coordinates yields, for t ≤ T ,

(5.88) sup
0≤t′≤t

ϕ(t′) +
t�

0

Φ(t′) dt′ ≤ C2(T )ϕ(0),

where C2 is an increasing function of T .
In the process of extending the solution step by step to all t > 0, estimate (5.87) implies

step by step that % and θ remain in the intervals (%1, %2) and (θ1, θ2), respectively, for
all t. Moreover, this estimate implies that for ε sufficiently small, the shape of Ωt does
not change much for t ≤ T . In order to extend the solution step by step and to control
the shape of the fluid, the following differential inequality is also used:

(5.89)
dϕ

dt
+ c1Φ ≤ c2

[
ϕ(1 + ϕ2) +

t�

0

‖v‖2W 3
2 (Ωt′ )

dt′
]
Φ for t ≤ T,

where c1, c2 are positive constants depending on %1, %2, θ1, θ2, ν, µ, κ, cv, p, ‖S‖W 5/2
2

,
T and the constants from imbedding theorems and Korn inequalities (c1 and c2 are
also nondecreasing continuous functions of

� T
0
‖v‖2

W 3
2 (Ωt′ )

dt′). Moreover, ϕ in (5.89) is a
function satisfying the estimate

c3ϕ(t) ≤ ϕ(t) ≤ c4ϕ(t) for t ≤ T ,

where c3, c4 are positive constants depending on %1, %2, θ1, θ2, µ, κ, cv, p, ‖S‖W 5/2
2

, T
and the constants from imbedding theorems.

Now, since ε is sufficiently small, assumption (5.86) and inequalities (5.88)–(5.89)
yield

(5.90)
dϕ

dt
+ c5Φ ≤ 0.
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It follows from (5.90) that

(5.91) ϕ(t) ≤ ϕ(0)e−c6t for t ≤ T,

where c6 is a constant depending on the same quantities as c1 and c2.
As in the barotropic case, inequalities (5.91) and (5.90) allow one to extend the

solution and to control the shape of Ωt. Thus, if we assume that we have proved the
existence of a solution in an interval [0, (k − 1)T ] for k ≥ 2 and the estimate

(5.92) |x− ξ| =
∣∣∣
t�

0

v(x, t′) dt′
∣∣∣ ≤ c7ε for x ∈ Ωt, 0 ≤ t ≤ (k − 1)T,

with sufficiently small ε, then thanks to (5.90), we can prove that estimate (5.92) also
holds for x ∈ Ωt, 0 ≤ t ≤ kT .

Moreover, if ‖
� t
0
u(ξ, t′) dt′‖W 3

2 (Ω) ≤ c8ε for 0 ≤ t ≤ (k − 1)T then assuming that
ε is sufficiently small and using inequality (5.90) we can prove the same estimate for
0 ≤ t ≤ kT (see Subsection 7.4).

The differential inequality (5.89) is derived in [ZZaj14].
Notice that in contrast to inequality (5.28) from the proof of Theorem 5.2 which has

been obtained for the barotropic case, the left-hand side of (5.89) consists only of the
“nonlinear term”. No L2-norms occur on the left-hand side of (5.89), so there is no need
to estimate additionally the sum of the norms ‖pσ‖2L2(Ωt)

+ ‖θσ‖2L2(Ωt)
.

Obviously, (5.28) could be replaced in the barotropic case by an inequality of the form
(5.89), which simplified the proof of Theorem 5.2.

The case of σ > 0, k = 0 and p0 = const. Global existence of solutions to problem
(5.63)–(5.69) which are sufficiently close to an equilibrium state, in the case of capillary
fluids, is studied in [Z1–Z3, ZZaj3, ZZaj5, ZZaj7, ZZaj8, ZZaj12, ZZaj13] together with
the stability of the equilibrium state.

The definition of an equilibrium state in this case is as follows.

Definition 5.4. Let f = 0, r = θ = 0. By an equilibrium state we mean a solution
(v, θ, %,Ωt) of (5.63)–(5.69) such that v = 0, θ = θe, % = %e, Ωt = Ωe for t ≥ 0, where
%e = (M/(4/3)πR3

e); Ωe is a ball of radius Re; Re > 0 and θe > 0 satisfy the equation

p

(
M

(4/3)πR3
e

, θe

)
= p0 +

2σ
Re

.

In [ZZaj3, ZZaj5, ZZaj7, ZZaj8] problem (5.63)–(5.69) under the restrictive assump-
tion (5.83) is examined.

Existence of a global solution and stability of the equilibrium state are proved in
[ZZaj8]. The approach to the global solvability in the above mentioned paper is similar
to that applied in the barotropic case in [Zaj4].

Papers [ZZaj5, ZZaj7] contain some auxiliary results, used in [ZZaj8]. In [ZZaj7] a
differential inequality, crucial to the proof of the global existence, is derived, while [ZZaj5]
is devoted to some consequences of the conservation laws used in [ZZaj8].



Free boundary problems for Navier–Stokes equations 69

The regularity of the global solution (v, θσ, %σ) obtained in [ZZaj8] is such that
sup0<t′<t ϕ0(t′) +

� t
0
Φ(t′) dt′ <∞ and St ∈W 9/2

2 for all t > 0, where

ϕ0(t) = |v(t)|23,0,Ωt + |%σ(t)|23,0,Ωt + |θσ(t)|23,0,Ωt ;(5.93)
Φ(t) = |v(t)|24,1,Ωt + |θσ(t)|24,1,Ωt + |%σ(t)|23,0,Ωt ;(5.94)

%σ = %− %e, θσ = θ − θe and the norms |f(t)|k,l,Q are given by (5.23).
The paper [Z1] generalizes the result of [ZZaj8] in such a way that assumption (5.83)

is removed. The proof of global existence in [Z1] is very sketchy. Therefore, we present
below the global existence theorem of [Z1] together with its proof, which will be discussed
thoroughly. We assume the following conditions:

f = 0, p0 > 0, θ ≥ 0;(5.95)
‖r‖2C3

B(R3×(0,∞)) + ‖θ‖2C4
B(R3×(0,∞)) ≤ δ(5.96)

and θ ∈ L1(R3 × (0,∞)), where δ > 0 is a sufficiently small constant;
%1 < %0 < %2, θ1 < θ0 < θ2 for all ξ ∈ Ω,(5.97)

where %1, %2, θ1, θ2 are positive constants;
e1 < e(%, θ) < e2 for all % ∈ (%1, %2), θ ∈ (θ1, θ2),(5.98)

where 0 < e1 < e2 are constants;
cv ∈ C3(R2), p ∈ C4(R2), e ∈ C1(R+ × R+).(5.99)

Just as in the barotropic case, the conservation laws are very important in the proof of
global existence. The energy conservation law has the following form in this case:

(5.100)
d

dt

[ �

Ωt

%

(
v2

2
+ e

)
dx+ p0|Ωt|+ σ|St|

]
−

�

St

θ ds = 0.

The conservation laws (5.36)–(5.37) and the mass conservation law also hold in this case.
The energy conservation law and assumptions (5.98), (5.113) imply

(5.101)
e1

%β2

�

Ωt

%γ dx+
�

Ωt

%v2

2
dx+ p0|Ωt|+ σ|St|

≤
�

Ω

%0

(
v2

0

2
+ e0

)
dξ + p0|Ω|+ σ|S|+

∞�

0

dt
�

R3

θ(x, t) dx ≡ d,

where γ = β + 1, β > 0 is a constant, e0 = e(%0, θ0), t ≤ T , T is the time of local
existence.

As in the barotropic case, multiplying (5.101) by |Ωt|β we get

y(|Ωt|) +
e1

%β2

[
|Ωt|β

�

Ωt

%γ dx−
( �

Ωt

% dx
)γ]

+|Ωt|β
�

Ωt

%
v2

2
dx+ σ|Ωt|β(|St| − 4πR2

t ) ≤ 0,

where

y(x) = p0x
γ + c̃σxγ−1/3 − dxγ−1 +

e1

%β2
Mγ , c̃ = (36π)1/3, Rt =

(
3

4π
|Ωt|

)1/3

.
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We use the properties of y(x) to prove that under some assumptions on the data p0, σ,
d, M , e1, %2, γ, the volume of Ωt does not change much in time. We proceed as in the
barotropic case. Namely, the minimum points of y(x) are determined by equation (5.41)
with d defined now by the right-hand side of (5.101). Since we consider y(x) for x > 0
we look for positive minimum points of y(x). Viète’s formulas imply that there exists a
unique positive root x0 of (5.41). We want to calculate y(x0). In order to do this we have
to consider three cases (5.42)1–(5.42)3, one of which holds. For each of these cases the
function Φi (i = 1, 2, 3) has the form

Φi(µ0, ψi, p0, γ, e1, %2,M) = Φi(µ0, ψi, p0, γ)− e1

%β2
Mγ ,

where ψi are given by of (5.42)i and (5.43)i, and Φi (i = 1, 2, 3) are defined in (5.44)i.
In the case (5.43)i we obtain

y(x0) = −Φi(µ0, ψi, p0, γ, e1, %2,M).

It can be proved that if 0 < −y(x0) ≤ δ0 with sufficiently small δ0 then the volume of Ωt
does not change much in time (see [ZZaj5]).

Therefore, we assume that the parameters µ0, ν0, p0, γ, e1, %2, M satisfy one of the
relations

(5.102)i ν0 ∈ Ii, 0 < Φi(µ0, ψi, p0, γ, e1, %2,M) ≤ δ0,

where 1 ≤ i ≤ 3.
Moreover, assume that

‖Ω| − |Ωe‖ ≤ δ1(5.103)
�

Ω

%0
v2

0

2
dξ +

�

Ω

%0(e0 − e1) dξ + σ(|S| − 4πR2
0) +

∞�

0

dt
�

R3

θ(x, t) dx ≤ δ2,(5.104)

where R0 is the radius of a ball of volume |Ω|, δ2 ∈ (0, 1).
We introduce the spaces:

N(t) = {(v, θσ, %σ) : ϕ(t) <∞},

M(t) =
{

(v, θσ, %σ) : sup
0≤t′≤t

ϕ0(t′) +
t�

0

Φ(t′) dt′ <∞
}
,

where ϕ(t) = ϕ0(t) + |v(t)|23,1,St ; ϕ0 and Φ are the functions given by (5.93) and (5.94),
respectively.

Theorem 5.11. Let the assumptions (5.84), (5.95)–(5.96), (5.99) with e% > 0 for %, θ > 0,
(5.103)–(5.104) and one of the conditions (5.102)i be fulfilled. Let (v, θσ, %σ) ∈ N(0) and

(5.105) ϕ(0) ≤ α1,

where α1 ∈ (0, 1) and %e, θe and Re satisfy conditions of Definition 5.4. Let the following
compatibility conditions be satisfied :

Dα
ξ ∂

i
t(Tn− σHn+ p0n)|t=0 = 0 on S, |α|+ i ≤ 2,
Dα
ξ ∂

i
t(n · ∇θ − θ)|t=0 = 0 on S, |α|+ i ≤ 2.
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Assume that l > 0 is a constant such that %e − l > 0, θe − l > 0 and (5.97)–(5.98) hold
with %1 = %e − l, %2 = %e + l, θ1 = θe − l, θ2 = θe + l. Let

(5.106)
�

Ω

%0 dξ = M,
�

Ω

%0ξ dξ = 0,
�

Ω

%0v0 dξ = 0.

Moreover , assume that Ω is diffeomorphic to a ball and let S be described by |ξ| = R̃(ω),
ω ∈ S1 (S1 is a unit sphere), where R̃ satisfies

(5.107) ‖R̃−Re‖2W 1
2 (S1) ≤ α2.

Finally , assume that S ∈W 4+1/2
2 and

(5.108) ‖H(·, 0) + 2/Re‖2W 2+1/2
2 (S)

≤ α1.

Then for sufficiently small constants α1, α2, δ and δi (i = 0, . . . , 3) there exists a unique
global solution to problem (5.63)–(5.69) such that (v, θσ, %σ) ∈M(t) for t ∈ R+ and

(5.109) sup
jT≤t≤(j+1)T

ϕ0(t) +
(j+1)T�

jT

Φ(t′) dt′ ≤ ĉ1α1 for j ∈ N ∪ {0},

where T is the time of local existence defined by Theorem 4.2 of [ZZaj1], ĉ1 > 0 is a
constant. Moreover , St ∈ W 4+1/2

2 for t ∈ R+, Ωt satisfies condition (5.126) for t ∈ R+

and

(5.110) sup
t1>0
‖R(·, t)−Re‖2W 4+1/2

2 (S1)
≤ ĉ2(α1 + δ) + ĉ3α2,

where the constant ĉ2 depends on 0 < t1 < T.

Auxiliary results for the proof of Theorem 5.11

Part 1. We start with an estimate for the local solution (u, ϑ, η) of problem (5.70)–(5.75)
such that (u, ϑ, η) ∈W 4,2

2 (ΩT )×W 4,2
2 (ΩT )×C([0, T ];W 3

2 (Ω)) and ηt ∈ C([0, T ];W 2
2 (Ω))

∩ L2(0, T ;W 3
2 (Ω), ηtt ∈ L2(0, T ;W 1

2 (Ω)). Local existence of such a solution is proved in
[ZZaj1]. To derive the estimate we write the system (5.70)–(5.75) with g = 0, k = 0, the
constant coefficients ν, µ, κ and constant p0 as follows:

ηut − divu Tu(u, pσ) = 0 in ΩT ,(5.111)
ησt + η∇u · u = 0 in ΩT ,
ηcv(η, ϑ)ϑσt −∇u · (κ∇uϑσ) = −ϑpϑ(η, ϑ)∇u · u

+
µ

2

3∑

i,j=1

(ξxi · ∂ξuj + ξxj · ∂ξui)2

− (ν − µ)(∇u · u)2 = ηh in ΩT ,
Tu(u, pσ)nu − σ(H + 2/Re)nu = 0 on ST ,
nu · ∇uϑσ = ϑ on ST ,

u|t=0 = v0, ησ|t=0 = %σ0, ϑσ|t=0 = θσ0, in Ω,

where pσ = p − p0 − 2σ/Re; %σ0 = %0 − %e, θσ0 = θ0 − θe; u, ϑσ, ησ denote v, θσ, %σ
written in Lagrangian coordinates ξ ∈ Ω.
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We can treat problem (5.111) as a linear problem with respect to u, ϑσ and ησ. Then
from theorems concerning such linear problems (Theorems 3.6, 4.1 and Lemma 3.3 of
[ZZaj1]) we get the estimate

(5.112) ‖u‖2
W 4,2

2 (Ωt)
+ ‖ϑσ‖2W 4,2

2 (Ωt)
+ ‖ησ‖2C([0,t];W 3

2 (Ω)) + ‖ησt‖2C([0,t];W 2
2 (Ω))

+ ‖ησt‖2L2(0,t;W 3
2 (Ω)) + ‖ησtt‖2L2(0,t;W 1

2 (Ω))

≤ ϕ(1)(T )
[
‖v0‖2W 3

2 (Ω) + ‖%σ0‖2W 3
2 (Ω) + ‖θσ0‖2W 3

2 (Ω) + ‖ut(0)‖2W 1
2 (Ω)

+ ‖ϑσt(0)‖W 1
2 (Ω) + ‖H(·, 0) + 2/Re‖2W 2+1/2

2 (S)
+ ‖h‖2

W 2,1
2 (ΩT )

+ ‖ϑ‖2
W

3−1/2,3/2−1/4
2 (ST )

+
( T�

0

‖D2
ξ,tϑ‖2L2(S)

t1/2
dt

)1/2]
,

where t ≤ T , T is the time of local existence (depending on α1); ϕ(1) is a positive
nondecreasing continuous function of T ; ut(0) and ϑσt(0) are calculated from system
(5.111).

Part 2. We also need some lemmas which yield estimates for the L2-norms of v, θσ
and pσ. These lemmas are consequences of the conservation laws of energy and mass.

Let (v, θ, %) be the local solution of problem (5.63)–(5.69) which is guaranteed by
Theorem 4.1 of [ZZaj1]. Assume

(5.113) %1 < %(x, t) < %2, θ1 < θ(x, t) < θ2 for all x ∈ Ωt, t ∈ [0, T ],

where T is the time of local existence.

Lemma 5.3 (see Theorem 2.3 of [Z1]). Let conditions (5.95), (5.96), (5.98), (5.113) be
satisfied. Let δ0 ∈ (0, 1) be given. Assume that the parameters µ0, ν0, β, e1, %2, M satisfy
one of the relations (5.102)i. Then there exists a constant c1 > 0 independent of δ0 (it
can depend on the parameters) such that

var
0≤t≤T

|Ωt| ≤ c1δ,

where var0≤t≤T |Ωt| = sup0≤t≤T |Ωt| − inf0≤t≤T |Ω|, δ2 = c2δ0, c2 > 0 is a constant.
Moreover , in the case (5.102)i we have

‖Ωt| −Qi| ≤ c3δ for t ∈ [0, T ],

where Qi (i = 1, 2, 3) are defined in Lemma 5.2, c3 > 0 is a constant.

The above lemma is analogous to Lemma 5.2 of this paper which holds for the
barotropic fluid. The proof of Lemma 5.3 is the same as the proof of Theorem 1 of
[ZZaj5] (see also Lemma 2.2 of [Zaj4]).

Remark 5.4. For each 1 ≤ i ≤ 3 and for each δ0 there exist parameters γ, d, p0, σ, M ,
e1, %2 such that condition (5.102)i is satisfied (see [ZZaj5].

For example, let ν0 = 2µ3
0. Then

d(γ − 1)
2p0

=
2l3(γ − 1/3)3

27γ2 , l =
c̃σ

p0
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and

Φ2 =
p0(9γ − 1)

(3γ − 1)(γ − 1)

[
l(3γ − 1)

9γ

]3γ

− e1

%β2
Mγ

=
27γ2d(9γ − 1)

4(γ − 1/3)3(3γ − 1)l3

(
l

3

)3γ(
1− 1

3γ

)3γ

− e1%2

(
M

%2

)γ
.

We see that limγ→1+ Φ2 = d − e1M > 0. On the other hand, assuming that l/3 ≤ 1 we
get

lim
γ→+∞

Φ2





= 0 if M/%2 < 1,
−∞ if M/%2 > 1,
−e1%2 if M/%2 = 1.

Moreover, if we assume l/3 > 1 and M/%2 ≥ (l/3)3, we obtain limγ→+∞ Φ2 = −∞.
Therefore in this case for each δ0 we can find γ such that 0 ≤ Φ2 ≤ δ0.

Lemma 5.4. Let the assumptions of Lemma 5.3 be satisfied. Moreover , assume (5.104).
Then

‖v‖2L2(Ωt) ≤ δ3 for t ≤ T,
where δ3 = c4(δ + δ2); c4 > 0 is a constant depending on %1, %2, θ1, θ2, M, β, d, p0, σ

and the form of internal energy e.

Proof. Let Rt and R∗ be the radii of balls of volumes |Ωt| and inf0≤t≤T |Ωt|, respectively.
Then by Lemma 5.3,

|Ωt| − inf
t
|Ωt| ≤ c1δ, Rt −R∗ ≤ cδ for 0 ≤ t ≤ T ,

where c > 0 is a constant. Since |St|−4πR2
t ≥ 0 we also have |St|−4πR2

∗ ≥ 0. Therefore,
using the conservation laws of energy (5.100) and of mass we get

(5.114)
�

Ωt

%
v2

2
dx+

�

Ωt

%(e(%, θ)− e1) dx+ p0(|Ωt| − inf
t
|Ωt|) + σ(|St| − 4πR2

∗)

≤
�

Ω

%0
v2

0

2
dξ +

�

Ω

%0(e(%0, θ0)− e1) dξ + p0(|Ω| − inf
t
|Ωt|) + σ(|S| − 4πR2

∗)

+
∞�

0

dt
�

R3

θ(s, t′) dt′ ≤ c(δ + δ2).

This completes the proof.

Lemma 5.5. Let assumption (5.113) be satisfied. Then

(5.115) ‖pσ‖2L2(Ωt) ≤ c5[ε(‖u‖2
W 4,2

2 (ΩT )
+‖u‖4

W 4,2
2 (ΩT )

)+c(ε, T )(‖u‖2L2(ΩT )+‖u‖4L2(ΩT ))]

and

(5.116) ‖%σ‖2L2(Ωt) + ‖θσ‖2L2(Ωt) ≤ c6[ε‖u‖2
W 4,2

2 (ΩT )
+ c(ε, T )‖u‖2L2(ΩT )

+‖vx‖2L2(Ωt) + ‖θσx‖2L2(Ωt) + ‖v‖4W 1
2 (Ωt)

+ ‖%σ‖4W 1
2 (Ωt)

+ ‖θσ‖4W 1
2 (Ωt)

] for t ≤ T,
where c5, c6 > 0 are constants depending on %1, %2, θ1, θ2; ε ∈ (0, 1) is a constant ; c(ε, T )
is a positive constant depending on ε and T.
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Proof. Let w1 be a solution of the problem

(5.117)
divw1 = pσ in Ωt,

w1 = 0 on St.

In view of Lemma 2.2 of [LadSol] there exists a solution of problem (5.117) such that
w1 ∈W 1

2 (Ωt) and

(5.118) ‖w1‖W 1
2 (Ωt) ≤ c‖pσ‖L2(Ωt).

Now, multiplying equation (5.63) by w1 and integrating over Ωt we obtain

‖pσ‖2L2(Ωt) ≤ ε‖w1‖2W 1
2 (Ωt)

+ c(ε)‖vt‖2L2(Ωt) + c(‖vx‖2L2(Ωt) + ‖v‖4W 1
2 (Ωt)

),

where ε > 0 is a sufficiently small constant. Hence using (5.118) yields

(5.119) ‖pσ‖2L2(Ωt) ≤ c(‖vt‖
2
L2(Ωt) + ‖vx‖2L2(Ωt) + ‖v‖4W 1

2 (Ωt)
).

Next, let us rewrite equation (5.63) in the form

(5.120) %[vt + (v · ∇)v]− divD(v) + p%∇%σ + pθ∇θσ = 0

and let w2 be a solution of the problem

(5.121)
divw2 = %σ in Ωt,

w2 = 0 on St.

There exists w2 ∈W 1
2 (Ωt) satisfying (5.121) and

(5.122) ‖w2‖W 1
2 (Ωt) ≤ c‖%σ‖L2(Ωt).

Now, we multiply (5.120) by w2 and integrate over Ωt. In view of (5.113), the positivity
and continuity of p% we get

(5.123) ‖%σ‖2L2(Ωt) ≤ ε‖w2‖2W 1
2 (Ωt)

+ c(ε)‖vt‖2L2(Ωt)

+ c(‖vx‖2L2(Ωt) + ‖θσx‖2L2(Ωt) + ‖v‖4W 1
2 (Ωt)

+ ‖%σ‖4W 1
2 (Ωt)

+ ‖θσ‖4W 1
2 (Ωt)

),

where we used the integration by parts in
�
Ωt
p%∇%σw2 dx.

The relation
pσ = p%%σ + pθθσ

(where the values of p% and pθ are taken at a point (%e+s(%−%e), θe+s(θ−θe)), s ∈ (0, 1))
implies

(5.124) ‖θσ‖2L2(Ωt) ≤ c(‖pσ‖
2
L2(Ωt) + ‖%σ‖2L2(Ωt)),

where c is a constant depending on %1, %2, θ1, θ2.
Therefore, taking into account (5.118), (5.119), (5.122)–(5.124) we have

(5.125) ‖%σ‖2L2(Ωt) + ‖θσ‖2L2(Ωt) ≤ c(‖ut‖
2
L2(Ω) + ‖vx‖2L2(Ωt)

+ ‖θσx‖2L2(Ωt) + ‖v‖4W 1
2 (Ωt)

+ ‖%σ‖4W 1
2 (Ωt)

+ ‖θσ‖4W 1
2 (Ωt)

),

where we used the fact that the local existence is proved for T so small that c1 ≤ |ξx| ≤ c2
for some positive constants c1 and c2.

Now, using in (5.125) the interpolation inequality

sup
0≤t≤T

‖ut‖2L2(Ω) ≤ ε‖u‖2W 4,2
2 (ΩT ) + c(ε, T )‖u‖2L2(ΩT )

we obtain (5.116).
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Estimate (5.115) follows by using in (5.119) the above interpolation inequality and
the inequality

sup
0≤t≤T

‖u‖2W 1
2 (Ω) ≤ ε‖u‖2W 4,2

2 (ΩT )
+ c(ε, T )‖u‖2L2(ΩT ).

Part 3. In this part we use the momentum conservation law (5.36) and (5.37) to derive
an estimate for a function describing the free boundary St.

We assume the following condition:

(5.126) Ωt is diffeomorphic to a ball and St is described by the equation

|x| = R(ω, t), ω ∈ S1.

Lemma 5.6. Let condition (5.126) and the assumptions of Theorem 7.1 be satisfied for
t ≤ T. Then for 0 ≤ t∗ ≤ t ≤ T ,

(5.127)
t�

t∗

‖R(·, t′)−R(·, 0)‖2W 4
2 (S1) dt

′ ≤ c7
[
ε
( t�

t∗

‖u‖2W 4
2 (Ω) dt

′

+
t�

t∗

‖ησ‖2W 3
2 (Ω) dt

′ +
t�

t∗

‖ϑσ‖2W 3
2 (Ω) dt

′
)

+ c(ε)(‖u‖2L2(Ω×(t∗,t)) + ‖qσ‖2L2(Ω×(t∗,t)))

+ (t− t∗)(‖H(·, 0) + 2/Re‖2W 2
2 (S) + sup

0≤t′≤t
‖R(·, t′)−Re‖2L2(S1))

]
,

where ε ∈ (0, 1) is a sufficiently small constant and the constant c7 can depend on
‖R(·, t)‖

W
3+1/2
2 (S1). Moreover , for 0 ≤ t∗ ≤ t ≤ T we have

(5.128)
t�

t∗

‖R(·, t′)−R(·, 0)‖2
W

4+1/2
2 (S1)

dt′

≤ c8
[ t�

t∗

‖u‖2W 4
2 (Ω) dt

′ +
t�

t∗

‖ησ‖2W 3
2 (Ω) dt

′ +
t�

t∗

‖ϑσ‖2W 3
2 (Ω) dt

′

+ (t− t∗)(‖H(·, 0) + 2/Re‖2W 2+1/2
2 (S)

+ sup
0≤t′≤t

‖R(·, t′)−Re‖2L2(S1))
]
,

where the constant c8 can depend on ‖R(·, t)‖
W

3+1/2
2 (S1).

Proof. Applying Theorem 7.1 we obtain
t�

t∗

‖R(·, t′)−R(·, 0)‖2
W

4+1/2
2 (S1)

dt′ ≤ 2
[ t�

t∗

‖R(·, t′)−Re‖2W 4+1/2
2 (S1)

dt′

+ (t− t∗)‖R(·, 0)−Re‖2W 4+1/2
2 (S1)

]

≤ c
[ t�

t∗

‖H(·, t′) + 2/Re‖2W 2+1/2
2 (St′ )

dt′ + (t− t∗)(‖H(·, 0) + 2/Re‖2W 2+1/2
2 (S)

+ sup
0≤t′≤t

‖R(·, t′)−Re‖2L2(S1)

]
for 0 ≤ t∗ ≤ t ≤ T .



76 E. Zadrzyńska

Hence, using boundary condition (5.66) we get (5.128). Estimate (5.127) is proved in the
same way.

Remark 5.5. The constants c7 and c8 depend only on Re and ‖R̃‖
W

3+1/2
2 (S1) if the

constants αi (i = 1, 2) are sufficiently small. In fact, for t ≤ T we can estimate

‖R(·, t)‖
W

3+1/2
2 (S1) ≤ ε‖R̃−Re‖W 4+1/2

2 (S1)+c(ε)‖R̃−Re‖L2(S1)+c′(Re+T 1/2‖u‖W 4
2 (ΩT )).

Hence, by using Theorem 7.1, assumptions (5.96), (5.107), (5.108) and estimate (5.112),
for t ≤ T and for sufficiently small ε, α1, α2 and δ we have

‖R(·, t)‖
W

3+1/2
2 (S1) ≤ εα

1/2
1 + c(ε)α1/2

2 + c′{Re + [Tc′′(α1 + δ)1/2]} < 2c′Re.

Similarly for t ≤ T and ω ∈ S1 we obtain

|R(ω, t)|2 ≥ ĉ ′|R̃(ω)|2 − ĉ ′′T (α1 + δ) ≥ ĉ ′(Re − |R̃(ω)−Re|L∞(S1))
2 − ĉ ′′T (α1 + δ)

≥ ĉ ′(Re − εα1/2
1 − ĉ(3)α

1/2
2 )2 − ĉ ′′T (α1 + δ) >

1
2
ĉ ′R2

e,

if ε, α1, α2 and δ are sufficiently small. Therefore

‖R(·, t)‖
W

3+1/2
2 (S1) > ĉ(4)Re for t ≤ T .

In view of the above estimates we see that in fact the constants c8 and c9 depend only
on Re.

To estimate ‖R(·, t)−Re‖2L2(S1) we need the following lemma analogous to Theorem
3 of [Sol6] (formulated in this paper as Theorem 4.7) which holds in the incompressible
case.

Lemma 5.7. Assume that Ωt satisfies condition (5.126) and suppose the origin coincides
with the barycentre of Ωt. Let %(x, t) be the density defined for x ∈ Ωt and set %∗ =
inft∈[0,T ] infx∈Ω %(x, t). Then if there exists a constant δ̂ ∈ (0, 1/2) such that

(5.129) sup
S1
|R(ω, t)−Rt|+ sup

S1
|∇R(ω, t)| ≤ δ̂Rt for t ∈ [0, T ],

where Rt is the radius of a ball of volume |Ωt|, i.e. Rt =
(

3
4π |Ωt|

)1/3
, then

(5.130)
�

S1

(|R(ω, t)−Rt|2 + |∇R(ω, t)|2) dω

≤ c9(|St| − 4πR2
t ) + (c10/(|Ωt|4/3%∗))

( �

Ωt

(%− %∗) dx
)2

for t ∈ [0, T ],

where c9, c10 are constants which do not depend on δ̂ and Rt.

Lemma 5.7 is analogous to Lemma 1 of Theorem 4.8 which holds for an incompressible
motion. However, in the incompressible case the only term on the right-hand side of
the estimate is c(|St| − 4πR2

0), where R0 = ( 3
4π |Ω|)1/3. Thus, the second term on the

right-hand side of (5.130) is associated with the compressibility of the fluid.
The assumption that the origin coincides with the barycentre of Ωt means that�

Ωt
%x dx = 0 for t ≤ T. This last condition is implied by the assumptions:

�
Ω
%0ξ dξ = 0,

�
Ω
%0v0 dξ = 0 and by the conservation laws (5.36)–(5.37).



Free boundary problems for Navier–Stokes equations 77

The proof of the above lemma depends on the formula

|St| − 4πR2
t =

�

S1

(R
√
R2 + |∇R|2 −R2

t ) dω.

By the assumption that the origin coincides with the barycentre of Ωt we have
�

Ωt

(%− %∗)x dx+ %∗
( �

Ωt

x dx−
�

K(0,Rt)

x dx
)

= 0,

where K(0, Rt) is the ball with center 0 and radius Rt. Hence

1
%∗

�

Ωt

(%− %∗)x dx+
1
4

�

S1

(R4(ω, t)−R4
t )ν(ω) dω = 0,

where ν(ω) = (cosϕ1 cosϕ2, sinϕ1 cosϕ2, sinϕ2); ϕ1, ϕ2 are spherical coordinates.
The integral

�
S1(R

√
R2 + |∇R|2 − R2

t ) dω is estimated by using the above equality
and the equality �

S1

(R3(ω, t)−R3
t ) dω = 0,

which holds, since |Ωt| = 4
3πR

3
t .

In the incompressible case, the formula

|St| − 4πR2
0 =

�

S1

(R
√
R2 + |∇R|2 −R2

0) dω

is used together with the conditions
�

S1

(R3(ω, t)−R3
0) dω = 0,

�

S1

(R4(ω, t)−R4
0)ν(ω) dω = 0.

The second condition above means that the origin coincides with the barycentre of Ωt in
this case.

Lemma 5.7 yields the estimate of ‖R(ω, t) − Rt‖2W 1
2 (S1) and therefore it is useful in

the next lemma which shows that if the data of the problem are sufficiently small then
sup0≤t≤T ‖R(ω, t)−Re‖2W 1

2 (S1) is also small.

Lemma 5.8. Let the assumptions of Lemma 5.4 be satisfied. Let e ∈ C1(R+×R+), e% > 0,
eθ = cv > 0, v0 ∈W 3

2 (Ω), θ0 ∈W 3
2 (Ω), %0 ∈W 3

2 (Ω) and let

(5.131) ‖v0‖2W 3
2 (Ω) + ‖θσ0‖2W 3

2 (Ω) + ‖%σ0‖2W 3
2 (Ω) ≤ ε,

where ε ∈ (0, 1). Let assumptions (5.96), (5.103) and (5.106) hold. Moreover , assume
that Ω is diffeomorphic to a ball and S is described by

(5.132) |ξ| = R̃(ω), ω ∈ S1,

where R̃ satisfies (5.107). Finally , assume (5.108) with α1 replaced by a constant ε̂ ∈
(0, 1). Then for Ωt (t ≤ T ) condition (5.126) is satisfied and for sufficiently small con-
stants δ0, δ1, δ4, δ, α2, ε, ε̂ we have

(5.133) sup
0≤t≤T

‖R(·, t)−Re‖2W 1
2 (S1) ≤ α2.
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First, assuming smallness of ε̂, ε, δ, δ3 it is proved that condition (5.129) is satisfied.
Then (5.130) and inequality (5.114) yield (5.133) provided constants δ0, δ1 and δ3 are
sufficiently small. Therefore α2 does not depend on ε and ε̂.

Proof of Lemma 5.8. By assumption (5.132) and by (4.10), condition (5.126) with R(ω, t)
such that R(ω, 0) = R̃(ω) is satisfied for Ωt (t ≤ T ).

Using assumptions (5.131), (5.96), (5.106), (5.108), estimate (5.112) and the interpo-
lation inequality, for sufficiently small ε, δ and ε̂ we get

|R(ω, t)− R̃(ω)| = ‖x|
2 − |ξ|2|
|x|+ |ξ| ≤ c11

∥∥∥
t�

0

u dt′
∥∥∥
L∞(Ω)

≤ ε1

t�

0

‖u‖W 2
2 (Ω) dt

′ + c(ε1)‖u‖L2(Ωt).

Similarly

|∇R(ω, t)−∇R̃(ω)| ≤ ε2

t�

0

‖u‖W 2
2 (Ω) dt

′ + c(ε2)‖u‖L2(Ωt).

Hence applying once again the interpolation inequality, for t ≤ T we obtain

(5.134) |R(ω, t)−Rt|2 + |∇R(ω, t)|2

≤ c12

[
ε‖R̃−Re‖2W 4+1/2

2 (S1)
+ c(ε)‖R̃−Re‖2L2(S1) +

∣∣∣∣
(

3
4π
|Ωt|

)1/3

−
(

3
4π
|Ωe|

)1/3∣∣∣∣
2

+ ε3

t�

0

‖u‖2W 2
2 (Ω) dt

′ + c(ε3)‖u‖2L2(Ωt)

]
,

where ε, ε3 ∈ (0, 1) are constants.
In view of Theorem 7.1, assumptions: (5.131), (5.96), (5.103), (5.106)–(5.108), esti-

mates (5.112), (5.134) and Lemmas 5.3–5.4, for t ≤ T we get

|R(ω, t)−Rt|2 + |∇R(ω, t)|2 ≤ c13(ε+ ε3)ε̂+ c14[α2 + ε3(δ + ε)] + c15(δ + δ1 + δ3),

where the constants ci (i = 13, 14, 15) depend on T . Since by (5.101) and (5.113),
(

3
4π

M

%2

)1/3

≤ Rt ≤
(

3
4π

d

p0

)1/3

for t ≤ T ,

for sufficiently small constants ε, ε3, α2, δ, δ1 and δ3 we obtain

sup
S1
|R(ω, t)−Rt|+ sup

S1
|∇R(ω, t)| ≤ δ̂Rt for t ≤ T ,

where δ̂ ∈ (0, 1/2) is a constant. Then by Lemma 5.7 estimate (5.130) holds.
Now, we will estimate the terms on the right-hand side of (5.130). By (5.114) we get

(5.135) |St| − 4πR2
t ≤ |St| − 4πR2

∗ ≤ c16(δ + δ2).

Now, consider

e(%, θ)− e(%∗, θ∗) = e%(%, θ)(%− %∗) + eθ(%, θ)(θ − θ∗),
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where % = %∗ + s(% − %∗), θ = θ∗ + s(θ − θ∗), %∗ = inft∈[0,T ] infx∈Ωt %(x, t), θ∗ =
inft∈[0,T ] infx∈Ωt θ(x, t), s ∈ (0, 1). Since e% > 0, eθ > 0 assumption (5.113), the above
relation and estimate (5.114) yield

(5.136)
�

Ωt

(%− %∗) dx ≤ c17(δ + δ2),

where c17 > 0 is a constant depending on %1, %2, θ1, θ2 and the form of e.
In view of (5.130), (5.135), (5.136), assumption (5.103) and Lemma 5.3, we get

sup
0≤t≤T

‖R(·, t)−Re‖2W 1
2 (S1) ≤ 2( sup

0≤t≤T
‖R(·, t)−Rt‖2W 1

2 (S1) + |S1‖Rt −Re|2)

≤ c18(δ + δ1 + δ2),

where c18 > 0 is a constant depending on %1, %2, θ1, θ2, e, p0, σ, d, M . Assuming that δ,
δ1 and δ2 are so small that

c18(δ + δ1 + δ2) ≤ α2

we obtain (5.133).
This completes the proof of the lemma.

Let us notice that in the case of ideal gas, i.e., when e = cvθ, p = R%θ (where cv > 0
is a constant and R > 0 is a constant) we have e% = 0, so we cannot apply Lemma 5.8.
However, replacing assumption (5.104) by a stronger one we obtain the following lemma.

Lemma 5.9. Let p = a%e (where a > 0 is a constant). Let the assumptions of Lemma
5.4 be satisfied apart from (5.104). Let e ∈ C1(R+ × R+), eθ = cv > 0, p% > 0 and let
assumptions (5.96), (5.106), (5.103), (5.131) be fulfilled. Moreover , assume that Ω and S
satisfy the same conditions as in Lemma 5.8 (with (5.107) and (5.108)). Finally , assume

(5.137)
�

Ω

%0
v2

0

2
dξ+

�

Ω

(%0e(%0, θ0)− %1e1) dξ+ +σ[|S| − 4πR2
0] +κ

∞�

0

dt
�

R3

θ(s, t) dt ≤ δ2.

Then the assertions of Lemmas 5.4 and 5.8 hold.

Proof. Set p1 = a%1e1. By using Lemma 5.3 we get in the same way as in Lemma 5.4 the
following estimate:

(5.138)
�

Ωt

%
v2

2
dx+

1
a

�

Ωt

(p(%, θ)− p1) dx+ p0(|Ωt| − inf
t
|Ωt|) + σ(|St| − 4πR2

∗)

≤
�

Ω

%0
v2

0

2
dξ +

1
a

�

Ω

(p(%0, θ0)− p1) dξ +
p1

a
‖Ω| − |Ωt‖

+ p0(|Ω| − inf
t
|Ωt|) + σ(|S| − 4πR2

0) +
∞�

0

dt
�

R3

θ(s, t′) dt′ ≤ c(δ + δ2).

Since

0 ≤ p(%, θ)− p(%∗, θ∗) = p%(%, θ)(%− %∗) + pθ(%, θ)(θ − θ∗) < p(%, θ)− p1,

estimates (5.138) and (5.130) yield the assertion of the lemma.

Lemma 5.9 is used instead of Lemma 5.10 in the proof of Theorem 5.12 (see below).



80 E. Zadrzyńska

Part 4. The next estimate shows an increase of regularity of the local solution. Such an
estimate is used to control the regularity of the free boundary St.

Lemma 5.10. Let (u, ϑ, η) ∈W 4,2
2 (ΩT )×W 4,2

2 (ΩT )×C([0, T ];W 3
2 (Ω)) with ηt ∈ C([0, T ];

W 2
2 (Ω)) ∩ L2(0, T ;W 3

2 (Ω)) be the local solution of problem (5.70)–(5.75). Then for any
0 < t1 < T ,

(5.139) sup
t1≤t≤T

‖u‖2W 4
2 (Ω) + sup

t1≤t≤T
‖ϑσ‖2W 4

2 (Ω)

≤ c(K)(K1 + ‖r‖2C3
B(R3×R+) + ‖θ‖2C4

B(R3×R+)),

where K1 = ‖u‖2
W 4,2

2 (ΩT )
+ ‖ϑσ‖2W 4,2

2 (ΩT )
,

K = K1 + sup
0≤t≤T

‖u‖2W 3
2 (Ω) + sup

0≤t≤T
‖ϑσ‖2W 3

2 (Ω)

+ sup
0≤t≤T

‖ησ‖2W 3
2 (Ω) + ‖ησt‖2L2(0,T ;W 1

2 (Ω)) + sup
0≤t≤T

‖ησt‖2W 1
2 (Ω),

c(K) is a positive nondecreasing continuous function of K depending also on t1.

Inequality (5.139) is similar to the inequality from [ZZaj12] which was proved for the
local solution such that (u, ϑ, η)∈W 2+α,1+α/2

2 (ΩT )×W 2+α,1+α/2
2 (ΩT )×W 1+α,1/2+α/2

2 (ΩT)
∩ C([0, T ];W 1+α

2 (Ω)) (α ∈ (3/4, 1)) in the case of r = θ = 0. The general idea of the
proof of inequality (5.139) comes from the paper of Solonnikov [Sol6], where the analogous
estimate is obtained for the velocity and pressure of an incompressible fluid.

Remark 5.6. Choose the constant C such that c(0) < C. Then by estimate (5.112) and
assumption (5.105) for sufficiently small α1 and δ we have c(K) < C.

Part 5. In the case of an incompressible fluid to obtain global existence it is sufficient
to use estimates derived for the linear problem and estimates similar to those of Parts
1–4 (see Sections 4 and 7). However, the nature of the equations describing the motion
of compressible fluids is such that we need another two estimates for the local solution
of problem (5.63)–(5.69).

First, we need the following energy type inequality which is derived in [ZZaj12]:

(5.140)
1
2
d

dt

�

Ωt

(
%v2 +

p1

%
%2
σ +

%cvp2

θpθ
θ2
σ

)
dx

+
σ

2
d

dt

�

St

gγδ
t�

0

vsγ dt
′ · n

t�

0

vsδ dt
′ds · n+ c19(‖v‖2W 1

2 (Ωt)
+ ‖θσx‖2L2(Ωt))

≤ ε(‖%σ‖2L2(Ωt)+‖θσ‖2L2(Ωt))+ε1

(
‖v‖2W 2

2 (Ωt)
+
∥∥∥
t�

0

v dt′
∥∥∥

2

L2(Ωt)
+ ‖H(·, 0) + 2/Re‖2L2(S)

)

+ c20(‖v‖2L2(Ωt) + ‖r‖2L2(Ωt) + ‖θ‖2L2(St))

+ c21[(‖θσ‖2W 1+α
2 (Ωt)

+ ‖%σ‖2W 1+α
2 (Ωt)

)(‖θσt‖2L2(Ωt) + ‖%σt‖2L2(Ωt))

+ (‖%σ‖2W 1
2 (Ωt)

+ ‖θσ‖2W 1
2 (Ωt)

)‖θσ‖2W 1+α
2 (Ωt)

+ ‖v‖2W 1
2 (Ωt)

(‖%σ‖2W 2
2 (Ωt)

+ ‖θσ‖2W 2
2 (Ωt)

)],
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where α ∈ (1/2, 1), ε and ε1 are sufficiently small constants; c19, c20 and c21 are positive
constants depending on %1, %2, θ1, θ2; p1(%, θ) =

� 1

0
p%(%e + s(% − %e), θ)ds, p2(θ) =

� 1

0
pθ(%e, θe + s(θ − θe)) ds.
We also need a differential inequality which gives the possibility of estimating the

highest norms of the solution by the following terms: the nonlinear terms consisting of
products of the highest norms of v, θσ, %σ and the linear terms, i.e. the L2-norms of these
functions and the norms of r, θ, H(·, 0) + 2/Re, R(·, t)−R(·, 0).

To obtain this inequality we derive first some auxiliary estimates by using both Eu-
lerian and Lagrangian coordinates. Some auxiliary estimates are derived in Eulerian co-
ordinates. These are energy-type estimates for (v, θσ, %σ) (where (v, θ, %) is the solution
of problem (5.63)–(5.69)) and its time derivatives up to order three. The remaining aux-
iliary estimates are derived by using Lagrangian coordinates and considering problem
(5.70)–(5.75) locally.

Therefore, we introduce a family {Ω̃i} of open sets such that Ω ⊂ ⋃i∈M∪N Ω̃i, where
Ω̃i for i ∈ M are interior subdomains and Ω̃i ∩ Ω for i ∈ N are boundary subdomains,

i.e. Ω̃i ⊂ Ω for i ∈M and Ω̃i ∩ S 6= ∅ for i ∈ N . With this covering of Ω we associate a
partition of unity {ζi} such that

∑
i∈M∪N ζi(ξ) = 1 for ξ ∈ Ω, 0 ≤ ζi ≤ 1, ζi ∈ C∞0 (Ω̃i).

Assume that Ω̃i ∩ Ω is a boundary subdomain and ζi(ξ) = 1 for ξ ∈ ωi, where ωi
is a set such that ωi ⊂ Ω̃i. Let β ∈ ωi ∩ S ⊂ Ω̃i ∩ S ≡ S̃i. Introduce local coordinates
connected with ξ by

(5.141) yk = αkl(ξl − βl), α3k = nk(β), k = 1, 2, 3,

where {αkl} is a constant orthogonal matrix such that S̃i is determined by

y3 = F (y1, y2), |yj | < d, j = 1, 2

with F (0) = 0, ∇F (0) = 0, F ∈W 4+1/2
2 . We assume that diam(Ω̃i ∩Ω) < 2d, where d is

sufficiently small. Next, we introduce functions u′, ϑ′ and η′ by

u′k(y) = αklul(ξ)|ξ=ξ(y), k = 1, 2, 3; ϑ′(y) = ϑ(ξ)|ξ=ξ(y), η′(y) = η(ξ)|ξ=ξ(y),

where ξ = ξ(y) is the inverse transformation to (5.141).
Further, we want to straighten the boundary, so we define new coordinates by

zj = yj , j = 1, 2, z3 = y3 − F̃ (y),

which will be denoted by z = Φ(y), where F̃ is an extension of F to R3
+ such that

‖F̃‖W 5
2 (R3

+) ≤ c‖F‖W 4+1/2
2 (U) and U = {z′ = (z1, z2) ∈ R2 : |zj | < d, j = 1, 2}. Let

Ω̂i ≡ Φ(Ω̃i ∩Ω), Ŝi ≡ Φ(S̃i).

Then |zj | < d, j = 1, 2, for z ∈ Ω̂i and diamΩ̂i < cd. Define

f̂(z) = f ′(y)|y=Φ−1(z), f ∈ {u, ϑ, η}.

Set ∇̂k = ξlxkziξl∇zi |ξ=χ−1(z), where χ(ξ) = Φ(ψ(y)) and y = ψ(ξ) is defined by (5.141)
and write

ũ(i)(ξ) = u(ξ)ζi(ξ), ϑ̃(i)
σ (ξ) = ϑσ(ξ)ζi(ξ), η̃(i)

σ (ξ) = ησ(ξ)ζi(ξ), ξ ∈ Ω̃i, i ∈M;
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ũ(i)(z) = û(z)ζ̂i(z), ϑ̃(i)
σ (z) = ϑ̂σ(z)ζ̂i(z), η̃(i)

σ (z) = η̂σ(z)ζ̂(z), z ∈ Ω̂i, i ∈ N ,
where ζ̂(z) = ζ(ξ)|ξ=χ−1(z).

The functions ũ(i)(ξ), ϑ̃(i)
σ (ξ), η̃(i)

σ (ξ) for i ∈ M satisfy in Ω̃i a system of equations
implied by (5.111)1–(5.111)3, while ũ(i)(z), ϑ̃(i)

σ (z), η̃(i)
σ (z) for i ∈ N satisfy in Ω̂i a system

implied by (5.111)1–(5.111)3 together with boundary conditions (5.111)4–(5.111)5. Let
Ω̃ be one of the Ω̃i’s and let ζ be one of ζi’s. Moreover, let ũ = (ũ1, ũ2, ũ3), ϑ̃σ, η̃σ be
the solution of the problem in Ω̃. Then the problem in the interior domain Ω̃ has the
following form:

(5.142)

ηũkt −∇ulTukl(ũ, p̃σ) = −∇ulBukl(u, ζ)− Tukl(u, pσ)∇ulζ, k = 1, 2, 3,

η̃σt + %e∇u · ũ = %eu · ∇uζ − ησ∇u · uζ,
ηcv(η, ϑ)ϑ̃σt − κ∇2

uϑ̃σ + θepϑ(%e, θe)∇u · ũ

= ηh̃+
[
µ

2

3∑

k,l=1

(ξmxk∂ξmul + ξmxl∂ξmuk)2 + (ν − µ)(∇u · u)2
]
ζ

+ θepϑ(%e, θe)u · ∇uζ + (θepϑ(%e, θe)− ϑpϑ(η, ϑ))∇u · uζ
− κ(∇2

uζϑσ + 2∇uζ · ∇uϑσ),

where ∇l = ∂ξl , ∇ul = ξmxl∂ξm , p̃σ = pσζ, h̃ = hζ, Bu(u, ζ) = {Bukl(u, ζ)}k,l=1,2,3 =
{µ(uk∇ulζ + ul∇ukζ) + (ν − µ)δklu · ∇uζ}k,l=1,2,3.

In a boundary subdomain the problem is as follows:

(5.143)

η̂ũkt − ∇̂lT̂lk(ũ, p̃σ) = −∇̂lB̂kl(û, ζ̂)− T̂kl(û, p̂σ)∇̂lζ̂, k = 1, 2, 3,

η̃σt + %e∇̂ · ũ = %eû · ∇̂ζ̂ − η̂σ∇̂ · ûζ̂,
η̂cv(η̂, ϑ̂)ϑ̃σt − κ∇̂2ϑ̃σ + θepϑ̂(%e, θe)∇ · ũ

= η̂h̃+
[
µ

2

3∑

k,l=1

(∇̂kûl + ∇̂lûk)2 + (ν − µ)(∇̂ · û)2
]
ζ̂

+ θepϑ̂(%e, θe)û · ∇̂ζ̂ + (θepϑ̂(%e, θe)− ϑ̂pϑ̂(η̂, ϑ̂))∇̂ · ûζ̂
+ θepϑ̂(%e, θe)(∇ · ũ− ∇̂ · ũ)− κ(∇̂2ζ̂ϑ̂σ + 2∇̂ζ̂ · ∇̂ϑ̂σ),

T̂(ũ, p̃σ)n̂ = σ∆Ŝ ξ̂ζ̂ · n̂n̂+ σ∆Ŝ

t�

0

ũ dt′ · n̂n̂+ B̂(û, ζ̂)n̂

− σ
(

2∇̂
t�

0

û dt′∇̂ζ̂ +
t�

0

û dt′∇̂2ζ̂
)
· n̂n̂+

2σ
Re

n̂ζ̂,

n̂ · ∇ϑ̃σ = ϑ̃+ n̂ · ∇̂ζ̂ϑ̂σ,
where ∇l = ∂zl , ∇̂ = (∇̂k)k=1,2,3, B̂(û, ζ̂) = {B̂kl(û, ζ̂)}k,l=1,2,3 = {µ(ûk∇̂lζ̂ + ûl∇̂k ζ̂) +
(ν−µ)δklû·∇̂ζ̂}k,l=1,2,3, T̂(ũ, p̃σ) = {T̂kl(ũ, p̃σ)}k,l=1,2,3 = {µ(∇̂kûl+∇̂lûk)+(ν−µ)δkl∇̂·
û − p̃σδkl}k,l=1,2,3, n̂ = n̂(z, t) is the vector nu = n(Xu(ξ, t), t) written in z coordinates.
Notice that using the interpolation inequalities we obtain the estimates

‖F‖W 4
2 (Ŝi)

≤ ε‖F‖
W

4+1/2
2 (Ŝi)

+ c(ε)‖F‖L2(Ŝi)
≤ c(ε+ d)‖F‖

W
4+1/2
2 (Ŝi)

and
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‖n̂0z′‖W 2
2 (Ŝi)

≤ ε‖F‖
W

4+1/2
2 (Ŝi)

+ c(ε)‖n̂0z′‖L2(Ŝi)
≤ c(ε+ d)‖F‖

W
5+1/2
2 (Ŝi)

,

where n̂0 = n̂(z′, 0), z′ = (z1, z2) and the right-hand sides of the above estimates are as
small as we need if ε and d are sufficiently small.

Moreover

∆Ŝ(t) =
1√
gû

∂

∂zγ

(√
gû g

γδ
û

∂

∂zδ

)
(γ, δ = 1, 2),

where {gγδû } is the inverse matrix to {(gû)γδ}; (gû)γδ = ∂x
∂zγ
· ∂x∂zδ , x = ξ̂ +

� T
0
û(z, t′) dt′,

gû = det{(gû)γδ}.
Now, introduce the function

ϕ(2)(t) =
3∑

j=0

�

Ωt

(a1j |∂jt v|2 + a2j |∂jt %σ|2 + a3j |∂jt θσ|2) dx(5.144)

+
∑

i∈M

[ ∑

1≤|α|≤3

�

Ω̃i

(b1α|Dα
ξ ũ

(i)|2 + b2α|Dα
ξ η̃

(i)
σ |2 + b3α|Dα

ξ ϑ̃
(i)
σ |2)Adξ

+
∑

1≤|α|≤3

�

Ω̃i

(b4α|Dα
ξ ∂tũ

(i)|2 + b5α|Dα
ξ ∂tη̃

(i)
σ |2 + b6α|Dα

ξ ∂tϑ̃
(i)
σ |2)Adξ

+
∑

|α|=1

�

Ω̃i

(b7α|Dα
ξ ∂

2
t ũ

(i)|2 + b8α|Dα
ξ ∂

2
t η̃

(i)
σ |2 + b9α|Dα

ξ ∂
2
t ϑ̃

(i)
σ |2)Adξ

]

+
∑

i∈N

[ ∑

1≤|α|≤3

�

Ω̂i

(c1α|Dα
z ũ

(i)|2 + c2α|Dα
z η̃

(i)
σ |2 + c3α|Dα

z ϑ̃
(i)
σ |2)J dz

+
∑

1≤|α|≤2

�

Ω̂i

(c4α|Dα
z ∂tũ

(i)|2 + c5α|Dα
z ∂tη̃

(i)
σ |2 + c6α|Dα

z ∂tϑ̃
(i)
σ |2)J dz

+
∑

|α|=1

�

Ω̂i

(c7α|Dα
z ∂

2
t ũ

(i)|2 + c8α|Dα
z ∂

2
t η̃

(i)
σ |2 + c9α|Dα

z ∂
2
t ϑ̃

(i)
σ |2)J dz

]

and

ϕ(t) = ϕ(2)(t) +
∑

i∈N

[
d1

�

Ŝi

δ̃βγ
∑

0≤|α|≤2

n̂ ·
t�

0

Dα
z′ ũ

(i)
zδzβ

dt′n̂ ·
t�

0

Dα
z′ ũ

(i)
zδzγ

dt′J ds

+ d2

�

Ŝi

∑

0≤|α|≤2

∣∣∣n̂ ·
t�

0

Dα
z′ ũ

(i)
z1z2 dt

′
∣∣∣
2
J ds

+ d3

�

Ŝi

∑

|α|≤2

2∑

β=1

[
1
2
n̂ ·

t�

0

Dα
z′ ũ

(i)
zβzβ

dt′ + 2Dα
z′(H(·, 0) + 2/Re))

]2

J ds

+ d4

�

Ŝi

gβγû

( ∑

1≤|α|≤2

n̂ ·Dα
z′ ũ

(i)
zβ
n̂ ·Dα

z′ ũ
(i)
zγ

+
∑

|α|=1

n ·Dα
z′ ũ

(i)
tzβ
n ·Dα

z′ ũ
(i)
tzγ

)
J ds

+ d5

�

St

gβγ
((
n ·

t�

0

v dt′
)
sβ

(
n ·

t�

0

v dt′
)
sβ

+
2∑

j=0

n · ∂jt vsβn · ∂jt vsγ
)
ds

]
.
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In the above formulas aij (i, j = 1, . . . , 6) are positive continuous functions of % and θ

depending also on ν, µ, κ and the forms of p and cv; biα (i = 1, . . . , 6; 1 ≤ |α| ≤ 3), biα
(i = 7, . . . , 9; |α| = 1), ciα (i = 1, . . . , 3; 1 ≤ |α| ≤ 3), ciα (i = 4, . . . , 6; 1 ≤ |α| ≤ 2), ciα
(i = 7, . . . , 9; |α| = 1) are positive continuous functions of η and ϑ depending also on ν,
µ, κ and the forms of p and cv; di (i = 1, . . . , 5) are positive constants depending on σ; A
is the Jacobian of the transformation x = x(ξ); J is the Jacobian of the transformation
x = x(z); {δ̃βγ} is a positive definite matrix, i.e. δ̃βγτβτγ ≥ c0|τ |2, where c0 > 0 is
a constant, τ = (τ1, τ2) ∈ R2; {gβγ} is the inverse matrix to {gβγ}

(
gβγ = ∂x

∂sβ
· ∂x∂sγ

)

provided St is determined locally by x = x(s1, s2, t), (s1, s2) ∈ V ⊂ R2, V is an open set.
Moreover, the summation over repeated indices is assumed.
The exact form of ϕ is given in [ZZaj7]. However, for the proof of global existence the

above form of this function is sufficient.
The following lemma is proved in [ZZaj7].

Lemma 5.11 (see Theorem 3.13 of [ZZaj7]). For a sufficiently smooth solution of problem
(5.63)–(5.69) with f = 0, k = 0, the following inequality holds for t ≤ T :

(5.145)
dϕ

dt
+ c22Φ ≤ c23P (X)X(1 +X3)

(
X + Φ+

t�

0

‖v‖2W 4
2 (Ωt′ )

dt′
)

+ c24

(
‖R(·.t)−R(·, 0)‖2

W
4+1/2
2 (S1)

∥∥∥
t�

0

v dt′
∥∥∥

2

W 3
2 (St)

+ ‖R(·, t)− R(·, 0)‖2W 3
2 (S1)

∥∥∥
t�

0

v dt′
∥∥∥

2

W 4
2 (St)

+ ‖H(·, 0) + 2/Re‖4W 2
2 (S)

)

+ c25(‖v‖2L2(Ωt) + ‖%σ‖2L2(Ωt) + ‖θσ‖2L2(Ωt) + ‖R(·, t)−R(·, 0)‖2L2(S1))

+ ε2c26(‖H(·, 0) + 2/Re‖2W 2
2 (S) + ‖R(·, t)−R(·, 0)‖2W 4

2 (S1)) + c27F,

where

F (t) = ‖r‖2C3
B(R3×R+) + ‖θ‖2C4

B(R3×R+), X(t) = ϕ0(t) +
t�

0

‖v(t′)‖2W 3
2 (Ωt′ )

dt′,

Φ is given by (5.94), T is the time of local existence; c22 > 0 is a constant depending
on %1, %2, θ1, θ2, µ, ν, κ, T ; ci (i = 23, . . . , 27) are positive constants depending on
the same quantities as c22 and on T,

� T
0
‖v‖2

W 3
2 (Ωt)

dt, ‖S‖
W

4+1/2
2

, the constants from
imbedding lemmas and Korn inequalities ; ε2 > 0 is a small parameter ; P is a positive
continuous increasing function.

The proof of Lemma 5.11 is very technical, so it is omitted here. Notice that some
terms of the function ϕ(t) are expressed in Eulerian coordinates, while the others in
Lagrangian ones. This follows from the fact that in order to obtain inequality (5.145)
we have to derive some auxiliary differential inequalities. The following terms of ϕ are
connected with these inequalities. The terms expressed in Eulerian coordinates arise when
we derive estimates for (v, θσ, %σ) (where (v, θ, %) is the solution of problem (5.63)–(5.69))
and the time derivatives of this solution up to order three.
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The terms written in Lagrangian coordinates are associated with the estimates of
spatial derivatives and mixed derivatives of the solution. Then we have to consider the
problem locally and to derive these estimates by using systems (5.142)–(5.143).

Now, after integrating (5.145) with respect to t ∈ (0, T ) we obtain on the right-hand
side terms of greater regularity than the regularity of the local solution guaranteed by
Theorem 4.2 of [ZZaj1]. For this reason we prove that we can increase the regularity of
the local solution. This result is formulated as follows.

Lemma 5.12. Let S ∈ W
4+1/2
2 and v0, θ0, %0 be such that (v, θσ, %σ) ∈ N(0). Let the

assumptions of either Lemma 5.8 or Lemma 5.9 be satisfied. Moreover , let

ϕ(0) ≤ ε,
where ε is the constant from (5.131). Then the local solution of problem (5.63)–(5.69)
(determined by Theorem 4.2 of [ZZaj1]) is such that (v, θσ, %σ) ∈M(t) for t ≤ T and

φ(t) +
t�

0

Φ(t′) dt′ ≤ c28(ϕ(0) + ‖H(·, 0) + 2/Re‖2W 2+1/2
2 (S)

+ sup
0≤t′≤t

‖R(·, t′)−Re‖2L2(S1) + sup
0≤t′≤t

F (t′))

≤ c28(ε+ ε̂+ α2 + δ).

To obtain the above estimate we use inequality (5.112). First, by (5.112) and the
imbeddings

sup
0≤t′≤t

(‖u‖2W 3
2 (Ω) + ‖ut‖2W 1

2 (Ω)) ≤ c(‖u‖2W 4,2
2 (Ωt)

+ ‖v0‖2W 3
2 (Ω) + ‖ut(0)‖2W 1

2 (Ω))

we get
‖v(t)‖2W 3

2 (Ωt)
+ ‖vt(t)‖2W 1

2 (Ωt)
≤ c(ε+ ε̂+ δ) for t ≤ T ,

where c is independent of t.
By using the continuity equation (5.71) and inequality (5.112) we obtain the estimate

for ‖%σtt(t)‖2L2(Ωt)
+ ‖%σt(t)‖2W 2

2 (Ωt)
+ ‖%σ(t)‖2

W 3
2 (Ωt)

+
� t
0
(‖%σtt(t′)‖2W 1

2 (Ωt′ )
+

� t
0
‖%σt(t′)‖2W 3

2 (Ωt)
) dt′.

The estimates of the remaining terms are obtained in such a way that we derive for
them step by step differential inequalities similar to the auxiliary inequalities leading to
(5.145). Then we integrate each of these inequalities with respect to t and use (5.112) or
the inequality obtained in the previous step. For example, proceeding this way we first get

‖vxxt(t)‖2L2(Ωt) + ‖%σxxt(t)‖2L2(Ωt) + ‖θσxxt(t)‖2L2(Ωt)

+
t�

0

(‖vxxt(t′)‖2W 1
2 (Ωt′ )

+ ‖%σxxt(t′)‖2L2(Ωt′ )
+ ‖θσxxt(t′)‖2W 1

2 (Ωt′ )
) dt′

≤ cε
t�

0

(‖vxttt(t′)‖2L2(Ωt′ )
+ ‖vxxt(t′)‖2W 1

2 (Ωt′ )
+ ‖vxxtt(t′)‖2L2(Ωt′ )

+ ‖θσxttt(t′)‖2L2(Ωt′ )
+ ‖θσxxt(t′)‖2W 1

2 (Ωt′ )
+ ‖θσxxtt(t′)‖2L2(Ωt′ )

) dt′

+ c(ε+ ε̂+ α2 + δ),

where ε > 0 is a sufficiently small constant. The remaining inequalities have similar forms.
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Part 6. Finally, we need

Lemma 5.13. Let Ω̃ be a domain such that Ω̃ ⊂ Ωt = {x = ξ +
� t
0
u(ξ, t′) dt′ : ξ ∈ Ω}

and let u ∈W 2+α,1+α/2
2 (Ωt), α ∈ (1/2, 1), be a function satisfying

∥∥∥
t�

0

u dt′
∥∥∥
L∞(Ω)

+
∥∥∥
t�

0

uξ dt
′
∥∥∥
L∞(Ω)

≤ δ.

Let f = f(x, t) ≥ 0 be a function which is integrable in Ωt. Then for sufficiently small δ
we have �

Ω̃

f(x, t) dx ≤ (1 + cδ)
�

Ω̃

g(ξ, t) dξ + ω(δ),

where g(ξ, t) = f(x(ξ, t), t), c > 0 is a constant and ω is a positive function such that
ω(δ)→ 0 as δ → 0.

Proof. Since Ω̃ ⊂ Ωt, for sufficiently small δ we have Ω̃ ⊂ Ω. Set

At =
{
ξ ∈ Ω : x = ξ +

t�

0

u dt′ ∈ Ω̃
}
.

Then �

Ω̃

f(x, t) dx =
�

At

g(ξ, t)J dξ,

where J = det{xξ}. Hence
�

Ω̃

f(x, t) dx ≤ (1 + cδ)
�

Aδ

g(ξ, t) dξ,

where c > 0 is a constant, Aδ = Ω̃ ∪ Bδ, and Bδ = {ξ ∈ Ω \ Ω̃ : dist(ξ, ∂Ω̃) < δ}.
Therefore �

Ω̃

f(x, t) dx ≤ (1 + cδ)
�

Ω̃

g(ξ, t) dξ + (1 + cδ)
�

Bδ

g(ξ, t) dξ.

This completes the proof.

Remark 5.7. Let Ω̃ ⊂ R3 be such that ∂Ωt ∩ Ω̃ 6= ∅ and Ωt ∩ ∂Ω̃ 6= ∅. Then under the
assumptions of Lemma 5.12 we can prove that for sufficiently small δ,

�

Ωt∩Ω̃

f(x, t) dx ≤ (1 + cδ)
�

Ω∩Ω̃

g(ξ, t) dξ + ω(δ),

where ω(δ)→ 0 as δ → 0 and c > 0 is a constant.

Proof of Theorem 5.11. First, notice that inequality (5.112), the imbeddings W 4,2
2 (ΩT ) ⊂

C(Ω × [0, T ]), W 3
2 (Ω) ⊂ C(Ω) and assumptions (5.96), (5.105), (5.108) yield

(5.146) sup
ΩT
|u|2 + sup

ΩT
|ϑσ|2 + sup

ΩT
|ησ|2 ≤ c29(α1 + δ),

where c29 > 0 is a constant depending on T and the constant c30 = c(Ω, T ) from the
inequality supΩT |u|2 + supΩT |ϑσ|2 + supΩT |ησ|2 ≤ c30(‖u‖2

W 4,2
2 (ΩT )

+ ‖ϑσ‖2W 4,2
2 (ΩT )

+

sup0≤t≤T ‖ησ‖2W 3
2 (Ω)).
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Therefore, assuming that α1 and δ are so small that

[c29(α1 + δ)]1/2 < l,

(where l is the constant from the assumptions of the theorem) we get

(5.147) %1 < %(x, t) < %2, θ1 < θ < θ2 for x ∈ Ωt, t ∈ [0, T ].

By the assumptions of the theorem, the assertion of Lemma 5.8 is satisfied. Moreover, by
Theorem 7.1 we have

(5.148) ‖R(·, t)−Re‖W 4+1/2
2 (S1) ≤ c31‖H(·, t)+2/Re‖W 2+1/2

2 (S1)+c32‖R(·, t)−Re‖L2(S1).

Here, H denotes the double mean curvature of St written in the coordinates ω, i.e. H(ω, t)
= H[R] = H(x, t) (where H[R] is given by (7.28)). By Remark 5.5 the constants c31 and
c32 depend only on Re.

Using boundary condition (5.66) rewritten in the form

(5.149) T(v, pσ)n = σ(H + 2/Re)n,

Lemma 5.10, estimate (5.112) and assumptions (5.96), (5.105), for t1 ≤ t ≤ T we have

‖H(·, t) + 2/Re‖2W 2+1/2
2 (St)

≤ c33( sup
t1≤t≤T

‖u(t)‖2W 4
2 (Ω)(5.150)

+ sup
t1≤t≤T

‖ϑσ(t)‖2W 3
2 (Ω) + sup

0≤t≤T
‖ησ(t)‖2W 3

2 (Ω))

≤ c34(α1 + δ),

where t1 > 0 is arbitrary and c34 is a constant depending on t1 and T . By (5.148), (5.150)
and Lemma 5.8 we deduce that St ∈W 4+1/2

2 for t ≤ T and

(5.151) sup
t1≤t≤T

‖R(·, t)−Re‖2W 4+1/2
2 (S1)

≤ c31c34(α1 + δ) + c32α2.

Therefore, Lemma 5.3 and estimate (5.151) imply that the volume and shape of Ωt do
not change much for t ≤ T . For this reason we can derive differential inequality (5.145)
with the constants ci (i = 22, . . . , 27) independent of Ωt for t ≤ T .

Thus, Lemmas 5.11, 5.5, 5.6, 5.12 and estimate (5.159) below yield, for sufficiently
small α1, α2 and δ,

(5.152) ϕ(t) +
3
4
c22

t�

0

Φ(t′) dt′ ≤ c35

( t�

0

‖v‖2W 1
2 (Ωt′ )

dt′ +
t�

0

‖θσx‖2L2(Ωt′ )
dt′ +

t�

0

F (t′) dt′
)

+ c36(εt‖u‖2
W 4,2

2 (ΩT ) + c(ε, T )t‖u‖2L2(ΩT )) + c37(t[ε2(‖H(·, 0) + 2/Re‖2W 2
2 (S)

+ ‖H(·, 0) + 2/Re‖4W 2
2 (S)) + ( sup

0≤t′≤t
‖R(·, t′)−Re‖2L2(S1)

+ ( sup
0≤t′≤t

‖R(·, t′)−Re‖2L2(S1))
2)] + ϕ(0),

where the constants ci (i = 35, 36, 37) depend on the same quantities as the constants ci
(i = 22, . . . , 27).
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Integrating estimate (5.140) and using Lemma 5.5 and inequality (5.112) we obtain,
for sufficiently small ε and ε1,

(5.153) ϕ(3)(t) + c38

( t�

0

‖v‖2W 1
2 (Ωt′ )

dt′ +
t�

0

‖θσx‖2L2(Ωt′ )
dt′
)

≤ c39

[
εt‖u‖2

W 4,2
2 (ΩT )

+ c(ε, T )t‖u‖2L2(ΩT ) +
t�

0

‖v‖2L2(Ωt′ )
dt′

+ ε

t�

0

‖v‖2W 2
2 (Ωt′ )

dt′
]

+ c40ε1t‖H(·, 0) + 2/Re‖2L2(S) + c41

[ t�

0

‖r‖2L2(Ωt′ )
dt′

+
t�

0

‖θ‖2L2(Ωt′ )
dt′ + (α1 + δ)

( t�

0

‖θσ‖2W 2
2 (Ωt′ )

dt′ +
t�

0

‖%σ‖2W 2
2 (Ωt′ )

dt′
)]

+ ϕ(3)(0),

where

ϕ(3)(t) =
1
2

�

Ωt

(
%v2 +

p1

%
%2
σ +

%cvp2

θpθ
θ2
σ

)
dx+

σ

2

�

S

gγδ
( t�

0

v dt′ · n
)
sγ

( t�

0

v dt′ · n
)
sδ
ds.

By using Theorem 7.1, an interpolation inequality and assumptions (5.107), (5.108) we
have

(5.154) ‖H(·, 0) + 2/Re‖2W 2
2 (S) ≤ c42‖R̃−Re‖2W 4

2 (S1)

≤ ε′‖R̃− Re‖2W 4+1/2
2 (S1)

+ c(ε′)‖R̃−Re‖2L2(S1)

≤ ε‖H(·, 0) + 2/Re‖2W 2+1/2
2 (S)

+ c43(ε)‖R̃−Re‖2L2(S1) ≤ εα1 + c43(ε)α2,

where the constants c42 and c43 depend on Re and ‖R̃‖
W

3+1/2
2 (S1).

Now, multiplying (5.153) by a sufficiently large constant c44 (so large that c44c38 >

c35), then adding to (5.152) and using inequality (5.112), (5.154), assumptions (5.96),
(5.107), (5.108) and Lemmas 5.4 and 5.8, we get the following estimate for sufficiently
small α1, δ and for t ≤ T :

(5.155) ψ(t) +
c22

2

t�

0

Φ(t′) dt′ ≤ t[c45εα1 + c46(δ + δ3 + α2)] + ψ(0) ≡ tγ + ψ(0),

where

(5.156) ψ(t) = ϕ(t) + c44ϕ
(3)(t),

ε ∈ (0, 1) can be chosen sufficiently small; ci > 0 (i = 45, 46) depend on the same
quantities as c35 and c46 depends also on ε.

The form of the function ϕ(2)(0) implies

(5.157) c47ϕ0(0) ≤ ϕ(2)(0) ≤ c48ϕ0(0),

where ϕ(2) is given by (5.144), c47, c48 > 0 are the constants depending on %1, %2, θ1, θ2,
p, cv, µ, ν, σ. Hence, by (5.147) we also have

(5.158) c47ϕ0(t) ≤ ϕ(2)(t) ≤ c48ϕ0(t) for t ≤ T .
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Moreover, assumption (5.105) and (5.154) imply

(5.159) ϕ(0) ≤ ψ(0) ≤ c49[α1 + εα1 + c43(ε)α2] ≤ c50α1 ≡ α0,

if we choose c50 > c49 and ε, α2 are sufficiently small.
Now, choose c51 > c50. Under the assumption that constants δ, δ3, α2 and ε are so

small that

(5.160) Tγ + α0 ≤ c51α1,

estimate (5.155) yields

(5.161) ψ(t) +
c22

2

t�

0

Φ(t′) dt′ ≤ c51α1 for t ≤ T .

Therefore, by (5.158),

(5.162) ϕ0(t) ≤ c51

c47
α1 for t ≤ T .

Now, we estimate once more ‖H(·, t) + 2/Re‖2
W

2+1/2
2 (St)

for t1 ≤ t ≤ T using now (5.161).

We obtain

(5.163) ‖H(·, t) + 2/Re‖2Wα+1/2
2 (St)

≤ c52α1 for t1 ≤ t ≤ T ,

where t1 > 0 is the same as in (5.150) and c52 is a constant depending only on the
constants c33, c22, c51 and C from Remark 5.6.

In view of estimates (5.162) and (5.163) if we assume that α1 is sufficiently small,
then the solution can be extended to the interval [T, 2T ].

Hence, for the local solution in [T, 2T ] estimate (5.112) holds. Namely, for sufficiently
small α1 we obtain, for T ≤ t ≤ 2T ,

(5.164) ‖u‖2
W 4,2

2 (ΩT×(T,t))
+ ‖ϑσ‖2W 4,2

2 (Ωt×(T,t)
+ ‖ησ‖2C([T,t];W 3

2 (ΩT ))

+ ‖ησt‖2L2(T,t;W 3
2 (ΩT )) + ‖ησt‖2C([T,t];W 2

2 (ΩT )) + ‖ησtt‖2L2(T,t;W 1
2 (ΩT ))

≤ ϕ(1)(T )
[
‖u(T )‖2W 3

2 (ΩT ) + ‖ησ(T )‖2W 3
2 (ΩT ) + ‖ϑσ(T )‖2W 3

2 (ΩT )

+ ‖ut(T )‖2W 1
2 (ΩT ) + ‖ϑσt(T )‖2W 1

2 (ΩT ) + ‖h‖2
W 2,1

2 (ΩT×(T,2T ))

+ ‖ϑ‖2
W

3−1/2,3/2−1/4
2 (ST×(T,2T ))

+
( 2T�

T

‖ϑ‖2L2(ΩT )

t1/2
dt

)1/2

+ ‖H(·, T ) + 2/Re‖2W 2+1/2
2 (ST )

]
,

where ϕ(1) is the same function as in (5.112) and u, ησ, ϑσ, h, ϑ are now v, %σ, θσ, r, θ
written in Lagrangian coordinates ξT ∈ ΩT , ξT = ξ +

� T
0
u(ξ, t) dt, ξ ∈ Ω.

Now, inequality (5.164), the imbeddings W 4,2
2 (ΩT × (T, 2T )) ⊂ C(ΩT × [T, 2T ]) and

W 3
2 (ΩT ) ⊂ C(ΩT ) together with Lemma 5.3 and (5.151), assumption (5.96) and estimates

(5.162)–(5.163) yield
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sup
ΩT×[T,2T ]

|u|2 + sup
ΩT×[T,2T ]

|ϑσ|2 + sup
ΩT×[T,2T ]

|ησ|2 ≤ c29[(c51/c47 + c52)α1 + δ],

where c29, c47, c51, c52 are the constants from (5.146) and (5.162)–(5.163), respectively.
Therefore, assuming that α1 and δ are so small that

{c29[(c51/c47 + c52)α1 + δ]}1/2 < l

we obtain

(5.165) %1 < %(x, t) < %2, θ1 < θ(x, t) < θ2 for x ∈ Ωt, t ∈ [T, 2T ].

In view of (5.165), (5.162) and the assumptions of the theorem, Lemmas 5.4 and 5.8 give
respectively

(5.166) ‖v‖2L2(Ωt) ≤ δ3 for t ≤ 2T

and

(5.167) sup
0≤t≤2T

‖R(·, t)−Re‖2W 1
2 (S1) ≤ α2.

Using, as before, Theorem 7.1, the interpolation inequality, (5.163) and (5.167) we get

(5.168) ‖H(·, T ) + 2/Re‖2W 2
2 (ST ) ≤ c42‖R(·, T )−Re‖2W 4

2 (S1)

≤ ε′‖R(·, T )−Re‖2W 4+1/2
2 (S1)

+ c(ε′)‖R(·, T )−Re‖2L2(S1)

≤ ε‖H(·, T ) + 2/Re‖2W 2+1/2
2 (S)

+ c43(ε)‖R(·, T )−Re‖2L2(S1)

≤ εc52α1 + c43(ε)α2,

where the constants c42 and c43 are the same as in (5.154) and by Remark 5.5 they
depend only on Re and ‖R̃‖

W
3+1/2
2 (S1).

Moreover, by using (5.148), boundary condition (5.149), Lemma 5.10 and estimates
(5.164), (5.162), (5.163), (5.167) we get

sup
t1+T≤t≤2T

‖R(·, t)−Re‖2W 4+1/2
2 (S1)

≤ c31c34[(c51/c47 + c52)α1 + δ] + c32α2,

where c31, c32, c34 are the same constants as in (5.151).
To obtain the above estimate for T ≤ t ≤ t1 + T we assume that t1 < T/2 and we

choose t = T/2 as the initial point. Then using estimates (5.148), (5.167) for T/2 ≤ t ≤
3T/2, boundary condition (5.149), Lemma 5.10, inequality (5.164) with T replaced by
T/2 and ΩT replaced by ΩT/2 (where u, ϑσ, ησ denote v, θσ, %σ written in Lagrangian
coordinates ξT/2 ∈ ΩT/2) and estimates (5.162), (5.163) we get

(5.169) sup
T≤t≤2T

‖R(·, t)−Re‖2W 4+1/2
2 (S1)

≤ c31c34[(c51/c47 + c52)α1 + δ] + c32α2.

Therefore, for α1, α2 and δ sufficiently small, the volume and shape of Ωt do not change
more in [T, 2T ] than they do in [0, T ].

Thus, we can use the differential inequality (5.145) which holds for the solution of
problem (5.63)–(5.69) for t ∈ (T, 2T ) with the same constants ci (i = 22, . . . , 27) as
before. Just as for the interval (0, T ) we derive this inequality by using first the prob-
lem written in Eulerian coordinates, i.e. problem (5.63)–(5.69). Then in order to obtain
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some auxiliary estimates we use problem (5.70)–(5.74) in ΩT × (T, 2T ) which is now ex-
pressed in Lagrangian coordinates ξT ∈ ΩT , ξT = ξ +

� T
0
u(ξ, t) dt. Now, ∇u is defined

as ∇u = ξTx∂ξT = (ξTixj∂ξTi)j=1,2,3, where ξTx denotes the inverse matrix to xξT , and

x = ξT +
� t
T
u(ξT , t′) dt′. We use problem (5.70)–(5.74) in order to obtain some auxiliary

local estimates. For this reason we have to use systems (5.142)–(5.143) which arise from
problem (5.70)–(5.74).

Since the domains Ω and ΩT do not differ much, in order to obtain now systems
(5.142) and (5.143) we can take the covering of Ω together with the family of functions
{ζi}i∈M∪N . Thus, ΩT ⊂

⋃
i∈M∪N Ω̃i and 0 < n0 ≤

∑
i∈M∪N ζi(ξT ) ≤ N0 for ξT ∈ ΩT ,

where n0 and N0 are sufficiently close to 1.
We derive inequality (5.145) with the function ϕT (t) which has the same form as

ϕ(t). However, the integrals over (0, t) are now replaced by integrals over (T, t), and the
integrals over Ω̂i and Ŝi (i ∈ N ) are replaced by integrals over Ω̂T,i = ΦT (Ω̃i ∩ ΩT )
and ŜT,i = ΦT (Ω̃i ∩ ST ), respectively. ΦT is the transformation which straightens S̃T,i ≡
Ω̃i ∩ ST . We introduce local coordinates by

yk = α̃kl

(
ξT l − βl −

T�

0

ul(β, t′) dt′
)
, k = 1, 2, 3,

where β ∈ Ω̃i ∩ S and {α̃kl} is an orthogonal matrix such that S̃T,i is determined by
y3 = F (y1, y2), where F ∈W 4+1/2

2 , F (0) = 0, ∇F (0) = 0. We have the relations:

|α̃kl − αkl| ≤ c53(‖R(·, T )− R̃‖L∞(S1) + ‖∇R(·, T )−∇R̃‖L∞(S1)) for k, l = 1, 2, 3

and
‖F −G‖

W
4+1/2
2 (u) ≤ c54‖R(·, T )− R̃‖

W
4+1/2
2 (S1),

where G(y1, y2) = F (y1, y2)|y=χ1(y), χ1 is the transformation connecting coordinates y
given by (5.141) and coordinates y; {αkl} is the same orthogonal matrix as in (5.141).

Next, we introduce the coordinates zk = yk, k = 1, 2, and z3 = y3 − F̃ (y), where F̃ is

the extension of F to R3
+ such that ‖F̃‖W 5

2 (R3
+) ≤ c‖F‖W 4+1/2

2 (U).
We denote by ΦT the transformation such that z = ΦT (y).
Now, consider the function ψT (t) = ϕT (t) + c44ϕ

(3)(t), where c44 is the constant from
(5.156). Since
∥∥∥
T�

0

u dt′
∥∥∥
L∞(Ω)

+
∥∥∥
T�

0

uξ dt
′
∥∥∥
L∞(Ω)

≤ ε1

( T�

0

‖u‖2W 4
2 (Ω) dt

)1/2
+ c(ε1)‖u‖L2(ΩT ) ≤ ε1c51α1 + c(ε1)δ3,

the form of ψT (t), Lemma 5.13, Remark 5.7 and estimate (5.161) with sufficiently small
α1 imply

ψT (T ) ≤ [1 + c55[ε2(‖u‖W 4,2
2 (ΩT ) + ‖R(·, T )− R̃‖

W
4+1/2
2 (S1))

+ c(ε2)(‖u‖L2(ΩT ) + ‖R(·, T )− R̃‖L2(S1))]ψ(T )

+ c56‖H(·, T ) + 2/Re‖W 2
2 (ST ) + ω(ε1, δ3),
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where the constants ci (i = 55, 56) depend on T ; ε1, ε2 are sufficiently small constants
and ω(ε1, δ3) is as small as we need if ε1 and δ3 are sufficiently small.

Hence using Lemma 5.4 and estimates (5.161), (5.167)–(5.169) we get

(5.170) ψT (T ) ≤ (1 + κ1)ψ(T ) + κ2,

where κ1 = κ1(ε2, δ3, δ, α2) and κ2 = κ2(ε, α2, ε1, δ3) are constants depending also on α1

which are as small as we need if ε, ε1, ε2, δ3, δ and α2 are sufficiently small.
Moreover, from the form of ϕ(2)

T (t) and estimate (5.165) it follows that

(5.171) c47ϕ
(2)
T (t) ≤ ϕ0(t) ≤ c48ϕ

(2)
T (t) for T ≤ t ≤ 2T ,

where c47, c48 are the constants from (5.157).
The function ϕ

(2)
T has the same form as ϕ(2) but some terms of ϕ(2)

T are expressed in
Lagrangian coordinates ξT ∈ ΩT and the integrals over Ω̂i are replaced by the integrals
over Ω̂T,i.

Now, as before, Lemmas 5.11, 5.12, 5.5 and estimates (5.140), (5.165)–(5.167), (5.161),
(5.170) yield for sufficiently small α1, α2, δ, δ3, ε, ε1, ε2,

(5.172) ψT (t) +
c22

2

t�

0

Φ(t′) dt′ ≤ (t− T )[εc45(c51/c47 + c52)α1

+ c46(δ + δ3 + α2)] + ψT (T ) for T ≤ t ≤ 2T ,

where c22 and ci (i = 45, 46) are the same constants as in (5.155).
Now, we want to extend the local solution to the interval [2T, 3T ]. To do this we have

to prove that provided the constants ε, ε1, ε2, δ3, δ, α2 are sufficiently small, the following
estimate holds:

(5.173) ψT (T ) ≤ α0,

where α0 is the same constant as in (5.159).
First, notice that Lemmas 5.5, 5.11 and estimate (5.140) imply, for 0 ≤ t∗ ≤ t ≤ T ,

(5.174) ψ(t) +
c22

2

t�

t∗

Φ(t′) dt′ ≤ (t− t∗)γ + ψ(t∗),

where γ is the same small constant as in (5.155). From the form of ψ(t) it follows that

(5.175)
t�

t∗

Φ(t′) dt′ ≥ c57

t�

t∗

ψ(t′) dt′ − c58

(∑

i∈N

t�

t∗

∥∥∥
t′�

0

ũ dt′′
∥∥∥

2

W 4
2 (Ŝi)

dt′

+
t�

t∗

‖H(·, 0) + 2/Re‖2W 2
2 (S) dt

′
)
,

where the constants c57 and c58 depend on the same quantities as c48 and c49.
Using the fact that x = R(ω, t)ω, ω ∈ S1 and Lemma 5.6 we get

(5.176)
∑

i∈N

t�

t∗

∥∥∥
t′�

0

ũ dt′′
∥∥∥

2

W 4
2 (Ŝi)

dt′ ≤ c59

t�

t∗

‖R(·, t′)−R(·, 0)‖2W 4
2 (S1) dt

′
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≤ c60

[
ε

t�

t∗

Φ(t′) dt′ + c(ε)
t�

t∗

(‖v‖2L2(Ωt′ )
+ ‖pσ‖2L2(Ωt′ )

) dt′

+ (t− t∗)( sup
0≤t′≤t

‖R(·, t′)−Re‖2L2(S1) + ‖H(·, 0) + 2/Re‖2W 2
2 (S))

]
.

Now, taking into account (5.174)–(5.176), (5.166)–(5.167), (5.115), (5.112), (5.154) and
(5.105), (5.96) we obtain

ψ(t) + c61

t�

t∗

ψ(t′) dt′ ≤ c62(t− t∗)γ + ψ(t∗),

where the constants c61, c62 depend on the same quantities as ci (i = 22, . . . , 27). Hence

(5.177) ψ(t) + c61

t�

t∗

ψ(t′) dt′ ≤ ψ(t∗) for all t∗ and t satisfying 0 ≤ t∗ ≤ t ≤ T ,

where

ψ(t) = ψ(t)− c62γ

c61
.

Assuming that c62γ/c61 < α0, by (5.177) and (5.159) we get

ψ(t) ≤
(
α0 −

c62γ

c61

)
e−c61t for t ≤ T .

Therefore

ψ(T ) ≤ c62γ

c61
+
(
α0 −

c62γ

c61

)
e−c61T .

Hence, by (5.170)

ψT (T ) ≤ (1 + κ1)
[
c62γ

c61
+
(
α0 −

c62γ

c61

)
e−c61T

]
+ κ2.

Assuming that the constants ε1,ε2, δ3, α2, δ, ε are so small that

(1 + κ1)
[
c62γ

c61
+
(
α0 −

c62γ

c61

)
e−c61T

]
+ κ2 ≤ α0,

we get (5.173).
Now, in view of (5.173) estimate (5.172) yields

(5.178) ψT (t) +
c22

2

t�

0

Φ(t′) dt′

≤ (t− T )[εc45

(
c51

c47
+ c52

)
α1 + c46(δ + δ3 + α2)] + α0 for T ≤ t ≤ 2T .

Therefore, assuming that the constants ε, δ, δ3, α2 are so small that

T [εc45(c51/c47 + c52)α1 + c46(δ + δ3 + α2)] + α0 ≤ c51α1

we get

ψT (t) +
c22

2

t�

T

Φ(t′) dt′ ≤ c51α1 for T ≤ t ≤ 2T ,
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where c51 is the constant from inequality (5.161). Hence by (5.171)

ϕ0(t) ≤ c51

c47
α1 for T ≤ t ≤ 2T

and

sup
t1+T≤t≤2T

‖H(·, t) + 2/Re‖2W 2+1/2
2 (St)

≤ c52α1.

Moreover, as before, we have

sup
0≤t≤3T

‖R(·, t)−Re‖2W 1
2 (S1) ≤ α2.

Thus, we can extend the solution to the interval [2T, 3T ]. Continuing this process step
by step, the solution can be extended for all t > 0 and inequalities (5.109)–(5.110) hold.
This completes the proof.

Remark 5.8. From the proof of Theorem 5.11 it follows that some estimates in the
interval [0, T ] hold with different constants than in [T, 2T ]. However, thanks to estimate
(5.173), the procedure of extending the solution to successive intervals stabilizes and
therefore in the intervals [iT, (i + 1)T ] (i = 2, 3, . . .) all the estimates used in the proof
hold with the same constants as in [T, 2T ].

Remark 5.9. From the proof of Theorem 5.11 it follows that apart from (5.109)–(5.110),
the assumptions of the theorem also yield

ψjT (jT ) ≤ ĉ4α1 for j ∈ N,

where ĉ4 > 0 is the constant.
ψjT are functions having the same forms as ψ, but the appropriate terms of ψjT are

expressed in Lagrangian coordinates ξjT ∈ ΩjT with the integrals over (0, t) replaced
by integrals over (jT, t), and the integrals over Ω̂i and Ŝi replaced by integrals over
Ω̂jT,i = ΦjT (Ω̃i ∩ ΩjT ) and ŜjT = ΦjT (Ω̃i ∩ ST ), respectively. ΦT is the transformation
which straightens S̃jT,i = Ω̃i ∩ ST .

Remark 5.10. The assumptions that
�
Ω
%0ξ dξ = 0 and

�
Ω
%0v0 dξ = 0 are not restric-

tive, because we can always choose coordinates in which they hold (see the final part of
Subsection 7.6). Therefore, in fact they can be removed from the formulation of Theorems
5.11–5.13.

In the case e% = 0 the following theorem analogous to Theorem 5.11 holds.

Theorem 5.12. Let e% = 0, p = a%e, where a > 0 is a constant. Let the other as-
sumptions of Theorem 5.11 hold apart from (5.104). Moreover , let assumption (5.137) be
satisfied. Then the assertion of Theorem 5.11 holds.

Now, we shall consider the case of p0 = 0 and f = 0. In this case the energy conser-
vation law has the form

d

dt

[ �

Ωt

%

(
v2

2
+ e

)
dx+ σ|St|

]
− κ

�

St

θ ds = 0.
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Hence, assuming (5.98), (5.113) and using the mass conservation law we obtain

(5.179)
e1

%β2

�

Ωt

%γ dx+
�

Ωt

%v2

2
dx+ σ|St|

≤
�

Ω

%0

(
v2

0

2
+ e0

)
dξ + σ|S|+

∞�

0

dt
�

R3

θ(s, t)ds ≡ d0,

where β > 0, γ = β + 1. Multiplying inequality (5.179) by |Ωt|β yields

(5.180) y0(|Ωt|) +
e1

%β2

[
|Ωt|β

�

Ωt

%γ dx−
( �

Ωt

% dx
)γ]

+|Ωt|β
�

Ωt

%
v2

2
dx+ σ|Ωt|β(|St| − 4πR2

t ) ≤ 0,

where y0(x) = σc̃xγ−1/3 − d0x
γ−1 + (e1/%

β
2 )Mγ , c̃ = (36π)1/3.

Since the last three terms of (5.180) are positive it follows that y0(|Ωt|) ≤ 0. The
extremum points of y0(x) are determined from the equation

(5.181) y′0(x) = [σc̃(γ − 1/3)x2/3 − d0(γ − 1)]xγ−2 = 0.

Equation (5.181) has the only positive solution

x0 =
[
d0(γ − 1)
c̃σ(γ − 1/3)

]3/2

which is the minimum point of y0(x). Since c̃σ(γ − 1/3)x2/3
0 = d0(γ − 1) we get

(5.182) −y0(x0) =
2
3

(γ − 1)3(γ−1)/2
(
γ − 1

3

)−(3γ−1)/2

(c̃σ)−3(γ−1)/2d
(3γ−1)/2
0 − e1

%β2
Mγ .

The following lemma can be proved by using the argument of the proof of Theorem 1
from [ZZaj5].

Lemma 5.13. Let p0 = 0, f = 0, θ ≥ 0 and let assumptions (5.98), (5.113) be satisfied.
Moreover assume that

(5.183) 0 < −y0(x0) ≤ δ0,

where δ0 > 0 is sufficiently small and −y0(x0) is given by (5.182). Then

var
0≤t≤T

|Ωt| ≤ c1δ,

where δ2 = c2δ0.

Remark 5.11. From the analysis of the behaviour of the function

F (γ) =
2
3

(γ − 1)3(γ−1)/2
(
γ − 1

3

)−(3γ−1)/2

(c̃σ)−3(γ−1)/2d
(3γ−1)/2
0 − e1

%γ−1
2

Mγ

it follows that for every δ0 we can find γ and d0, σ, M , e1, %2 such that condition (5.183)
is satisfied.
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In fact, putting β = γ − 1 we obtain the function

G(β) = F (β + 1) =
2

3(1 + 1
3β/2 )3β/2(β + 2

3 )

(
d0

c̃σ

)3β/2

d0 −
e1

%β2
Mβ+1.

Hence limβ→0+ G(β) = d0 − e1M > 0. Now, assume that d0 ≤ c̃σ. This implies that
|Ω| < 1 and M < %2. Then we get limβ→∞G(β) = 0. Therefore, for every δ0 > 0 we can
find γ such that (5.183) holds.

Thus, we can formulate the following theorem.

Theorem 5.13. Let f = p0 = 0, θ ≥ 0 and assume that condition (5.102)i is substituted
by (5.183). Moreover , let the other assumptions either of Theorem 5.11 or Theorem 5.12
be satisfied. Then the assertion of Theorem 5.11 holds.

Remark 5.12. The assertion of Theorem 5.13 also holds for p0 6= 0, because we can
replace in problem (5.63)–(5.69) p by p = p− p0 getting boundary condition (5.66) with
the external pressure equal to zero.

The local solution determined by Theorem 5.9 can also be extended to a global one
if we assume that α ∈ (3/4, 1) (see [Z2]). More precisely, the following theorem holds.

Theorem 5.14. Let α ∈ (3/4, 1), e ∈ C1(R+ ×R+) and let the assumptions of Theorem
5.9 hold. Let the assumptions (5.84), (5.95), (5.106) and (5.97)–(5.98) with the constants
%1, %2, θ1, θ2 defined in Theorem 5.11 be satisfied. Let one of the conditions (5.102)i be
fulfilled. Assume that either e% > 0 for %, θ > 0 and (5.104) holds , or e% = 0, p = a%e

(a > 0) and (5.137) is satisfied. Moreover , assume that

‖v0‖2W 1+α
2 (Ω) + ‖θσ0‖2W 1+α

2 (Ω) + ‖%σ0‖2W 1+α
2 (Ω) ≤ α1

and

‖r‖2C2
B(R3×(0,∞)) + ‖θ‖2C3

B(R3×(0,∞)) ≤ δ.

Finally , assume that the function R̃ describing S satisfies (5.107), S ∈W 5/2+α
2 and

‖H(·, 0) + 2/Re‖2Wα+1/2
2 (S)

≤ α1.

Then for sufficiently small α1, α2, δ and δi (i = 0, . . . , 3) the solution of problem (5.63)–
(5.69) exists for all t > 0 and the following estimates are satisfied :

‖v(t)‖2
W 1+α

2 (Ωt)
+ ‖θσ(t)‖2

W 1+α
2 (Ωt)

+ ‖%σ(t)‖2
W 1+α

2 (Ωt)
≤ c̃1α1 for t > 0

and

‖v‖2
W

2+α,1+α/2
2 (Ωt×(jT,(j+1)T )

+ ‖θσ‖2W 2+α,1+α/2
2 (Ωt×(jT,(j+1)T )

+‖%σ‖2W 1+α,1/2+α/2
2 (Ωt×(jT,(j+1)T )

≤ c̃2α1 for t ∈ (jT, (j + 1)T ), j ∈ N ∪ {0},

where T is the time of local existence and c̃1, c̃2 > 0 are constants. Moreover , St ∈W 5/2+α
2

for t ∈ R+ and

sup
t1>0
‖R(·, t)−Re‖2W 5/2+α

2 (S1)
≤ c̃3α1 + c̃4α2,

where c̃3, c̃4 > 0 are constants and the constant c̃3 depends on 0 < t1 < T.
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The general idea of the proof is the same as in Theorem 5.11. However, some modifi-
cations are necessary. First, we replace Lemma 5.5 by

Lemma 5.14. Let assumption (5.113) be satisfied. Then for 0 ≤ t∗ < t ≤ T we have

‖qσ‖2L2(Ω×(t∗,t)) ≤ c5
[
ε‖u‖2

W
2+α,1+α/2
2 (Ω×(t∗,T ))

+ c(ε, T − t∗)‖u‖2L2(Ω×(t∗,T ))

+ sup
t∗≤t′≤t

‖u‖2W 1
2 (Ω)

t�

t∗

‖u‖2W 1
2 (Ω) dt

′
]

and

‖ησ‖2L2(Ω×(t∗,t)) + ‖ϑσ‖2L2(Ω×(t∗,t))

≤ c5
[
ε‖u‖2

W
2+α,1+α/2
2 (Ω×(t∗,T ))

+ c(ε, T − t∗)‖u‖2L2(Ω×(t∗,T )) + ‖uξ‖2L2(Ω×(t∗,t))

+ ‖ϑσξ‖2L2(Ω×(t∗,t)) + sup
t∗≤t′≤t

‖u‖2W 1
2 (Ω)

t�

t∗

‖u‖2W 1
2 (Ω) dt

′

+ sup
t∗≤t′≤t

‖ησ‖2W 1
2 (Ω)

t�

t∗

‖ησ‖2W 1
2 (Ω) dt

′ + sup
t∗≤t′≤t

‖ϑσ‖2W 1
2 (Ω)

t�

t∗

‖ϑσ‖2W 1
2 (Ω) dt

′
]
,

where qσ(ξ, t) = pσ(η(ξ, t), ϑ(ξ, t)); c5, c6 > 0 are constants depending on %1, %2, θ1, θ2;
ε ∈ (0, 1) is a constant ; c(ε, T ) are positive constants depending on ε and T.

The proof of the above lemma is similar to the proof of Lemma 5.5. The only difference
is connected with the fact that we cannot estimate sup0≤t≤T ‖ut‖2L2(Ω) in this case.
Therefore, we use the interpolation inequality

T�

t∗

‖ut‖2L2(Ω) dt ≤ ε‖u‖2W 2+α,1+α/2
2 (Ω×(t∗,T ))

+ c(ε, T − t∗)‖u‖2L2(Ω×(t∗,T )).

Lemmas 5.3, 5.4, 5.7, 5.13 and the inequality (5.140) are applied in the proof of Theorem
5.14 without any changes, while Lemmas 5.6, 5.8 and 5.9 require only slight modifica-
tions. Namely, in Lemmas 5.8 and 5.9 we assume that v0 ∈ W 1+α

2 (Ω), θ0 ∈ W 1+α
2 (Ω),

%0 ∈ W 1+α
2 (Ω) and ‖v0‖2W 1+α

2 (Ω)
+ ‖θσ0‖2W 1+α

2 (Ω)
+ ‖%σ0‖2W 1+α

2 (Ω)
≤ ε, where ε is suf-

ficiently small. Then the assertions of the lemmas hold. Lemma 5.6 is modified in such
a way that we obtain inequalities analogous to (5.127) and (5.128) for

� t
t∗
‖R(·, t′) −

R(·, 0)‖2
W 2+α

2 (S1)
dt′ and

� t
t∗
‖R(·, t′)−R(·, 0)‖2

W
5/2+α
2 (S1)

dt′, respectively.

Next, using Lemmas 3.1–3.2 of [Z2] and Lemma 6.1 of [BurZaj] (see also Lemmas 2.1,
3.1, 3.2 of [ZZaj11]) we see that the following estimate analogous to (5.112) holds:

(5.184) [‖u‖(α+2,α/2+1)
Ωt +‖ϑσ‖(α+2,α/2+1)

Ωt +‖ησ‖W 1+α,1/2+α/2
2 (Ωt)+ sup

0≤t′≤t
‖ησ‖W 1+α

2 (Ω)]
2

≤ ϕ(T )(‖v0‖2W 1+α
2 (Ω)

+ ‖θσ0‖2W 1+α
2 (Ω)

+ ‖%σ0‖2W 1+α
2 (Ω)

+ ‖H(·, 0) + 2/Re‖2Wα+1/2
2 (S)

+ ‖h‖2
W
α,α/2
2 (ΩT )

+ ‖ϑ‖2
W
α+1/2,α/2+1/4
2 (ST )

),
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where t ≤ T , T is the time of local existence depending on α1; ϕ is a positive nondecreasing
continuous function.

Moreover, the estimate analogous to (5.139) is proved for the local solution determined
by Theorem 5.9. This estimate has the form (see [Z2], [ZZaj11])

(5.185) sup
t1≤t≤T

‖u‖2
W 2+α

2 (Ω)
+ sup
t1≤t≤T

‖ϑσ‖2W 2+α
2 (Ω)

≤ c(K)(K1 + ‖r‖2C2
B(R3×(0,∞)) + ‖θ‖2C3

B(R3×(0,∞))),

where K1 = ‖u‖2
W

2+α,1+α/2
2 (ΩT )

+ ‖ϑσ‖2
W

2+α,1+α/2
2 (ΩT )

, K = K1 + sup0≤t≤T ‖u‖2W 1+α
2 (Ω)

+

sup0≤t≤T ‖ϑσ‖2W 1+α
2 (Ω)

+sup0≤t≤T ‖ησ‖2W 1+α
2 (Ω)

+‖ησ‖2
W

1+α,1/2+α/2
2 (ΩT )

, c(K) is a positive

nondecreasing continuous function of K depending also on t1.
Finally, instead of differential inequality (5.145) we use an inequality which is proved

in [ZZaj13]. This inequality written in a more general form is as follows:

(5.186) φ(t, Ω) + c22(‖u‖2
W

2+α,1+α/2
2 (Ω×(t∗,t))

+ ‖ϑσ‖2W 2+α,1+α/2
2 (Ω×(t∗,t))

+ ‖ησ‖2W 1+α,1/2+α/2
2 (Ω×(t∗,t))

)

≤ c(t, Z1, Z2)[‖u‖2L2(Ω×(t∗,t)) + ‖ησ‖2L2(Ω×(t∗,t)) + ‖ϑσ‖2L2(Ω×(t∗,t)) + ‖h‖2
W
α,α/2
2 (ΩT )

+ ‖ϑ‖2
W
α+1/2,α/2+1/4
2 (ST )

+ ε1Z4 + c(ε1)Z1Z3] + φ(t∗, Ω),

where 0 ≤ t∗ ≤ t ≤ T , c = c(t, Z1, Z2) is a positive continuous nondecreasing function
with respect to its arguments depending also on %1, %2, θ1, θ2, ‖S‖

W
5/2+α
2

and the con-
stants from imbedding theorems; c22 > 0 is a constant; ε1 ∈ (0, 1) is a constant which
can be assumed sufficiently small and

Z1 = ‖u‖2
W

2+α,1+α/2
2 (Ω×(t∗,t))

+ ‖ϑσ‖2W 2+α,1+α/2
2 (Ω×(t∗,t))

+ ‖ησ‖2W 1+α,1/2+α/2
2 (Ω×(t∗,t))

,

Z2 = sup
0≤t≤T

‖u‖2
W 1+α

2 (Ω)
+ sup

0≤t≤T
‖ϑσ‖2W 1+α

2 (Ω)
+ sup

0≤t≤T
‖ησ‖2W 1+α

2 (Ω)
,

Z3 = [‖u‖(α+2,α/2+1)
Ωt + ‖ϑσ‖(α+2,α/2+1)

Ωt ]2 + ‖ησ‖2W 1+α,1/2+α/2
2 (Ωt)

+ sup
0≤t′≤t

‖ησ‖2W 1+α
2 (Ω),

Z4 = (t− t∗)‖H(·, 0) + 2/Re‖2Wα+1/2
2 (S)

+
t�

t∗

‖R(·, t′)−R(·, 0)‖2
W

5/2+α
2 (S1)

dt′.

The function φ satisfies the inequality

φ(t, Ω) ≤ c
(
‖u(t)‖2

W 1+α
2 (Ω) + ‖ϑσ(t)‖2

W 1+α
2 (Ω) + ‖ησ(t)‖2

W 1+α
2 (Ω)

+
∥∥∥
t�

0

u dt′
∥∥∥

2

W 2+α
2 (S)

+ ‖H(·, 0) + 2/Re‖2Wα
2 (S)

)
,

where c > 0 is a constant depending on %1, %2, θ1, θ2. The exact form of φ is given in
[ZZaj13].

Inequalities (5.184), (5.186) and (5.140) together with Lemma 5.14 and the assump-
tions of the theorem imply the following estimate:
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(5.187) ψ(t) + c61

t�

t∗

ψ(t′) dt′ ≤ γ1 + c62(t∗)γ2 + ψ(t∗),

where 0 ≤ t∗ < t ≤ T , c61 > 0 is a constant; c62(t∗) = c(ε, T − t∗) is the constant
from Lemma 5.14; γ1, γ2 are sufficiently small constants; ψ(t) = φ(t, Ω) + c44ϕ

(3)(t) (see
(5.156)) and similarly to c44 the constant c44 is chosen sufficiently large.

The constants c61, γ1 and the function c62 depend on %1, %2, θ1, θ2, ‖S‖
W

5/2+α
2

and
the constants from imbedding theorems.

The role of inequality (5.187) in the proof of Theorem 5.14 is the same as inequality
(5.177) in the proof of Theorem 5.11. Namely, it is essential in the process of extending
the local solution to a global one. In fact, the following lemma holds.

Lemma 5.15. Assume that ψ is a nonnegative continuous function defined in [0, T ] and
satisfying for 0 ≤ t∗ < t ≤ T the inequality

(5.188) ψ(t) + C1

t�

t∗

ψ(t′) dt′ ≤ γ1 + C2(t∗)γ2 + ψ(t∗),

where C1 > 0 and γ1, γ2 ≥ 0 are constants ; C2(t∗) = ω(T − t∗) and ω = ω(t) is a
positive continuous function defined in (0, T ]. Let C3 = supt∈[T/2,T ] ω(t). If ψ(0) ≤ α0

and γ1 + C3γ2 ≤ min(α0
2 ,

C1Tα0
4+2C1T

) then there exists T/2 ≤ T1 ≤ T such that

(5.189) ψ(T1) ≤ (1− ε0)α0,

where ε0 = min( 1
2 ,

C1T
4+2C1T

).

Proof. Let 0 ≤ T∗ ≤ T be such that ψ(T∗) = inft∈[0,T ] ψ(t). If 0 ≤ T∗ ≤ T/2 then by
(5.188),

ψ(T ) + C1

T�

T∗

ψ(t′) dt′ ≤ γ1 + ω(T − T∗)γ2 + ψ(T∗)

and hence
ψ(T ) ≤ (1− C1

T

2
)ψ(T∗) + γ1 + C3γ2.

If C1(T/2) ≥ 1 then ψ(T ) ≤ γ1 + C3γ2. If C1(T/2) < 1 then ψ(T ) ≤ (1 − C1T/2)α0 +
γ1 + C3γ2 ≤ (1− C1T/4)α0. Therefore (5.189) holds with T1 = T .

Now, assume that T/2 < T∗ ≤ T . Then by (5.188),

ψ(T∗) + C1

T∗�

0

ψ(t′) dt′ ≤ γ1 + ω(T )γ2 + ψ(0),

and hence

ψ(T∗) ≤
α0

1 + C1(T/2)
+ γ1 + C3γ2 =

(
1− C1T

2 + C1T

)
α0 + γ1 + C3γ2.

Therefore, the assertion holds now with T1 = T∗. This completes the proof.

Now, we present the sketch of the proof of Theorem 5.14.

Sketch of proof. We proceed as in the proof of Theorem 5.11. First, inequalities (5.184),
(5.186) and (5.140) together with Lemmas 5.14, 5.4 and the lemmas analogous to Lemmas
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5.6 and 5.8 or 5.9 yield, for t ≤ T ,

(5.190) ψ(t) +
c22

2
(‖u‖2

W
2+α,1+α/2
2 (Ωt)

+ ‖ϑσ‖2W 2+α,1+α/2
2 (Ωt)

+ ‖ησ‖2W 1+α,1/2+α/2
2 (Ωt)

≤ c45ε(α1 + δ) + c(ε, T )δ3T + c46T [δ + ε1(α1 + α2)] + ψ(0)

≡ γ + ψ(0),

where the constant c(ε, T ) depends also on Ω, and the constants c22, c45, c46 depend on
the same quantities as the constants c61 and c62 above.

As in the proof of Theorem 5.11 we get (see (5.154))

‖H(·, 0) + 2/Re‖2Wα
2 (S) ≤ ε3α1 + c43(ε3)α2.

Hence

(5.191) ψ(0) ≤ c49[α1 + ε3α1 + c43(ε3)α2] ≤ c50α1 ≡ α0,

if c50 > c49 and ε3, α2 are sufficiently small. Hence assuming that c51 > c50 and ε, ε1, δ,
δ3 are so small that γ + α0 ≤ c51α1, we obtain

(5.192) ψ(t) +
c22

2
(‖u‖2

W
2+α,1+α/2
2 (Ωt)

+ ‖ϑσ‖W 2+α,1+α/2
2 (Ωt)

+ ‖ησ‖2W 1+α,1/2+α/2
2 (Ωt)

) ≤ c51α1 for t ≤ T .

Therefore, by the imbedding W 2+α,1+α/2
2 (ΩT ) ⊂ C([0, T ];W 1+α

2 (Ω)) we get

‖u(t)‖2
W 1+α

2 (Ω) + ‖ϑσ(t)‖2
W 1+α

2 (Ω) + ‖ησ(t)‖2
W 1+α

2 (Ω) ≤ c
(1)
51 α1 for t ≤ T .

Hence

(5.193) ‖u(T1)‖2
W 1+α

2 (ΩT1 )
+ ‖ϑσ(T1)‖2

W 1+α
2 (ΩT1 )

+ ‖ησ(T1)‖2
W 1+α

2 (ΩT1 )
≤ c(2)

51 α1,

where 0 < T1 ≤ T and u, ϑσ, ησ denote v, θσ, %σ written in Lagrangian coordinates
ξT1 ∈ ΩT1 .

Now, the boundary condition (5.149) and inequalities (5.185) and (5.192) imply, for
t1 ≤ t ≤ T ,

‖H(·, t) + 2/Re‖2Wα+1/2
2 (S)

≤ c( sup
t1≤t≤T

‖u‖2
W 2+α

2 (Ω)
+ sup
t1≤t≤T

‖ϑσ‖2W 2+α
2 (Ω)

+ sup
t1≤t≤T

‖ησ‖2W 1+α
2 (Ω)

) ≤ c52α1,

where t1 > 0; c > 0 is a constant depending on t1; c52 is a constant such that C[(c51 +
c
(1)
51 )α1 + δ] ≤ c52α1 and C(K) ≤ C. Therefore, using Theorem 7.1 and Lemma 5.8 (or

5.9) we get

sup
t1≤t≤T

‖R(·, t)−Re‖2W 5/2+α
2 (S1)

≤ c̃3α1 + c̃4α2.

This means St ∈ W
5/2+α
2 for t ≤ T and the shape of St does not change much in

[0, T ]. To extend the solution outside [0, T ] we derive inequality (5.187) with γ2 = δ3T ,
ω(t) = c(ε, , t) and with γ1 = γ1(δ, ε, ε1, ε3, α2) as small as we need if δ, ε, ε1, ε3, α2 are
sufficiently small. Then for δ, ε, ε1, ε3, α2 and δ3 so small that γ1+supt∈[T/2,T ] c(ε, t)γ2 ≤
min(α0/2, (c61Tα0)/(4 + 2c61T )), estimate (5.191) and Lemma 5.15 imply
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(5.194) ψ(T1) ≤ (1− ε0)α0 for T/2 ≤ T1 ≤ T,
where ε0 = min(1/2, (c61T )/(4 + 2c61T )).

If α1 is sufficiently small then by (5.193) there exists a local solution in [T1, T + T1].
It satisfies an inequality analogous to (5.186) with ψ(t) replaced by ψT1

(t). The function
ψT1

(t) has the same form as ψ(t) but it is expressed in Lagrangian coordinates ξT1 ∈ ΩT1.

Using (5.194) and assuming that δ3, δ, α2 are sufficiently small, we get

ψT1
(T1) ≤ α0.

The argument for the above estimate is the same as in Theorem 5.11.
Hence repeating the above considerations we extend the solution to [T2, T2 +T ], where

T1 + T/2 ≤ T2 ≤ T1 + T , and then step by step to R+.

Remark 5.13. Theorem 5.14 is formulated for the case of constant ν, µ and κ, but it can
also be proved under the assumption that ν, µ and κ are sufficiently regular functions of
% and θ (see [Z2]).

Remark 5.14. Since we prove step by step that the volume and shape of Ωt do not
change much in time, in each step we obtain inequality (5.187) with the same constant
c61 and the same function c62.

6. Two- and three-dimensional surface waves problems

6.1. The motion of an incompressible fluid. The three-dimensional problem under
consideration is formulated as follows: find a domain Ωt ≡ {x = (x′, x3) ∈ R3 : x′ =
(x1, x2) ∈ R2,−b(x′) < x3 < F (x′, t)}, a velocity vector field v = v(x, t) (v = (v1, v2, v3))
and a pressure p = p(x, t) satisfying the system:

vt + (v · ∇)v − ν∆v +∇p = f − ge3, x ∈ Ωt, t ∈ (0, T ),(6.1)

div v = 0, x ∈ Ωt, t ∈ (0, T ),(6.2)

Tn− σHn = −p0n, x ∈ SF (t), t ∈ (0, T ),(6.3)

v · n =
∂F/∂t√

1 + |∇′F |2
, x ∈ SF (t), t ∈ (0, T ),(6.4)

v = 0, x ∈ SB , t ∈ (0, T ),(6.5)

v|t=0 = v0(x), x ∈ Ω0 ≡ Ω,(6.6)

F |t=0 = F0(x′), x′ ∈ R2,(6.7)

where g is the acceleration of gravity, e3 = t(0, 0, 1); SF (t) ≡ {x′ ∈ R2 : x3 = F (x′, t)} is
the free surface with unknown function F , ∇′ = (∂/∂x1, ∂/∂x2), SB = {x′ ∈ R2 : x3 =
−b(x′)} and b is a given function; T is the stress tensor defined by (4.6); σ ≥ 0 is the
surface tension; p0 is the atmospheric pressure which is a positive constant; n is the unit
outward vector normal to SF (t) at x; H is the double mean curvature of SF (t) at x given
by

H(x, t) = ∇′ ·
( ∇′F√

1 + |∇′F |2

)
.
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Problem (6.1)–(6.7) describes the motion of a fluid contained in an unbounded domain,
such as an ocean of infinite extent and finite depth.

The two-dimensional surface waves problem can be formulated analogously.

6.1.1. Local existence. Just as in the case of a fixed mass of a fluid bounded by a free
surface (see Sections 4–5) it is convenient to write problem (6.1)–(6.7) in Lagrangian
coordinates. Then assuming that p = p− p0 + gx3, problem (6.1)–(6.7) takes the form

ut − ν∇2
uu+∇uq = h in ΩT ,(6.8)

∇u · u = 0 in ΩT ,(6.9)

Tu(u, q)nu − σ∆u(t)Xu = −gXu,3nu on STF ,(6.10)

u = 0 on STB ,(6.11)

u|t=0 = v0 in Ω,(6.12)

where q(ξ, t) = p(Xu(ξ, t), t), h(ξ, t) = f(Xu(ξ, t), t), SF = SF (0).
Local solvability of problem (6.1)–(6.7) is examined in [Al1, Al2, B1, T2]. The first

paper concerning problem (6.1)–(6.7) was the paper of Beale [B1], where the case of σ = 0
was studied. Assuming f = 0, Beale examined local solvability of problem (6.8)–(6.12) in
the spaces H0(0, T ;H l(Ω))∩H l/2(0, T ;H0(Ω)) which in fact coincide with the Sobolev–
Slobodetskĭı spaces W l,l/2

2 (ΩT ). Beale proved local existence for problem (6.8)–(6.12)
using the theory of Hs(0, T ;X) spaces (where X is a Hilbert space) developed in [LMag].

As usual in order to solve (6.8)–(6.12) one has to consider an appropriate linear
problem which in this case consists of equations (4.15)–(4.16) and the following boundary
and initial conditions:

2ν[S(u)n0 − (S(u)n0 · n0)n0] = D in STF ,(6.13)

− q + 2νS(u)n0 · n0 − σ∆S

t�

0

u dt′ · n0(6.14)

= b+ σ

t�

0

B dt′ on STF ,

u = 0 on STB ,(6.15)

u|t=0 = v0 in Ω,(6.16)

where S(u) is as before, the velocity deformation tensor and n0 is the unit outward vector
normal to SF .

In [T2] the following existence theorem for problem (4.15)–(4.16), (6.13)–(6.16) is
proved.

Theorem 6.1. Let α ∈ (1/2, 1), 0 < T < ∞ and SF , SB ∈ W
3/2+α
2 . Assume that

(F,G, v0, (b,D), B) ∈Wα,α/2
2 (ΩT )×W 1+α,(1+α)/2

2 (ΩT )×W 1+α
2 (Ω)×Wα+1/2,α/2+1/4

2 (STF )
×Wα−1/2,α/2−1/4

2 (STF ), and that G = ∇ ·R with R ∈ L2(ΩT ), Rt ∈W 0,α/2
2 (ΩT ). More-

over , assume that the following compatibility conditions are satisfied :

∇ · v0 = G|t=0, D|t=0 = 2ν[S(v0)n0 − (S(v0)n0 · n0)n0]|SF , D · n0 = 0, v0|SB = 0.
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Then problem (4.15)–(4.16), (6.13)–(6.16) has a unique solution u ∈ W
2+α,1+α/2
2 (ΩT ),

q ∈Wα,α/2
2 (ΩT ),∇q ∈Wα,α/2

2 (ΩT ), q ∈Wα+1/2,α/2+1/4
2 (STF ) which satisfies the inequal-

ity

‖u‖(2+α)
ΩT

+ ‖q‖(α)
ΩT

+ ‖∇q‖(α)
ΩT

+ ‖q‖
W
α+1/2,α/2+1/4
2 (STF )

≤ C1(T ){‖F‖(α)
ΩT

+ ‖G‖
W

1+α,(1+α)/2
2 (STF ) + ‖R‖

W
0,α/2+1
2 (ΩT )

+ T−α/2‖Rt‖L2(ΩT ) + ‖(b,D)‖
W
α+1/2,α/2+1/4
2 (STF )

+ T−α/2‖b‖
W

1/2,0
2 (STF ) + σ‖B‖(α−1/2)

STF
+ ‖v0‖W 1+α

2 (Ω)},
where C1(T ) is a constant depending on T nondecreasingly and

(‖u‖(2+α)
ΩT

)2 ≡ (‖ut‖(α)
ΩT

)2 +
∑

|γ|=2

(‖Dγ
xu‖(α)

ΩT
)2 +

1∑

|γ|=0

‖Dγ
xu‖2L2(ΩT ),

(‖u‖(α)
ΩT

)2 ≡ ‖u‖2
W
α,α/2
2 (ΩT )

+ T−α‖u‖2L2(ΩT ),

(‖B‖(δ)
STF

)2 ≡ ‖B‖2
W
δ,δ/2
2 (STF )

+ T−δ‖B‖2L2(STF ) (0 < δ < 1).

The proof of Theorem 6.1 is closely related to the proof of Theorem 1.1 from [Sol12],
however, some arguments from [TItTan] are also used. Theorem 6.1 and the method of
successive approximations yield the following theorem proved by Tani in [T2].

Theorem 6.2. Let F0 ∈ W
5/2+α
2 (R2), b ∈ W

3/2+α
2 (R2), α ∈ (1/2, 1). Assume that

f ∈ Wα,α/2
2 (R3 × (0,∞)) ∩ L∞(0,∞;L2(R3)), fx ∈ Wα,0

2 (R3 × (0,∞)), fx is Lipschitz
continuous in x and Hölder continuous in t with exponent 1/2. Moreover assume that
v0 ∈W 1+α

2 (Ω) and v0 satisfies the compatibility conditions

∇ · v0 = 0, S(v0)n0 − (S(v0)n0 · n0)n0|SF = 0, v0|SB = 0.

Then there exists a unique solution (u, q) to problem (6.8)–(6.12) such that u ∈
W

2+α,1+α/2
2 (ΩT

∗
) and q,∇q ∈Wα,α/2

2 (ΩT
∗
), q ∈Wα+1/2,α/2+1/4

2 (ST
∗

F ) for some T ∗ > 0.

Remark 6.1. In the case of σ = 0, a theorem analogous to Theorem 6.2 holds with the
assumption F0 ∈W 5/2+α

2 (R2) replaced by a weaker one: F0 ∈W 3/2+α
2 (R2).

In contrast to [B1], the regularity of the solution obtained by Tani [T2] is sharp, i.e.
lowest possible, which is admissible for this problem in the L2-approach. In [B1], Beale also
first studies solvability of the above linear problem with σ = 0 and then by using the Ba-
nach fixed point theorem he proves that there exists T > 0 such that problem (6.8)–(6.12)
has a solution with u ∈ W l,l/2

2 (ΩT ), q ∈ W l−3/2,l/2−3/4
2 (STF ), ∇q ∈ W l−2,l/2−1

2 (ΩT ). He
obtains this result under the assumptions that 3 < l < 7/2, v0 ∈W l−1

2 (Ω); ξ3, the vertical
coordinate in Ω, is in W l−3/2

2 (SF ) and appropriate compatibility conditions are satisfied.
Moreover, he assumes that Ω is the image of Σ = {ζ = (ζ1, ζ2, ζ3) : −h < ζ3 < 0} under
the diffeomorphism h(ζ) = ζ + h(ζ), h ∈ C5 and ∂αζ h→ 0 as |ζ| → ∞ for |α| ≤ 5.

In [B1] existence for arbitrary T > 0 but for sufficiently small initial data in de-
pendence on T is also proved. This result is obtained in the same class of functions as
above.
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The two-dimensional case of problem (6.1)–(6.7) with σ > 0 and f = 0 has been
examined by Allain [Al1, Al2]. In this case Ω ⊂ R2 is a domain bounded by SB =
{(ξ1, ξ2) ∈ R2 : ξ2 = h0(ξ1)} and SF = {(ξ1, ξ2) ∈ R2 : ξ2 = h(ξ1)}. The papers of Allain
were written some years earlier than paper [T2] concerned with the three-dimensional
case. The main result of his papers is a local existence theorem. Under the assumptions
that 0 < α < 1/2, h ∈ W

α+5/2
2 (R), v0 ∈ W 1+α

2 (Ω), ∇ · v0 = 0 in Ω, v0 = 0 on SB
Allain proves that there exists T > 0 depending on Ω, α and v0 such that problem
(6.8)–(6.12) has a unique solution such that u ∈ W 2+α,1+α/2

2 (ΩT ), ∇q ∈ Wα,α/2
2 (ΩT ),

q ∈Wα/2+1/4
2 (0, T ;L2(SF )).

Teramoto [Ter1, Ter2] studies the motion of a viscous incompressible fluid which flows
down an inclined plane under the effect of gravity. The fluid is bounded from below by a
fixed plane which is inclined at an angle 0 < ϕ < π/2 to the horizontal plane. In order to
describe this problem Teramoto chooses the following orthogonal system of coordinates:
the x1 axis is in the direction of the greatest slope down the bottom, the x2 axis is in a
direction such that the x1x2 plane (x3 = 0) is parallel to the bottom, and the x3 axis is
upward from the x1x2 plane. In these coordinates the domain Ωt occupied by the fluid at
time t is defined similarly as before, but it is assumed that b(x′) = b0, where b0 > 0 is a
constant. The motion of the fluid is described by the system (6.1)–(6.2) with f = 0, with
e3 in (6.1) replaced by γ = (sinϕ, 0,− cosϕ) and with conditions (6.3)–(6.7). Applying
the approach from [B1], Teramoto [Ter1] obtains for σ = 0 a small time existence result
analogous to Beale’s result of [B1].

Paper [Ter2] is concerned with the case of σ > 0. Using Beale’s idea from [B1, B2]
Teramoto transforms the domain Ωt to a fixed domain Ω1 ≡ {(x′1, x′2, x′3) ∈ R3 : −1 <
x′3 < 0} and considers problem (6.1)–(6.7) in new coordinates x′1, x′2, x′3. Denoting by
F 0, v0, v, p and F the functions F0, v0, v, p and F written in the new coordinates and
then using Beale’s approach, Teramoto proves the following theorem.

Theorem 6.3. Assume R < 1/(2
√

3 + 16), where R = %0b0V0/ν (%0 is the constant
density of the fluid , V0 = 1

2
%0
ν b

2
0g sinϕ). Let T > 0 be arbitrary , and assume that 3 < l <

7/2. Then there exists δ > 0 such that for F 0 and v0 satisfying appropriate compatibility
conditions at x3 = 0 and x3 = −1 and the estimate

‖F 0‖W l
2(R2) + ‖v0‖W l−1/2

2 (Ω1) ≤ δ,

the problem considered has a solution (v, p, F ) such that F ∈W l+1/2,l/2+1/4
2 (R2× (0, T )),

v ∈W l,l/2
2 (ΩT1 ),∇p ∈W l−2,l/2−1

2 (ΩT1 ), p|S1F ∈W l−3/2,l/2−3/4
2 (R2×(0, T )), where S1F =

{x′3 = 0}.

6.1.2. Global existence and stablity. Global existence theorems for problem (6.1)–(6.7)
are subjects of papers [B2, TTan, Syl]. All of them assume that f = 0. Moreover, [BNis]
brings an asymptotic decay rate for a global solution guaranteed by the existence result of
[B2], and [Nis] gives a review of results concerning free boundary problems for equations
of fluid dynamics including global existence theorems for problem (6.1)–(6.7).

Now, we will describe the results of [B2]. We formulate the global existence theorem
proved in [B2], using the notation K l(ΩT ) = W

l,l/2
2 (ΩT ).
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Theorem 6.4. Suppose that l, k and T1 are chosen with 3 < l < 7/2, k > 0, and T1 > 0.
Moreover , let the following compatibility conditions be satisfied :

∇ · v0 = 0 in Ω ≡ {−b(x′) < x3 < F0(x′)},
{(v0i,xj + v0j,xi)nj}tan = 0 on SF ,

v0 = 0 on SB ,

where “tan” means the tangential component. Then there exists δ > 0 such that for F0, v0

satisfying

(6.17) ‖F0‖W l
2(R2) + ‖v0‖W l−1/2

2 (Ω) ≤ δ,
the following existence, uniqueness and regularity statements hold :

(i) the problem (6.1)–(6.7) has a solution F, v, p, where F is in K̃l+1/2(R2 × R+),
and v, p are restrictions to the fluid domain Ωt of functions defined on R3 × R+ with
v ∈ Kl(R3 ×R+), ∇p ∈ Kl−2(R3 ×R+), p ◦ F ∈ K̃l−3/2(R2 ×R+). Here (p ◦ F )(x′, t) =
p(x′, F (x′, t), t);

(ii) for any T > 0 this solution is unique in the class of F, v, p with F ∈ K l+1/2(R2×
(0, T )) and v, p the restrictions to Ωt of functions v ∈ K l(R3× (0, T )), ∇p ∈ K l−2(R3×
(0, T )), p ◦ F ∈ K l−3/2(R2 × (0, T ));

(iii) the solution satisfies : F ∈ K̃l+k+1/2(R2 × (T1,∞)), v ∈ Kl+k(R3 × (T1,∞)),
∇p ∈ Kl+k−2(R3× (T1,∞)), and p◦F ∈ K̃l+k−3/2(R2× (T1,∞)). In particular , if k ≥ 2,
all the equations are satisfied in the classical sense for t > T1.

To prove Theorem 6.4, first, the following linear problem is considered in [B2]:

ut − ν∆u+∇q = f0 in Ω1,(6.18)

div u = 0 in Ω1,(6.19)

Ft = u3 on S1F ,(6.20)

uix3 + u3xi = fi, i = 1, 2, on S1F ,(6.21)

q − 2νu3x3 − (gF − σ∆x′F ) = f3 on S1F ,(6.22)

u = 0 on S1B ,(6.23)

u|t=0 = 0, F |t=0 = 0 in Ω1,(6.24)

where Ω1 is the equilibrium domain bounded by S1F = {x3 = 0} and S1B = {x3 =
−b(x′)}, ∆x′ = ∂2/∂x2

1 + ∂2/∂x2
2.

The following theorem holds for problem (6.18)–(6.24) (see [B2]).

Theorem 6.5. Suppose f0 is given in Kl−2
(0) (Ω1 × R+), l ≥ 2 and not a half-integer ,

and fi ∈ K
l−3/2
(0) (S1F × R+), i = 1, 2, 3. Then problem (6.18)–(6.24) has a solution

(F, u, q), unique among finite energy solutions with F ∈ K̃l+1/2
(0) (S1F×R+), u ∈ Kl

(0)(Ω1×
R+),∇q ∈ Kl−2

(0) (Ω1×R+), q ∈ K̃l−3/2
(0) (S1F×R+). With the indicated norms , the solution

satisfies

‖(F, u, q)‖ ≤ C(‖f0‖Kl−2 + ‖(f1, f2, f3)‖Kl−3/2).
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Sketch of proof of Theorem 6.4. To apply Theorem 6.5, new coordinates are intro-
duced. In these new coordinates problem (6.1)–(6.7) is transformed to a problem in the
equilibrium domain Ω1 = {x : x′ ∈ R2,−b(x′) < x3 < 0}. Let F̃ be an extension of F to
Ω1 × R+. Then for each t the transformation ψ : Ω1 → Ωt is defined by

(6.25) ψ(x1, x2, x3, t) = (x1, x2, F̃ + x3(1 + F̃ /b(x′))).

Next, for u defined on Ω1, the function v is introduced by the relation

(6.26) vi = ψixjuj/J ≡ αijuj ,

where J = 1 + F̃ /b+ F̃x3(1 +x3/b) is the Jacobian determinant of {ψixj}. Then by using
(6.26), problem (6.1)–(6.7) can be rewritten as follows:

ut − ν∆u+∇q = G0(F, u,∇q) in Ω1 × R+,(6.27)

div u = 0 in Ω1 × R+,(6.28)

uix3 + u3xi = Gi(F, u), i = 1, 2, on S1F × R+,(6.29)

q − 2νu3x3 − gF + σ∆x′F = G3(F, u) on S1F × R+,(6.30)

Ft = u3 on S1F × R+,(6.31)

u = 0 on SB × R+,(6.32)

u|t=0 = u0, F |t=0 = F0 in Ω1,(6.33)

where q = p ◦ ψ; Gi(i = 0, . . . , 3) are at least quadratic; u0 = v0 ◦ ψ0, and ψ0 = ψ|t=0

with F̃ replaced by F̃0 ∈W l+1/2
2 (Ω1) which is an extension of F0.

The Banach fixed point theorem, assumption (6.17) and Theorem 6.5 yield a unique
solution (u, F, q) of problem (6.27)–(6.33) in the class of functions determined by Theorem
6.5.

To obtain assertion (i) of the theorem, the solution (u, F, q) is extended onto R3×R+ to
functions û, F̂ , q̂ such that û ∈ K l(R3×R+), ∇q̂ ∈ Kl−2(R3×R+) and F̂ ∈ Kl(R3×R+),
∇F̂ ∈ Kl(R3 × R+), F̂t ∈ Kl(R3 × R+). Then the restrictions to ψ(Ω1) of functions
v̂i = (αijûj) ◦ ψ−1 and p̂ = q̂ ◦ ψ−1 and the function F satisfy assertion (i) of the
theorem.

The next step of the proof is to show uniqueness of the solution. By using once again
a contraction mapping argument it is proved that the solution found is unique in a class
of functions of a slightly lower regularity.

The increase of regularity of the solution can be shown as follows. For given initial data
F0 ∈ W l

2(S1F ), u0 ∈ W l−1/2
2 (Ω1), 3 < l < 7/2, the unique solution of problem (6.27)–

(6.33) with the properties: F ∈ K̃l+1/2(S1F ×R+), u ∈ Kl(Ω1 ×R+), q ∈ K̃l−3/2(S1F ×
R+), ∇q ∈ Kl−2(Ω1×R+) has been found. Hence, for almost all t1, F (t1) ∈W l+1/2

2 (S1F )
and u(t1) ∈ W l

2(Ω1). Thus, half a derivative is gained in comparison to the initial data.
Now, one can stop at such t1 and start again. This way one can construct a solution
such that F ∈ K̃l+1(S1F × (t1,∞)), u ∈ Kl+1/2(Ω1 × R+), q ∈ K̃l−1(S1F × R+), ∇q ∈
Kl−3/2(Ω1×R+), provided certain compatibility conditions are satisfied at t1. Uniqueness
implies that the new solution coincides with the previous one for t > t1. Continuing the
above procedure, the desired regularity of the solution can be reached in a specified time,
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provided the initial data is sufficiently small. This yields the increased regularity of the
solution of problem (6.1)–(6.7).

Tani and Tanaka [TTan] also prove global existence for problem (6.1)–(6.7) in the
case σ > 0. Applying the approach from the papers of Solonnikov [Sol6, Sol8, Sol10] and
using Theorem 6.2 they prove the following theorem.

Theorem 6.6. Let the assumptions of Theorem 6.2 be satisfied with f = 0. Moreover ,
let E0 ≡ ‖v0‖W 1+α

2 (Ω) + σ‖F0‖W 5/2+α
2 (R2) ≤ ε with ε sufficiently small. Then the solution

of problem (6.1)–(6.7) exists for all t > 0 and satisfies

sup
t≥t1

(‖v‖W 2+α
2 (Ωt)

+ ‖vt‖Wα
2 (Ωt) + ‖p‖W 1+α

2 (Ωt)

+ σ‖F‖
W

5/2+α
2 (R2)) ≤ c0(t1)E0 for each t1 > 0.

Sketch of proof

Step 1. The first step is to derive the following estimate for the local solution guaranteed
by Theorem 6.2:

E(0, T ∗) ≡ ‖u‖
W

2+α,1+α/2
2 (ΩT∗ ) + ‖∇q‖

W
α,α/2
2 (ΩT∗ ) + ‖q‖

W
1/2+α,1/4+α/2
2 (ST∗ )(6.34)

≤ c1(‖v0‖W 1+α
2 (Ω) + σ‖F0‖W 5/2+α

2 (R2)) ≡ c1E0.

Moreover, T ∗ increases unboundedly as E0 tends to zero.

Step 2. Next, the following energy conservation law is derived:

(6.35)
d

dt

( �

Ωt

|v|2 dx+ 2σ
�

R2

(
√

1 + |∇x′F |2 − 1) dx′ + g
�

R2

|F |2 dx′
)

+ νE(v) = 0,

where ∇x′ = (∂/∂x1, ∂/∂x2), E(v) =
∑3

i,j=1

�
Ωt

(
∂vi
∂xj

+ ∂vj
∂xi

)2
dx.

From (6.35) follows the equality

(6.36)
�

Ωt

|v|2 dx+ 2σ
�

R2

(
√

1 + |∇x′F |2 − 1) dx′ + g
�

R2

|F |2 dx′ + ν

t�

0

E(v) dt′

=
�

Ω

|v0|2 dξ + 2σ
�

R2

(
√

1 + |∇x′F0|2 − 1) dx′ + g
�

R2

|F0|2 dx′.

Step 3. The next step is to obtain estimates for a solution of the equation

(6.37) σ∇x′ ·
( ∇x′F√

1 + |∇x′F |2

)
− gF = Φ(x′) on R2.

Lemma 1. Let σ > 0 and F (·, t) ∈ W
5/2+α
2 (R2) be a solution of (6.37) satisfying the

condition

‖F‖
W

3/2+α
2 (R2) ≤ δ

with a sufficiently small δ.

(i) If Φ ∈Wα−1/2
2 (R2), then

(6.38) ‖F‖
W

3/2+α
2 (R2) ≤ c2‖Φ‖Wα−1/2

2 (R2) + c3‖F‖L2(R2).
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(ii) If Φ ∈Wα+1/2
2 (R2), then

(6.39) ‖F‖
W

5/2+α
2 (R2) ≤ c4‖Φ‖Wα+1/2

2 (R2) + c5‖F‖L2(R2).

The constants c3, c5 may depend on ‖F‖
W

3/2+α
2 (R2).

The above lemma can be proved in the same way as Theorem 4 from [Sol6].

Step 4. The following lemma can be proved.

Lemma 2. Let u ∈W 2+α,1+α/2
2 (ΩT ), ∇q ∈Wα,α/2

2 (ΩT ), q|ST ∈W 1/2+α,1/4+α/2
2 (ST ) be

the solution of problem (6.8)–(6.12) satisfying

c6(T )‖u‖
W

2+α,1+α/2
2 (ΩT ) ≤ δ1

with sufficiently small δ1, where c6(T ) is a given increasing function of T such that
c6(0) = 0.

(i) If σ > 0, then

U(λ) ≡ ‖u‖
W

2+α,1+α/2
2 (Q(λ)) + ‖∇q‖

W
α,α/2
2 (Q(λ)) + ‖q‖

W
1/2+α,1/4+α/2
2 (G(λ))

≤ c7(‖u‖L2(Q(0)) + ‖F‖L2(R2×(t0,T ))),

where λ ∈ (0, 1), t0 +λ < T ; Q(λ) and G(λ) are defined in Section 4 after formula (4.49).
Moreover , for t1 > t0,

(6.40) sup
t1<t<T

(‖u‖W 2+α
2 (Ω) + ‖q‖W 1+α

2 (Ω)) ≤ c8(‖u‖L2(Q(0)) + ‖F‖L2(R2×(t0,T ))).

(ii) If σ = 0, then

U(λ) ≤ c9(T )(‖F0‖W 1/2+α
2 (R2) + ‖u‖L2(Q(0)))

and

sup
t1<t<T

(‖u‖W 2+α
2 (Ω) + ‖q‖W 1+α

2 (Ω)) ≤ c10(T )(‖F0‖W 1/2+α
2 (R2) + ‖u‖L2(Q(0))).

Step 5. As in papers [Sol6, Sol8, Sol10] estimates (6.34), (6.36), (6.38)–(6.40), Theorem
6.2 and the procedure of extending the solution applied infinitely many times yield the
assertion of the theorem.

The paper of Sylvester [Syl] is also devoted to global solvability of problem (6.1)–(6.7).
Applying the approach of Beale she proves a global existence theorem for the case σ = 0.

Finally, the global existence and stability theorem for the two-dimensional motion of
a fluid flowing down an inclined plane is proved in [NTerW].

6.2. The motion of a compressible fluid. The only papers concerning such motion
are [TanT] and [JinPad]. Let Ωt denote the same unknown domain as in Section 6.1.
The free boundary problem considered in [TanT] is to find Ωt, a velocity vector field v,
a density % and a temperature θ satisfying the following system of equations with the
boundary and initial conditions:

%[vt + (v · ∇)v]− divT(v, p) = −%ge3, x ∈ Ωt, t ∈ (0, T ),(6.41)

%t + div(%v) = 0, x ∈ Ωt, t ∈ (0, T ),(6.42)
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%cv(θt + v · ∇θ) + θpθ div v(6.43)

−∇ · (κ∇θ)− µ

2

3∑

i,j=1

(vixj + vjxi)
2

− (ν − µ)(div v)2 = 0, x ∈ Ωt, t ∈ (0, T ),

Tn− σHn = −p0n, x ∈ SF (t), t ∈ (0, T ),(6.44)

v · n =
∂F/∂t√

1 + |∇′F |2
, x ∈ SF (t), t ∈ (0, T ),(6.45)

κ∇θ · n = κa(θa − θ), x ∈ SF (t), t ∈ (0, T ),(6.46)

v = 0, θ = θb, x ∈ SB , t ∈ (0, T ),(6.47)

(ν, θ, %)|t=0 = (v0(x), θ0(x), %0(x)), x ∈ Ω,(6.48)

F |t=0 = F0(x′), x′ ∈ R2,(6.49)

where T is the stress tensor given by (5.7); p = p(%, θ) is the pressure satisfying p% > 0,
pθ > 0; µ = µ(%, θ) and ν = ν(%, θ) are the viscosity coefficients satisfying ν ≥ 1

3µ;
cv = cv(%, θ) is the specific heat at constant volume; κ = κ(%, θ) is the coefficient of heat
conductivity; κa > 0 is the constant coefficient of outer heat conductivity and θa, θb are
positive functions.

Tanaka and Tani [TanT] formulate two theorems concerning problem (6.41)–(6.49),
but they do not prove them. They look for a solution near the equilibrium state (v, θ, %, F )
= (0, θe, %e, 0), where θe is a positive constant and %e = %e(x3) is determined by

� %e(x3)

%e(0)
p%(η,θe)

η dη + gx3 = 0, p(%e(0), θe) = p0.
The first result is a local solvability theorem. Tanaka and Tani claim that under the

assumptions that α ∈ (1/2, 1), b ∈ W 5/2+α
2 (R2); v0, θ0 − θe, %0 − %e ∈ W 2+α

2 (Ω); F0 ∈
W

7/2+α
2 (R2); θa − θe ∈W 4+α,2+α/2

2 (R3 × (0, T )), θb − θe ∈W 5/2+α,5/4+α/2
2 (STB), %0 > 0,

θ0 > 0, θa > 0 and under suitable compatibility conditions, there exists T ∗ > 0 such that
there exists a unique solution u, ϑ−θe ∈W 3+α,3/2+α/2

2 (ΩT
∗
), η−%e ∈W 2+α,1+α/2

2 (ΩT
∗
)

(where u, ϑ, η denote v, θ, % respectively, written in Lagrangian coordinates) and

‖(u, ϑ− θe)‖W 3+α,3/2+α/2
2 (ΩT∗ ) + ‖η − %e‖W 2+α,1+α/2

2 (ΩT∗ )

≤ c1(‖(v0, θ0 − θe, %0 − %e)‖W 2+α
2 (Ω) + ‖F0‖W 7/2+α

2 (R2)

+ ‖θa − θe‖W 4+α,2+α/2
2 (R3×(0,T )) + ‖θb − θe‖W 5/2+α,5/4+α/2

2 (STB)) ≡ c1E0,T∗ .

Moreover, T ∗ → ∞ as E0,T∗ → 0. Next, they assert that for E0 ≡ E0,∞ ≤ ε with ε

sufficiently small, problem (6.41)–(6.49) has a unique solution (v, θ, %, F ) for all t > 0
satisfying

sup
t≥t1

(‖(v, θ−θe)‖W 3+α
2 (Ωt)

+‖%−%e‖W 2+α
2 (Ωt)

+‖F‖
W

7/2+α
2 (R2)) ≤ c2E0 for every t1 > 0.

The paper [JinPad] of Jin and Padula is devoted to the periodic motion of a compressible
isothermal viscous gas in a domain Ωt = {(x′, x3) : x′ ∈ T2, 0 < x3 < F (x′, t)}.
They consider system (6.41)–(6.42) with boundary conditions (6.44)–(6.45) on the free
boundary SF (t) = {(x′, x3) : x′ ∈ T2, x3 = F (x′, t)}, with the following condition on SB :
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(6.50) v = 0, x ∈ SB = {(x′, x3) : x′ ∈ T2, x3 = 0},
and with the initial conditions

F |t=0 = F0(x′), x′ ∈ T2,(6.51)

(v, %)|t=0 = (v0(x), %0(x)), x ∈ Ω ≡ Ω0.(6.52)

It is assumed that p = a%, where a > 0 is a constant.
The equilibrium state is here defined by

ve = 0, %e = %∗e
−(g/a)x3 , Fe =

a

g
ln
(

1 +
Mg

p0|T2|

)

with
�
T2×(0,Fe)

%e dx = M , where M =
�
Ω
%0 dx is the mass of the fluid which is conserved

in view of (6.42) and %∗ = p0
a

(
1 + Mg

p0|T2|
)
.

Let %σ = %− %e, Fσ = F − Fe and

XT = {(v, %σ, Fσ) : v ∈ L∞(0, T ;W 2
2 (Ωt)) ∩ L2(0, T ;W 3

2 (Ωt)),

%σ ∈ L∞(0, T ;W 2
2 (Ωt)) ∩ L2(0, T ;W 2

2 (Ωt)),

Fσ ∈ L∞(0, T ;W 3
2 (T2)) ∩ L2(0, T ;W 3

2 (T2)),

N (t) ≤ 1, |Fσ| < Fe/4, |%σ| < 1
4%e(

5
4Fe), 0 < t < T},

where N (t) ≡ ‖%σ‖2W 2
2 (Ωt)

+ ‖v‖2
W 2

2 (Ωt)
+ ‖Fσ‖2W 3

2 (T2). The main result of [JinPad] is the
following global existence theorem.

Theorem 6.7. Let S = ∂Ω be the graph of the function Fe + F0(x′), x′ ∈ T2. Let
(v0, %0, F0) ∈ W 2

2 (Ω) ×W 2
2 (Ω) ×W 3

2 (T2) and let the following compatibility conditions
be satisfied :

v0 = 0 on x3 = 0,

T(v0, a%0)n0 = (σH(0)− p0)n0 on x3 = F0(x′),

�

T2

F0(x′)�

0

%0(x) dx3 dx
′ = M.

Moreover , assume that

(6.53) ‖v0‖W 2
2 (Ω) + ‖%0 − %e‖W 2

2 (Ω) + ‖F0 − Fe‖W 3
2 (T2) ≤ ε

with ε > 0 sufficiently small. Then problem (6.41)–(6.42), (6.44)–(6.45), (6.50)–(6.52) has
a unique solution (v, %σ, Fσ) ∈ XT for all T <∞, satisfying the inequalities

‖%σ‖2W 2
2 (Ωt)

+ ‖v‖2W 2
2 (Ωt)

+ ‖Fσ‖2W 3
2 (T2)

≤ c(‖%0 − %e‖2W 2
2 (Ω) + ‖v0‖2W 2

2 (Ω) + ‖F0 − Fe‖2W 3
2 (T2))e

−bt for t ∈ (0,∞)

and
t�

0

(‖%σ‖2W 2
2 (Ωt′ )

+ ‖v‖2W 3
2 (Ωt′ )

+ ‖Fσ‖2W 3
2 (T2)) dt

′

≤ c(‖%0 − %e‖2W 2
2 (Ω) + ‖v0‖2W 2

2 (Ω) + ‖F0 − Fe‖2W 3
2 (T2)) for t ∈ (0,∞),

with some positive constants b and c independent of t.
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The method of proof of Theorem 6.7 is similar to the methods applied for free bound-
ary problems discussed in Section 5 and relies on deriving an appropriate differential
inequality which allows extending the local solution for t ∈ R+. Thus, to obtain global
existence for problem (6.41)–(6.42), (6.44)–(6.45), (6.50)–(6.52) Jin and Padula assume
that the solution exists locally in XT for some T > 0. Then they prove the inequal-
ity

(6.54)
d

dt
ϕ+ Φ ≤ c1

√
ϕΦ for t ≤ T ,

where

ϕ(t) = ‖%σ‖2W 2
2 (Ωt)

+ ‖v‖2W 2
2 (Ωt)

+ ‖F‖2W 3
2 (T2) + ‖%σt‖2L2(Ωt) + ‖vt‖2L2(Ωt) + ‖Ft‖2W 1

2 (T2),

Φ(t) = ‖%σ‖2W 2
2 (Ωt)

+ ‖v‖2W 3
2 (Ωt)

+ ‖vt‖2W 1
2 (Ωt)

+ ‖F‖2W 3
2 (T2);

ϕ and Φ are certain functions equivalent to ϕ and Φ respectively, i.e.

c2ϕ ≤ ϕ ≤ c3ϕ,(6.55)

c4Φ ≤ Φ ≤ c5Φ(6.56)

for some positive constants ci (i = 1, . . . , 4) which are independent of t.
Since Φ ≥ c6ϕ, the differential inequality (6.54) together with (6.55)–(6.56) and the

assumption (6.53) yield the assertion of Theorem 6.7.
A global existence and asymptotic result for the linearization of the barotropic prob-

lem without surface tension about an equilibrium solution, i.e. problem (6.41)–(6.42),
(6.44)–(6.45) with σ = 0, (6.50)–(6.52) can be found in [St].

7. Final discussion

7.1. Differences in approach to drop problems and surface waves problems. In
the previous sections we have described two different free boundary problems with respect
to the geometry of the domain Ωt, i.e. drop problems and surface waves problems. In a
drop problem, Ωt is a bounded domain of Rn (n = 2, 3) with boundary St, all of which is
free. On the other hand, a surface waves problem is considered in an unbounded domain
Ωt ⊂ Rn, the boundary of which consists of two parts: S1, the fixed part of the boundary
St, and S2t, the free part of St depending on time t.

This difference in the geometry of Ωt as well as in the nature of its boundary St causes
some differences in the approach to the above mentioned problems. This is apparent
already in the first papers concerning the free boundary problems discussed, i.e. in Beale’s
paper [B2], the first one devoted to the global existence result for surface waves problem
(6.1)–(6.7), and in Solonnikov’s paper [Sol6], the first to bring a global existence theorem
for a drop problem.

Usually, the general approach to such free boundary problems is to transform a given
problem to a problem in a fixed domain. There are two possible such transformations.
One of them bases on introducing Lagrangian coordinates (4.10) and this way trans-
forming the problem to the initial domain. In the other, one transforms the problem
to an equilibrium domain. In [B2] Beale used the second method and as a consequence
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examined the surface waves problem (6.1)–(6.7) with σ > 0 in the equilibrium domain
Ω1 = {x : x′ ∈ R2, −b(x′) < x3 < 0}. He applied transformation (6.25) which is inti-
mately connected with the surface waves problems, i.e. with the special geometry of the
domain Ωt and with the fact that one part of the boundary St is fixed. In the case of
drop problems, starting from paper [Sol6], the transformation connecting Eulerian and
Lagrangian coordinates is usually used. Following [Sol6], most of the existence results for
drop problems both in the incompressible and compressible cases were obtained by using
at least partly Lagrangian coordinates.

Solonnikov and Tani [SolT3] applied transformation (5.62) which transformed the
drop problem (5.1)–(5.5) to a problem in the equilibrium domain BRe = {y : |y| < Re}.
However, it should be underlined that this transformation was used to obtain only one
estimate useful in the proof of global existence, i.e. the estimate from Step 4 of the proof
of Theorem 5.5. The other parts of the proof of Theorem 5.5 are based on using either
Eulerian or Lagrangian coordinates.

On the other hand, it turned out that surface waves problems are more “universal” to
treat because they can be considered equally easily in the equilibrium domain Ω1 and in
the initial domain Ω0 ≡ Ω. In fact, Tanaka and Tani [TTan] proved a global existence for
problem (6.1)–(6.7) with σ > 0 (i.e. the problem studied by Beale) by using the approach
from [Sol6].

What is the difference between these two approaches to problem (6.1)–(6.7)? The
most characteristic feature of Beale’s method is that thanks to transforming the problem
to the domain Ω1 it is possible to obtain immediately global existence and uniqueness
for the surface waves problem. It is only necessary to assume that the initial data are
sufficiently close to an equilibrium state and to use the Banach fixed point theorem. In
contrast to Beale’s approach, Solonnikov’s method applied to the same surface waves
problem (see [TTan]) relies on rewriting the problem in Lagrangian coordinates ξ ∈ Ω
and proving first local existence and uniqueness by means of the Banach fixed point
theorem. This yields the existence of a solution in the interval [0, T ]. Then one passes to
new Lagrangian coordinates ξ ∈ ΩT , i.e. one transforms the problem to the domain ΩT .
For such a problem the local existence of a solution is proved in the interval [T, 2T ]. This
way, the local solution is extended step by step to a global one. Obviously, this process of
prolongation is possible under the assumption that the initial data are sufficiently close
to an equilibrium state.

Finally, a very special surface waves problem is worth mentioning: the problem con-
sidered in the domain Ωt = {(x′, x3) : x′ ∈ T2, 0 < x3 < F (x′, t)}. Thanks to such a
choice of the fixed part SB of the boundary St this problem can be examined in Eulerian
coordinates without transforming Ωt to a fixed domain (see [JinPad]).

7.2. Differences in approach to incompressible and compressible problems. In
this subsection we want to compare the methods applied to examine solvability of in-
compressible problems with those used in the compressible case. We will concentrate
on the case of a fixed mass of a fluid bounded by a free surface, i.e. on a drop prob-
lem.
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The differences are already apparent in the proofs of local existence and they are
associated with the dissimilarity of continuity equations in the two cases. The gen-
eral method of proving local existence and uniqueness seems to be the same in both
cases. Namely, we consider several auxiliary linear problems for which we obtain ex-
istence and uniqueness. Then in order to obtain local existence for a nonlinear prob-
lem we usually use the method of successive approximations together with solvability
of an appropriate linear problem. However, in the incompressible case, in contrast to
the compressible one, the continuity equation is taken into account from the very be-
ginning, i.e. one has to consider first the Stokes problem (4.15)–(4.18) for which The-
orem 4.1 holds or problem (4.15)–(4.16), (4.18), (4.23)–(4.24) in the case of σ > 0.
If σ = 0 then Theorem 4.1 is directly used to get local existence and uniqueness for
problem (4.11)–(4.14) (and so (4.1)–(4.5)). In the case of σ > 0, the solvability result
for problem (4.15)–(4.16), (4.18), (4.23)–(4.24) is first applied to prove a local in time
existence and uniqueness for the linear problem (4.26)–(4.30) (see Theorem 4.4). Then
Theorem 4.4 is used to show local existence and uniqueness of a solution to problem
(4.1)–(4.5).

On the other hand, in the case of a compressible fluid, the continuity equation is at
first excluded from the considerations. Thus, to prove local existence, one has to consider
several auxiliary linear parabolic problems. The hyperbolic continuity equation (5.10) is
taken into account only when applying the procedure of successive approximations (see
for example Theorem 5.1).

In particular, for the most general compressible problem, i.e. problem (5.63)–(5.69)
with µ, ν, κ depending on % and θ we consider separately two kinds of auxiliary linear
parabolic problems. One of them is connected with the equation of motion (5.63) and the
other one with equation (5.65). After considering some initial auxiliary linear problems
we finally study the following parabolic problems (see [Z2]):

ηut − divw Dw(u) = F in ΩT ,(7.1)

µ(η, γ)Π0ΠwSw(u)nw = Π0G1 in ST ,(7.2)

n0 · Sw(u)nw − σn0 ·∆w(t)
t�

0

u dt′ = G2 on ST ,(7.3)

u|t=0 = v0 in Ω,(7.4)

where w and η are given functions, Dw(u) = 2µ(η, γ)Sw(u) + (ν(η, γ)− µ(η, γ)) divw uI,
Sw(u) = 1

2{∂xiξk∂ξkuj+∂xj ξk∂ξkui}i,j=1,2,3, divw Dw(u) = {∂xj ξk∂ξkDwij(u)}i=1,2,3; Π0,

Πw, nw, ∇w, ∆w are defined in Subsection 4.1, G2 = G
(1)
2 + σ

� t
0
G

(2)
2 dt′ and

ηcv(η, γ)ϑt − divw(κ(η, γ)∇wϑ) = K in ΩT ,(7.5)

κ(η, γ)n0 · ∇wϑ = ϑ on ST ,(7.6)

ϑ|t=0 = θ0 in Ω,(7.7)

where w,γ and η are given functions.
In [Z2] the author proves the local existence and uniqueness of a solution of problem

(7.1)–(7.4) such that u ∈W 2+α,1+α/2
2 (ΩT ), α ∈ (3/4, 1) and u satisfies
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(7.8) ‖u‖(α+2,α/2+1)
ΩT

≤ φ1(T, |1/η|L∞(ΩT ), |η|L∞(ΩT ))

· (‖F‖(α,α/2)
ΩT

+ ‖G1‖W 1/2+α,1/4+α/2
2 (ST ) + ‖G(1)

2 ‖W 1/2+α,1/4+α/2
2 (ST )

+ ‖G(2)
2 ‖

(α−1/2,α/2−1/4)
ST

+ ‖v0‖W 1+α
2 (Ω)),

where φ1 is a positive continuous nondecreasing function of its arguments.
The above result is obtained under the assumptions that: η ∈ C([0, T ];W 1+α

2 (Ω)) ∩
W

1+α,1/2+α/2
2 (ΩT ), 1/η ∈ L∞(ΩT ), γ ∈W 2+α,1+α/2

2 (ΩT ), w ∈W 2+α,1+α/2
2 (ΩT ) (where

T is sufficiently small in dependence on norms of η, w, γ) and under some other assump-
tions.

A similar result is derived in [Z2] for problem (7.5)–(7.7). The local solution of (7.5)–
(7.7) satisfies

‖ϑ‖(α+2,α/2+1)
ΩT

≤ φ2(T, |1/ηcv(η, γ)|L∞(ΩT ), |ηcv(η, γ)|L∞(ΩT ))(7.9)

· (‖K‖(α,α/2)
ΩT

+ ‖ϑ‖
W

1/2+α,1/4+α/2
2 (ST ) + ‖θσ0‖W 1+α

2 (Ω)),

where φ2 is a positive continuous nondecreasing function of its arguments.
Independently of problems (7.1)–(7.4) and (7.5)–(7.7), the continuity equation (5.71)

is considered. From (5.71) it follows that

(7.10) η = %0 exp
(
−
t�

0

∇u · u dt′
)
.

A local existence and uniqueness theorem for nonlinear problem (5.63)–(5.69) is proved
by using the method of successive approximations together with estimates (7.8)–(7.9)
and together with an appropriate estimate for η given by (7.10).

Now, we want to discuss differences and similarities occurring in the proofs of global
existence theorems in the incompressible and compressible cases. Assume that σ > 0,
k = 0 and consider the main steps of the proof of Theorem 4.8 which yields global
existence and stability for the incompressible problem (4.1)–(4.5). As usual, the successive
steps of the proof rely on deriving some estimates for the local solution.

First, the conservation laws of energy (4.73) and momentum (4.72) are used to es-
timate the norms ‖v‖L2(Ωt) and ‖R − R0‖W 1

2 (S1) by the initial data. Here R0 ≡ Re =
(

3
4π |Ω|

)1/3
=
(

3
4π |Ωt|

)1/3
and R = R(ω, t) is the function describing the free bound-

ary (see (7.25)). The remaining three estimates are obtained for a solution of problem
(4.1)–(4.5) written in Lagrangian coordinates, i.e. for a solution of (4.11)–(4.14). All of
them are derived by using only estimate (4.25) which holds for a solution of the auxiliary
linear problem (4.26)–(4.30). To derive the first of these estimates, i.e. estimate (4.67),
one has to treat the nonlinear problem (4.11)–(4.14) as the linear problem (4.26)–(4.30)
with w = u. Then (4.25) yields inequality (4.67) which is the estimate of the norm
‖u‖

W
2+α,1+α/2
2 (ΩT ) (where T is the time of local existence) and of appropriate norms of q

by the norms of the initial data, i.e. by ‖v0‖W 1+α
2 (Ω) + ‖H(·, 0) + 2/R0‖W 1/2+α

2 (S). Under
the assumption that

‖v0‖W 1+α
2 (Ω) + ‖R̃−R0‖W 5/2+α

2 (S1) ≤ ε,
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where R̃ is defined by (7.24) and ε is sufficiently small, inequality (4.67) yields

(7.11) T 1/2‖u‖
W

2+α,1+α/2
2 (ΩT ) ≤ δ,

where δ is sufficiently small in dependence on ε.

The next step is to obtain an estimate of the norms of the local solution u and q,
determined by Theorem 4.5, by the L2-norms of u and R−R0. This is done by applying
again estimate (4.25) to the linear problem (4.76)–(4.80) which has the form of (4.26)–
(4.30) with w replaced by u and u replaced by uλ ≡ uζλ, where ζλ ∈ C∞(R), ζλ(t) = 1
for t ≥ t0 + λ, ζλ(t) = 0 for t ≤ t0 + λ/2. As a result, inequality (4.75) is derived.
In the process of deriving inequality (4.75) one has to estimate some nonlinear terms
with respect to ‖u‖

W
2+α,1+α/2)
2 (ΩT ). To do this inequality (7.11) is used and therefore the

right-hand side of (4.75) is only the sum of the L2-norms of u and R−R0, multiplied by
a constant which is a nondecreasing function of T .

The last estimate, i.e. inequality (4.86) showing the increase of regularity of the solu-
tion u and q−q0 after some time, is derived by applying estimate (4.25) to a linear problem
having the form of (4.26)–(4.30) with unknown functions u(s)(ξ, t) = uλ(ξ, t)−uλ(ξ, t−s),
q(s)(ξ, t) = qλ(ξ, t)−qλ(ξ, t−s) and with w = u. Thanks to inequality (4.86) and Theorem
7.1 one can estimate the norm ‖R−R0‖W 5/2+α

2 (S1) with α ∈ (1/2, 1) by the L2-norms of
u and R −R0, and this way control the free boundary of the fluid.

It is proved (see [Sol13]) that the time of local existence is sufficiently large if ε is
sufficiently small. Therefore choosing ε sufficiently small the local existence follows in the
interval (0, 1]. The solution can be extended to the interval [1, 2] by using the estimates
described above. Continuing this process the solution can be extended for all t > 0.

Together with global existence one obtains the stability of the equilibrium state. Thus,
the velocity of the fluid v remains small, the pressure remains close to 2σ/R0 and the
free boundary St remains close to the sphere of radius R0 for all t > 0.

Now, consider a general compressible problem (5.63)–(5.69) with σ > 0 and k = 0,
f = 0. To compare global solvability of this problem with the incompressible case we
will concentrate on the proof of Theorem 5.11 which is presented in Section 5. From that
proof we can see that to show global existence in this case, we need similar estimates as in
the incompressible case, although the global solvability results guaranteed by Theorems
4.8 and 5.11 are obtained in spaces of functions of different regularity. However, the way
of obtaining the above mentioned estimates for a compressible fluid is different due to
the different nature of the continuity equations in both cases.

As in the incompressible case, to obtain an estimate of the norm ‖v‖L2(Ωt) we use the
energy conservation law (5.100). However, to be able to use it we have to prove first that
under some assumptions on the data, the volume of the fluid |Ωt| does not change much
for t ≤ T (see Lemma 5.3).

In a way similar to but more complicated than in the incompressible case we obtain
an estimate of ‖R−Re‖W 1

2 (S1) (see Lemmas 5.7–5.9), where Re is given in Definition 5.4.

The next difference is in the necessity of obtaining not only an estimate of the L2-norm
of v but also estimates of %σ and θσ in L2(Ωt) (see Lemma 5.5).
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Next, following the argument presented by Solonnikov for the incompressible fluid we
would like to derive an estimate analogous to (4.67), i.e. an estimate of the W 4,2

2 -norms
of u and ϑσ together with an estimate of sup0≤t≤T ‖ησ‖W 3

2Ω) + sup0≤t≤T ‖ησt‖W 2
2 (Ω) +

‖ησt‖L2(0,T ;W 3
2 (Ω)) + ‖ησtt‖L2(0,T ;W 1

2 (Ω)) by the sum of the W 3
2 -norms of the initial func-

tions v0, %σ0 = %0 − %e, θσ0 = θ0 − θe, the W 1
2 -norms of ut(0), ϑσt(0), the norms

‖H(·, 0)+2/Re‖W 2+1/2
2 (S), ‖h‖W 2,1

2 (ΩT ), ‖ϑ‖W 3−1/2,3/2−1/4
2 (ST ) and

( � T
0
‖D2

ξ,tϑ‖L2(S)

t1/2
dt
)1/2

.
Such an estimate is easily obtained by using inequalities which hold for problems (7.1)–
(7.4) and (7.5)–(7.7) and which are analogous to (7.8)–(7.9), i.e. the inequalities (see
[ZZaj1])

(7.12) ‖u‖W 4,2
2 (ΩT ) ≤ φ3(T, |1/η|L∞(ΩT ), |η|L∞(ΩT ))

·
[
‖F‖W 2,1

2 (ΩT ) + ‖G1‖W 3−1/2,3/2−1/4
2 (ST ) + ‖G(1)

2 ‖W 3−1/2,3/2−1/4
2 (ST )

+
( T�

0

‖D2
ξ,tG1‖L2(S)

t1/2
dt

)1/2

+
( T�

0

‖D2
ξ,tG

(1)
2 ‖L2(S)

t1/2
dt

)1/2

+ ‖G(2)
2 ‖W 2−1/2,1−1/4

2 (ST ) + ‖v0‖W 3
2 (Ω) + ‖ut(0)‖W 1

2 (Ω)

]
,

and

(7.13) ‖ϑσ‖W 4,2
2 (ΩT ) ≤ φ4

(
T,

∣∣∣∣
1

ηcv(η, γ)

∣∣∣∣
L∞(ΩT )

, |ηcv(η, γ)|L∞(ΩT )

)

·
[
‖K‖W 2,1

2 (ΩT ) + ‖ϑ‖
W

3−1/2,3/2−1/4
2 (ST ) +

( T�

0

‖D2
ξ,tϑ‖L2(S)

t1/2
dt

)1/2

+ ‖θσ0‖W 3
2 (Ω) + ‖ϑσt(0)‖W 1

2 (Ω)

]

where φ3 and φ4 depend also on higher norms of η and ηcv(η, γ). Notice that problem
(5.70)–(5.75) with g = 0 and k = 0 implies the following problems:

ηut − divu D(u) = ∇upσ in ΩT ,(7.14)

µ(η, ϑ)Π0ΠuSu(u) = 0 on ST ,(7.15)

n0 · Du(u)nu − σn0 ·∆u(t)
t�

0

u dt′ = n0 · nupσ(7.16)

+ σn0 · (∆u(t)−∆u(0))ξ + σ(H(ξ, 0) + 2/Re) on ST ,

u|t=0 = v0 in Ω(7.17)

and

ηcv(η, ϑ)ϑσt −∇u · (κ(η, ϑ)∇uϑσ) = −ϑpϑ(η, ϑ)∇u · u(7.18)

+
µ

2

3∑

i,j=1

(ξxi · ∂ξuj + ξxj · ∂ξui)2 − (ν − µ)(∇u · u)2 + ηh in ΩT ,

κ(η, ϑ)n0 · ∇uϑσ = ϑ on ST ,(7.19)

ϑσ|t=0 = θσ0 in Ω.(7.20)



Free boundary problems for Navier–Stokes equations 117

Moreover,

ησt + η∇u · u = 0 in ΩT ,(7.21)

ησ|t=0 = %σ0 in Ω.(7.22)

From (7.21)–(7.22) it follows that

ησ = %σ0 −
t�

0

η divu u dt′ for t ≤ T .

Hence, for T sufficiently small we have

(7.23) sup
0≤t≤T

‖ησ‖W 3
2 (Ω) + sup

0≤t≤T
‖ησt‖W 2

2 (Ω) + ‖ησt‖L2(0,T ;W 3
2 (Ω)) + ‖ησtt‖L2(0,T ;W 1

2 (Ω))

≤ φ5(T, |η|L∞(ΩT ))(‖%σ0‖W 3
2 (Ω) + ‖v0‖W 3

2 (Ω) + ‖u‖W 4,2
2 (ΩT )),

where φ5 is an increasing function of its arguments.
Now, treating problem (7.14)–(7.17) as the linear problem (7.1)–(7.4) with w = u,

and problem (7.18) -(7.20) as problem (7.5)–(7.7) with w = u, γ = ϑ we obtain by using
estimates (7.12)–(7.13) and (7.23) the expected estimate, i.e. (5.112). The norms of η,
1/η, ηcv(η, ϑ), 1/ηcv(η, ϑ) occurring as the arguments of the functions φi (i = 3, 4, 5) are
estimated by constants depending on the initial data (see [ZZaj1]).

In a similar way to the incompressible case we can estimate the highest norm of
R − Re, i.e., ‖R − Re‖W 4+1/2

2 (S1). To do this we use Theorem 7.1, estimate (5.139) from
Lemma 5.10 and Lemma 5.8.

Inequality (5.139) is obtained by applying estimates (7.12) and (7.13) to the linear
parabolic problems having the forms of (7.14)–(7.17) and (7.18)–(7.20), i.e. to the prob-
lems with w = u and with the unknown functions u(s)(ξ, t) = uλ(ξ, t)− uλ(ξ, t− s) and
ϑ

(s)
σ (ξ, t) = ϑσλ(ξ, t) − ϑσλ(ξ, t − s), respectively. As a result of inequality (5.139) we

obtain the estimates of supt1<t<T ‖u‖W 4
2 (Ω) and supt1≤t≤T ‖ϑσ‖W 4

2 (Ω) (where t1 > 0) by
the sum of the norms: ‖u‖W 4,2

2 (ΩT ), ‖ϑσ‖W 4,2
2 (ΩT ), ‖r‖C3

B(R3×R+) and ‖θ‖C4
B(R3×R+). The

estimate of sup0≤t≤T ‖ησ‖W 3
2 (Ω), which is also necessary, is obtained from (7.23).

As in the incompressible case, estimates implied by the conservation laws and inequal-
ities (5.112) and (5.139) do not suffice to prove global existence. We also need an estimate
analogous to (4.75). Here appears the most striking difference between the incompressible
and compressible cases. Namely, in contrast to the incompressible problem we are not
able to derive the expected estimate by using the linear parabolic problems (7.1)–(7.4)
and (7.5)–(7.7) and the hyperbolic problem

ηt + η∇w · u = 0 in ΩT ,

ηt|t=0 = %0 in Ω,

taking as the unknown functions uλ = uζλ, ϑλ = ϑζλ, ηλ = ηζλ, and w = u.
The impossibility of repeating the argument of Solonnikov [Sol6] follows from the

nature of the continuity equation in this case and makes the compressible problem much
more complicated. The missing estimate in this case is the differential inequality (5.145).
It is derived in [ZZaj7] for the nonlinear problem (5.63)–(5.69) with f = 0, k = 0
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rewritten as a problem with the unknown functions v, %σ, θσ. Obtaining inequality (5.145)
is connected with very long and arduous calculations.

Another difference is connected with the process of extending solutions to global
ones. This is more complicated in the general compressible case. Since the method of
extending the solution for the heat-conducting compressible problem with surface tension
is presented in detail in Section 5 (see the proof of Theorem 5.11) we only underline that
the main difficulty in extending the solution is associated with the function ψ(t) given by
(5.156) and occurring in (5.155). Some terms of this function are expressed in Eulerian
coordinates, while others in Lagrangian coordinates ξ ∈ Ω. Knowing that ψ(0) ≤ α0 we
have to prove that ψ(T ) ≤ α0. Moreover, since passing from the interval [0, T ] to [T, 2T ]
implies also passing from estimates in Ω for the functions u, ϑσ, ησ to estimates in ΩT
for v, θσ, %σ written in Lagrangian coordinates ξ ∈ ΩT , the function ψ(t) is replaced
in [T, 2T ] by a function ψT (t) which has the same form as ψ(t) but its appropriate
terms are expressed in Lagrangian coordinates ξ ∈ ΩT . Therefore, we have to show that
ψT (T ) ≤ α0, which is the main difficulty in the proof of global existence.

In contrast to the situation of a compressible fluid, in the incompressible case a func-
tion similar to ψ(t) does not appear in estimate (4.75) and this makes the process of
extending the local solution much easier.

It should be noticed that similar differences between the incompressible and compress-
ible cases to those described above exist for drop problems without surface tension (see
[Sol8], [ZZaj10], [Zaj3], [ZZaj14–15]) and for surface waves problems (see [B2], [TTan],
[JinPad]).

We have presented the main similarities and differences in the approach to incompress-
ible and compressible problems which are apparent in the existing papers connecting with
these problems. However, we wish to underline that the methods used to obtain global
existence and stability results for the general compressible free boundary problem are
universal enough to be applied likewise to incompressible problems.

7.3. Significance of surface tension in free boundary problems. In this subsection
we describe the role of surface tension in controlling the free boundary of a fluid.

Consider the free boundary problems (4.1)–(4.5), (5.1)–(5.5) and (5.63)–(5.69) with
k = 0 and σ > 0. As usual in the problems with σ > 0 we assume:

(7.24) Ω is close to a ball and S is described by the equation |ξ| = R̃(ω), ω ∈ S1,

where S1 is the unit sphere (see Theorems 4.8, 5.3, 5.4, 5.11–5.14).
Then from the relation (4.10) connecting Lagrangian and Eulerian coordinates it

follows that Ωt is also close to a ball and St (t ≤ T ) is described by

(7.25) |x| = R(ω, t), ω ∈ S1,

where R(ω, 0) = R̃(ω) and T is the time of local existence.
The boundary conditions (4.3), (5.3) or (5.66) can be written in the form

(7.26) H +
2
Re

=
1
σ
n · T(v, pσ)n on St,
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where in the incompressible case Re = R0 =
(

3
4π |Ω|

)1/3
, while in the compressible case

Re is given in the definition of an equilibrium solution (see Definitions 5.2, 5.4).

Using (7.25) condition (7.26) takes the form

(7.27) H[R] + 2/Re = h(ω),

where H[R] is the double mean curvature of St expressed in spherical coordinates, i.e.

(7.28) H[R]=
1

R sinϕ2

(
∂

∂ϕ1

Rϕ1

sinϕ2
√
R2+|∇R|2

+
∂

∂ϕ2

sinϕ2Rϕ2√
R2+|∇R|2

)
− 2√

R2 + |∇R|2
.

We see that the presence of surface tension on the free boundary St implies that the
boundary condition on St takes the form of the elliptic equation (7.27). Therefore, to
control the free boundary in this case (and as a consequence to extend the solution for
all t) we use the regularity properties of this elliptic equation. More precisely, we use the
following theorem.

Theorem 7.1. Let R ∈W 3/2+l
2 (S1), l ∈ (1/2, 1) be a solution of equation (7.27) satisfy-

ing

sup
S1
|R(ω, t)−Re|+ sup

S1
|∇R(ω, t)| ≤ δ̂Re

with sufficiently small δ̂. If h ∈W s
2 (S1), s ∈ [0, 1], then

(7.29) ‖R −Re‖W 2+s
2 (S1) ≤ c1‖h‖W s

2 (S1) + c2‖R −Re‖L2(S1),

where c1, c2 are constants and c2 can depend on ‖R‖
W
l+3/2
2 (S1). Moreover , if R∈W 2+s

2 (S1)

and h ∈W 1+s
2 (S1), s ∈ (0,∞), then

(7.30) ‖R −Re‖W 3+s
2 (S1) ≤ c3‖h‖W 1+s

2 (S1) + c4‖R −Re‖L2(S1),

where c3, c4 are constants and c4 can depend on ‖R‖W 2+s
2 (S1).

Inequalities (7.29)–(7.30) are proved in [Sol6] for s ∈ (0, 1).

Proof of Theorem 7.1. Cover S1 by a finite number of domains S ′ having sufficiently
small diameters. Take a function ζ = ζ(ϕ) such that ζ = 1 on S ′, ζ = 0 on S1 \ S′′,
S′ ⊂ S′′ and 0 ≤ ζ ≤ 1. Next, set R∗ = R−Re, R̃∗ = ζR∗ and choose ϕ0 ∈ S1. Then, by
applying the formula

1
Re
− 1√

R2 + |∇R|2
=

(R−Re)(R+Re) + |∇R|2
Re
√
R2 + |∇R|2(Re +

√
R2 + |∇R|2)

≡ A,

equation (7.27) takes the form of the following elliptic equation:

2∑

γ,δ=1

Aγδ(ϕ0)
∂2R̃∗
∂ϕγ∂ϕδ

+
2∑

γ=1

Aγ(ϕ0)
∂R̃∗
∂ϕγ

= F,
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where

F ≡
2∑

γ,δ=1

(Aγδ(ϕ0)−Aγδ(ϕ))
∂2R̃∗
∂ϕγ∂ϕδ

+ 2
2∑

γδ=1

Aγδ(ϕ)
∂ζ

∂ϕγ

∂R∗
∂ϕδ

+R∗

2∑

γ,δ=1

Aγδ(ϕ)
∂2ζ

∂ϕγ∂ϕδ
+

2∑

γ=1

(Aγ(ϕ0)−Aγ(ϕ))
∂R̃∗
∂ϕγ

+R∗

2∑

γ=1

Aγ(ϕ)
∂ζ

∂ϕγ
− 2Aζ + hζ.

Spherical coordinates has been chosen so that sinϕ1 ≥ c0 > 0. Therefore Aγδ, Aγ , A ∈
W

1/2+l
2 (S1), and these coefficients do not depend on Rϕϕ, ϕ = (ϕ1, ϕ2).

Let us extend these coefficients to R2 (−∞ < ϕ1, ϕ2 < ∞) in the same class of
functions and so that

sup
ϕ∈R2

|Aγδ(ϕ)−Aγδ(ϕ0)| ≤ c sup
ϕ∈S′′

|Aγδ(ϕ)−Aγδ(ϕ0)|.

The regularity theory of linear elliptic equations yields the estimate

‖R̃∗‖W 2+s
2 (S′′) ≤ c(‖F‖W s

2 (S′′) + ‖R̃∗‖L2(S′′)) for s ∈ [0,∞).

In order to obtain (7.29) and (7.30) it suffices to estimate the terms of F .

Let first s = 0. First, consider the term F1 =
∑2
γ,δ=1(Aγδ(ϕ0)− Aγδ(ϕ)) ∂2R̃∗

∂ϕγ∂ϕδ
. We

have

‖F1‖L2(S′′) ≤
2∑

γ,δ=1

sup
ϕ∈S′′

|Aγδ(ϕ)−Aγδ(ϕ0)|
∥∥∥∥
∂2R̃∗
∂ϕγ∂ϕδ

∥∥∥∥
L2(S′′)

≤ cλβ
2∑

γ,δ=1

‖Aγδ‖W l+1/2
2 (S1)‖R̃∗‖W 2

2 (S′′),

where 0 < β ≤ l − 1/2 and λ = diamS ′′ is sufficiently small.
Now consider F2 = 2

∑2
γ,δ=1 Aγδ(ϕ) ∂ζ

∂ϕγ
∂R∗
∂ϕδ

. We obtain

‖F2‖L2(S′′) ≤ c
2∑

γ,δ=1

‖Aγδ(ϕ)‖
W

1/2+l
2 (S1)

∥∥∥∥
∂R∗
∂ϕγ

∥∥∥∥
L4(S′′)

≤ c
2∑

γ,δ=1

‖Aγδ(ϕ)‖
W

1/2+l
2 (S1)(ε‖R∗‖W 2

2 (S′′) + c(ε)‖R∗‖L2(S′′)),

where we have used the interpolation inequality from Lemma 2.1.
The other terms of F are estimated in the same way. Therefore, assuming that λ is

sufficiently small we get

(7.31) ‖R∗‖W 2
2 (S′) ≤ c1‖h‖L2(S′′) + c2(‖R∗‖L2(S′′) + ε‖R∗‖W 2

2 (S′′)).

Summing estimates (7.31) over all S ′ and assuming that ε is sufficiently small we obtain
(7.29).
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Now, let s = 1. Then we have to estimate ‖F‖W 1
2 (S′′). We have

‖F1‖W 1
2 (S′′) ≤ c

[
‖F1‖L2(S′′) +

2∑

γ,δ=1

sup
ϕ∈S′′

|Aγδ(ϕ)−Aγδ(ϕ0)|
( 2∑

α=1

‖ ∂3R̃∗
∂ϕγ∂ϕδ∂ϕα

‖L2(S′′)

)

+
2∑

α,γ,δ=1

∥∥∥∥
∂Aγδ
∂ϕα

∥∥∥∥
Lp1 (S′′)

∥∥∥∥
∂2R̃∗
∂ϕγ∂ϕδ

∥∥∥∥
Lp2 (S′′)

]

≤ c(λβ + ε)
2∑

γ,δ=1

‖Aγδ‖W 1/2+l
2 (S′′)‖R̃∗‖W 3

2 (S′′) + c(ε)‖R̃∗‖L2(S′′),

where the last inequality holds for some p1 and p2.
The other terms of F are estimated similarly. Therefore inequality (7.29) holds for

s = 1.
Estimate (7.29) for s ∈ (0, 1) is proved in [Sol6]. For example, the norm ‖F1‖W s

2 (R2)

is estimated in [Sol6] as follows:

‖F1‖W s
2 (R2) = ‖F1‖L2(R2) +

( �

R2

‖∆(ψ)F1‖2L2(R2)
dψ

|ψ|2+2s

)1/2

≤ cλβ
2∑

γ,δ=1

‖Aγδ‖W l+1/2
2 (R2)

[
‖R̃∗‖W 2

2 (R2) +
( �

R2

∥∥∥∥∆(ψ)
∂2R̃∗
∂ϕγ∂ϕδ

∥∥∥∥
2

L2(R2)

dψ

|ψ|2+2s

)1/2]

+ c

2∑

γ,δ=1

∥∥∥∥
∂2R̃∗
∂ϕγ∂ϕδ

∥∥∥∥
L2p1 (R2)

( �

R2

‖∆(ψ)Aγδ‖2/p2

L2(R2)‖∆(ψ)Aγδ‖2/p1

W 1
2 (R2)

dψ

|ψ|2+2s

)1/2

,

where ∆(ψ)f = f(ϕ+ ψ)− f(ϕ), p2 > 1/s, 1/p1 = 1− 1/p2. Using the fact that
∥∥∥∥
∂2R̃∗
∂ϕ1∂ϕ2

∥∥∥∥
L2p1 (R2)

≤ c
∥∥∥∥
∂2R̃∗
∂ϕ1∂ϕ2

∥∥∥∥
W s′

2 (R2)
, s′ = s− 1/p2,

and
( �

R2

‖∆(ψ)Aγδ‖2/p2

L2(R2)‖∆(ψ)Aγδ‖2/p1

W 1
2 (R2)

dψ

|ψ|2+2s

)1/2

≤
( �

R2

‖∆(ψ)Aγδ‖2L2(R2)
dψ

|ψ|2+2r

)1/p2
( �

R2

‖∆(ψ)Aγδ‖2W 1
2 (R2)

dψ

|ψ|1+2l

)1/p1

≤ c‖Aγδ‖W l+1/2
2 (R2), r ∈ (0, 1), r/p2 + (l − 1/2)/p1 = s,

we get

‖F1‖W s
2 (R2) ≤ c(λβ + ε)

2∑

γ,δ=1

‖Aγδ‖W l+1/2
2 (R2)‖R̃∗‖W 2+s

2 (R2) + c(ε)
2∑

γ,δ=1

‖R̃∗‖L2(R2)

for sufficiently small λ and ε.
The other terms of F can be estimated similarly. This way inequality (7.29) is proved.

Inequality (7.30) can be derived by using similar calculations.
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Theorem 7.1 is essential to all proofs of global existence and stability for problems in
which Ωt is a domain occupied by a fixed mass of fluid bounded by a free boundary with
surface tension. If we assume that S ∈ W 3+s

2 for some s > 0 and if we can prove that
for all t > 0 the right-hand side of (7.30) is finite, we obtain by Theorem 7.1 the same
regularity of the boundary for all t > 0, i.e. St ∈ W 3+s

2 . Moreover, for data sufficiently
close to an equilibrium state we can usually prove that the free boundary St remains
close to a ball of radius Re for all t.

Thus, Theorem 7.1 enables us to control the free boundary of the fluid. Obviously,
we have to find appropriate estimates of the terms occurring on the right-hand sides of
(7.29) and (7.30). The possibility of obtaining an estimate of ‖R−Re‖L2(S1) is always a
consequence of the conservation laws of energy, momentum and mass (in the compressible
case) or volume (in the incompressible case). Since the forms of the energy conservation
laws differ for different fluids, estimates derived for ‖R − Re‖L2(S1) are also different.
However, in all these cases it is assumed that the barycentre of the initial domain coin-
cides with the origin of coordinates. This assumption together with the assumption that
the momentum of the initial domain is equal to zero and together with the momentum
conservation law implies that also the barycentre of Ωt for t ≤ T (T is the time of local
existence) coincides with the origin.

By (7.26) we see that in order to estimate the norms ‖h‖W s
2 (S1) or ‖h‖W 1+s

2 (S1) we
need estimates of v and pσ. Such estimates are derived in different ways in dependence
on what motion we consider. More details about these estimates are given in Sections 4
and 5.

For surface waves problems, a theorem analogous to Theorem 7.1 can be proved for the
function F (x′, t) describing the free boundary in this case (see Theorem 6.7 of Section 6).
The function F satisfies then elliptic equation (6.37).

7.4. How to control the free boundary in drop problems without surface ten-
sion? In this subsection we consider problems (4.1)–(4.5), (5.1)–(5.5) and (5.63)–(5.69)
with k = 0, f = 0 and σ = 0. In this case the Laplace–Beltrami operator ∆St(t) does
not appear in boundary conditions (4.3), (5.3) and (5.66). Therefore, we cannot use the
regularity properties of elliptic equations as in the case of σ > 0. Since we cannot apply
Theorem 7.1, the way of controlling the free boundary in such problems is quite different.
In the case of σ = 0, the following differential inequality can be proved:

(7.32)
dϕ

dt
+ c1Φ ≤ 0 for t ≤ T ,

where T is the time of local existence; c1 > 0 is a constant.
For a compressible heat-conducting fluid, ϕ = ϕ(t) is a function equivalent to

ϕ(t) = ‖v(t)‖2X(Ωt) + ‖θσ(t)‖2X(Ωt) + ‖%σ(t)‖2X(Ωt),

where X(Ωt) is a certain function space, usually of Sobolev type; θσ = θ−θe, %σ = %−%e;
(v, θ, %) is the local solution of problem (5.63)–(5.69); θe and %e are the constants defined
in Definition 5.3. Moreover,

Φ(t) = ‖v(t)‖2Y (Ωt) + ‖θσ(t)‖2Y (Ωt) + ‖%σ(t)‖2Z(Ωt),
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where Y (Ωt) and Z(Ωt) are spaces such that

(7.33) Φ ≥ c2ϕ.
For a barotropic compressible fluid ϕ is equivalent to

ϕ(t) = ‖v(t)‖2X(Ωt) + ‖%σ(t)‖2X(Ωt),

where (v, %) is the local solution of problem (5.1)–(5.5), %e is the constant defined in
Definition 5.1. In this case

Φ(t) = ‖v(t)‖2Y (Ωt) + ‖%σ(t)‖2Z(Ωt).

Finally, for an incompressible fluid ϕ is equivalent to ϕ(t) = ‖v(t)‖2X(Ωt)
and Φ(t) =

‖v(t)‖2Y (Ωt)
, where v is the local solution of (4.1)–(4.5).

Thus, we have

(7.34) c3ϕ(t) ≤ ϕ(t) ≤ c4ϕ(t) for t ≤ T ,

where in the general heat-conducting case the constants c3, c4 > 0 depend on %1, %2, θ1,
θ2, µ, ν, κ, cv, p, T

� T
0
‖v‖2

W 3
2 (Ωt)

dt, and %1, %2, θ1, θ2 are positive constants such that

(7.35) %1 < %(x, t) < %2, θ1 < θ(x, t) < θ2 for x ∈ Ωt, t ∈ [0, T ].

The constant c1 in (7.32) depends on the same quantities as c3 and c4. It depends also
on ‖St‖W 5/2

2
and the constants from imbedding theorems and Korn inequalities which

depend on Ωt, t ≤ T .
Inequalities (7.32)–(7.34) imply

(7.36)
dϕ

dt
+ c5ϕ ≤ 0 for t ≤ T .

Hence

(7.37) ϕ(t) ≤ ϕ(0)e−c5t for t ≤ T
and

(7.38) ϕ(t) ≤ c4
c3
ϕ(0)e−c5t for t ≤ T .

Moreover

(7.39) ϕ(t) + c1

t�

0

Φ(t′) dt′ ≤ ϕ(0) for t ≤ T .

In the incompressible case it suffices to take X(Ωt) = L2(Ωt) and Y (Ωt) = W 1
2 (Ωt), which

follows from the general strategy applied to incompressible free boundary problems (see
Subsection 7.2). Then ϕ(t) = ϕ(t) = ‖v(t)‖2L2(Ωt)

and inequalities (7.32) and (7.36) follow
from the energy conservation law and the Korn inequality (see [Sol8] or Theorem 4.2 in
Section 4). However, the solvability of problem (4.1)–(4.5) is proved in spaces of functions
v(t) more regular than L2(Ωt) (see [Sol8]).

In contrast to the incompressible case, inequality (7.36) for compressible fluids is
obtained in the same function spaces in which the solvability of problems (5.1)–(5.5) or
(5.63)–(5.69) is proved (see [ZZaj10, ZZaj15], see also Section 5). In the compressible
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case, the spaces X(Ωt), Y (Ωt) and Z(Ωt) with the lowest possible regularity of functions
v, θσ, %σ are defined as follows:

X(Ωt) =
{
w :

2∑

i=0

‖∂itw(t)‖W 2−i
2 (Ωt)

<∞
}
,(7.40)

Y (Ωt) =
{
w :

2∑

i=0

‖∂itw(t)‖W 3−i
2 (Ωt)

<∞
}

(7.41)

and

Z(Ωt) = {w : ‖w(t)‖2W 2
2 (Ωt)

+ ‖wt(t)‖2W 2
2 (Ωt)

+ ‖wtt(t)‖2W 1
2 (Ωt)

<∞}.
Obviously, the method applied to prove global existence for free boundary compressible
problems can also be used to problem (4.1)–(4.5). Thus, we can derive inequality (7.32) in
the incompressible case with X(Ωt) and Y (Ωt) defined by (7.40) and (7.41), respectively.

Now, we will show that inequalities (7.37) and (7.39) allow us to control the free
boundary St if the data ϕ(0) is sufficiently small. We control the free boundary and extend
the local solution from [0, T ] to R+ step by step. First, assuming that the initial conditions
%0, θ0 and the equilibrium solution (%e, θe) (see Definition 5.3) satisfy inequalities (7.35)
and moreover assuming that ϕ(0) ≤ ε with ε sufficiently small, we prove by using estimate
(5.87) (which holds for the local solution) that estimates (7.35) are satisfied for x ∈ Ωt,
t ∈ [0, T ].

Furthermore, the same inequality (5.87) yields, for t ≤ T ,

(7.42) |x− ξ| ≤
∣∣∣
t�

0

u(ξ, t′) dt′
∣∣∣ ≤ c6

∥∥∥
t�

0

u dt′
∥∥∥
W 3

2 (Ω)
≤ c6T 1/2‖u‖AT,Ω ≤ c7(T )T 1/2ε1/2,

where c7 is an increasing continuous function of T .
Therefore, assuming that S ∈ W 5/2

2 we see that St ∈ W 5/2
2 for t ≤ T and by (7.42),

the volume and shape of Ωt (t ≤ T ) do not change much if ε is sufficiently small. Hence
we can derive inequalities (7.32) and (7.36) with the constants c1 and c5 which in fact do
not depend on T

� T
0
‖v‖2

W 3
2 (Ωt)

dt and Ωt for t ≤ T , but depend on the other quantities
mentioned above.

Moreover, estimate (7.42) and inequalities (7.35) for x ∈ Ωt, t ∈ [0, T ], imply that if
we assume (7.34) for ϕ(0) and ϕ(0) with c3, c4 depending on %1, %2, θ1, θ2, µ, ν, cv, p, κ,
we obtain this estimate for ϕ(t) and ϕ(t) and all t ≤ T with the same constants c3, c4.

Hence, by (7.37) we get (7.38). As a consequence, we have

ϕ(t) ≤ c4ε for t ≤ T ,
ϕ(t) ≤ c4

c3
ε for t ≤ T .

Therefore, for sufficiently small ε the solution can be extended to [T, 2T ]. Moreover,
the local solution satisfies in [T, 2T ] inequality (5.87) with ϕ(0) replaced by ϕ(T ), with
(uT , ϑTσ, ηTσ) denoting (v, θσ, %σ) written in Lagrangian coordinates ξT ∈ ΩT (i.e.
ξT = ξ +

� T
0
u(ξ, t′) dt′) and with the norms of the spaces AT,Ω and BT,Ω replaced by

those of AT,ΩT and BT,ΩT . The spaces AT,ΩiT and BT,ΩiT , i ∈ N ∪ {0}, are defined as
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follows:

AT,ΩiT ≡ BT,ΩiT ∩ L2(iT, (i+ 1)T ;W 3
2 (ΩiT )),

BT,ΩiT ≡ {w ∈ C([iT, (i+ 1)T ];W 2
2 (ΩiT )) :

wt ∈ C([iT, (i+ 1)T ];W 1
2 (ΩiT )) ∩ L2(iT, (i+ 1)T ;W 2

2 (ΩiT )),

wtt ∈ C([iT, (i+ 1)T ];L2(ΩiT )) ∩ L2(iT, (i+ 1)T ;W 1
2 (ΩiT ))}

for i ∈ N and AT,Ω0T ≡ AT,Ω , BT,Ω0T ≡ BT,Ω .
Namely, inequality (5.87) has the following form in [T, 2T ]:

(7.43) ‖uT ‖2AT,ΩT + ‖ϑTσ‖2AT,ΩT + ‖η
Tσ‖2BT,ΩT ≤ C1(T )ϕ(T ).

Thanks to (7.43) we prove that estimate (7.34) holds for x ∈ Ωt, t ∈ [0, 2T ]. Moreover,
we prove that the volume and shape of Ωt change in [0, 2T ] no more than they do in
[0, T ]. In fact, by (7.39), (7.43), (5.87) and (7.38) we have, for sufficiently small ε and
t ≤ 2T ,

|x− ξ| =
∣∣∣
t�

0

u(ξ, t′) dt′
∣∣∣ ≤

∥∥∥
t�

0

u(ξ, t′) dt′
∥∥∥
L∞(Ω)

≤ c6
∥∥∥
t�

0

u(ξ, t′) dt′
∥∥∥
W 3

2 (Ω)
(7.44)

≤ c6
( T�

0

‖u(ξ, t′)‖W 3
2 (Ω) dt

′ +
2T�

T

‖u(ξ, t′)‖W 3
2 (Ω) dt

′
)

≤ c6T 1/2
[
c8

( T�

0

Φ(t′) dt′
)

+ c9‖uT ‖AT,ΩT
]

≤ c6T 1/2ε1/2
(
c8c4 + c10(T )

c4
c3

)
≤ c6ε.

It follows from (7.44) that for ε sufficiently small the volume and shape ofΩt do not change
much in [0, 2T ]. Thus, we are able to derive the differential inequality for T ≤ t ≤ 2T
with the same constant c1 as before. However, it should be underlined that in order to
obtain (7.32) we partly use Lagrangian coordinates and therefore some terms of ϕ are
expressed in Lagrangian coordinates ξ ∈ Ω, while the others in Eulerian coordinates.
For this reason, after passing to [T, 2T ], we derive the differential inequality (7.32) for
a function ϕT which has the same form as ϕ but has appropriate terms expressed in
Lagrangian coordinates ξT ∈ ΩT .

From the form of ϕT and from (7.44) it follows that ϕT satisfies estimate (7.34) for
T ≤ t ≤ 2T .

Therefore the differential inequality for ϕT , i.e.

dϕT
dt

+ c1Φ ≤ 0

implies (7.36), (7.37) and (7.39) for T ≤ t ≤ 2T with ϕ replaced by ϕT .
Moreover, if ε is sufficiently small then

ϕT (T ) ≤ (1 + c11T
1/2‖u‖AT,Ω )ϕ(T ).
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Hence, by (7.37) and (5.87)

(7.45) ϕT (T ) ≤
[
1 + c11

(
c4
c3
TC1(T )ε

)1/2]
c4εe

−c5T ≡ c12c4εe
−c5T < c4ε,

if we assume that ε is so small that c12e
−c5T < 1. By (7.45) and the inequalities (7.34)

and (7.37) written for ϕT , we obtain

ϕT (t) ≤ c4ε for T ≤ t ≤ 2T,(7.46)

ϕ(t) ≤ c4
c3
ε for T ≤ t ≤ 2T .(7.47)

Estimates (7.46)–(7.47) allow us to extend the solution to the interval [2T, 3T ].
Continuing the above process, assume that there exists a solution in [0, lT ], l ≥ 3,

satisfying:

‖ujT ‖2AT,ΩjT + ‖ϑjTσ‖2AT,ΩjT + ‖ηjTσ‖2BT,ΩjT ≤ C1(T )ϕ(jT ), j = 0, . . . , l − 1,

ϕjT (t) ≤ c4ε for jT ≤ t ≤ (j + 1)T, j = 0, . . . , l − 2,

ϕ(t) ≤ c4
c3
ε for t ≤ (l − 1)T ,

ϕjT (t) + c1

t�

jT

Φ(t′) dt′ ≤ ϕjT (jT ) for jT ≤ t ≤ (j + 1)T , j = 0, . . . , l − 2,

where ujT , ϑjTσ, ηjTσ denote v, θσ, %σ written in Lagrangian coordinates ξjT ∈ ΩjT ;
ϕ0T ≡ ϕ; ϕjT has the same form as ϕ and appropriate terms of ϕjT are written in
Lagrangian coordinates ξjT ∈ ΩjT .

Assume also that the volume and shape of Ωt change in [0, (l − 1)T ] no more than
they do in [0, T ] and that

∥∥∥
t�

0

u(ξ, t′) dt′
∥∥∥
W 3

2 (Ω)
≤ ε for t ≤ (l − 1)T

with sufficiently small ε. From the above assumptions it follows that estimate (7.34) holds
with ϕ replaced by ϕjT for jT ≤ t ≤ (j + 1)T , j = 0, . . . , l − 2. Moreover, the form of
ϕjT (j = 1, . . . , l − 2) and the smallness of ε imply

ϕjT (jT ) ≤ (1 + c11T
1/2‖u‖AT,Ω(j−1)T

)ϕ(j−1)T (jT ), j = 1, . . . , l − 2.

Hence, assuming that ε is sufficiently small we obtain, for 0 ≤ t ≤ lT ,

|x− ξ| =
∣∣∣
t�

0

u(ξ, t′) dt′
∣∣∣ ≤

∥∥∥
t�

0

u(ξ, t′) dt′
∥∥∥
L∞(Ω)

≤ c6
∥∥∥
t�

0

u(ξ, t′) dt′
∥∥∥
W 3

2 (Ω)
≤c6

( l−2∑

j=0

∥∥∥
(j+1)T�

jT

u(ξ, t′) dt′
∥∥∥
W 3

2 (Ω)
+
∥∥∥

lT�

(l−1)T

u(ξ, t′) dt′
∥∥∥
W 3

2 (Ω)

)

≤ c6T 1/2
[
c8

l−2∑

j=0

( (j+1)T�

jT

Φ(t′) dt′
)1/2

+ c9‖u(l−1)T ‖AT,Ω(l−1)T

]
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≤ c6T 1/2
[
c8

l−2∑

j=0

(ϕjT (jT ))1/2 + c10(T )
c4
c3
ε1/2

]

≤ c6T 1/2
{
c8[ϕ(0)(1 + c12e

−c5T + c212e
−2c5T + . . .)]1/2 + c10(T )

c4
c3
ε1/2

}

≤ c6T 1/2ε1/2
[

c8c
1/2
4

(1− c12e−c5T )1/2
+ c10(T )

c4
c3

]
≤ c6ε,

if ε is sufficiently small in dependence on ε.
Thus, the volume and shape of Ωt change in [0, lT ] no more than they do in [0, (l−1)T ].

These changes are as small as we want if we assume that ε is sufficiently small.
This way we can control the free boundary of Ωt in the case of σ = 0. At the same

time, this way we can extend the solution to a global one.
The above method of controlling the free boundary and proving global existence in

this case is presented in [ZZaj15].

Remark 7.1. In order to prove differential inequality (7.32) we proceed as in the case
of σ > 0, that is, we use systems (5.142) and (5.143) with σ = 0 in the boundary
condition. We use these systems step by step in the process of extending the solution to
R+. Therefore, if we want to prove the differential inequality in the interval [kT, (k+1)T ],
k ≥ 1, we have to choose the covering of ΩkT and the family of fuctions {ζkT,i}i∈M∪N
such that ζkT,i has the support in an appropriate domain of the covering.

In contrast to the case of σ > 0 (see the proof of Theorem 5.11) we choose a covering⋃
i∈M∪N Ω̃kT,i of ΩkT such that

Ω̃kT,i =
{
ξkT ∈ ΩkT : ξkT = ξ +

kT�

0

u dt′, ξ ∈ Ω̃i
}
, i ∈M,

and

Ω̃kT,i ∩ΩT =
{
ξkT ∈ ΩkT : ξkT = ξ +

kT�

0

u dt′, ξ ∈ Ω̃i ∩Ω
}
, i ∈ N ,

where
⋃
i∈M∪N Ω̃i is a covering of Ω.

We prove the differential inequality for t ∈ [kT, (k + 1)T ] in order to extend the
solution to the interval [(k+ 1)T, (k+ 2)T ]. Since we know that ‖

� kT
0
u dt′‖W 3

2 (Ω) ≤ ε for

k ≥ 1, we can associate with the covering
⋃
i∈M∪N Ω̃kT,i the same family of functions

{ζi} as with
⋃
i∈M∪N Ω̃i.

In fact, assuming that ε is sufficiently small we have supp ζi ⊂ Ω̃kT,i and 0 < n0 ≤∑
i∈M∪N ζi(ξkT ) ≤ N0 for ζkT ∈ ΩkT , where n0 and N0 are sufficiently close to 1.
Alternatively, we can take the family {ζkT,i}i∈M∪N such that ζkT,i(ξkT ) = ζi(ξkT −� kT

0
u dt′). Then obviously suppζkT,i ⊂ Ω̃kT,i and

∑
i∈M∪N ζi(ξkT ) = 1 for ξkT ∈ Ω̃kT,i.

7.5. Difficulties connected with the self-gravitational force in drop prob-
lems. Now consider problems (4.1)–(4.5) and (5.1)–(5.5) with k > 0. The only global
existence result with the self-gravitational force taken into account has been proved by
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Solonnikov [Sol10]; his paper concerns problem (4.1)–(4.5) with k > 0 and σ > 0. The
assumption that σ > 0 is essential because it enables control of the free boundary as we
now describe.

Assume that p0 = 0, f = 0 and substitute p′ = p − 2σ
R0
− k(U − U0||x|=R0), where

R0 = ( 3
4π |Ω|)1/3, U0(x) =

�
|y|<R0

dy
|x−y| , U0||x|=R0 = 4

3πR
3
0. Then problem (4.1)–(4.5)

takes the form

vt + (v · ∇)v − ν∆v +∇p′ = 0, x ∈ Ωt, t ∈ (0, T ),(7.48)

div v = 0, x ∈ Ωt, t ∈ (0, T ),(7.49)

T(v, p′)n− σHn =
(
kU +

2σ
R0
− 4

3
πkR2

0

)
n, x ∈ St, t ∈ (0, T ),(7.50)

v · n = −φt/|∇φ|, x ∈ St, t ∈ (0, T ),(7.51)

v(x, 0) = v0(x), x ∈ Ω.(7.52)

Rewrite boundary condition (7.50) as

(7.53) H +
2
R0

=
1
σ
n · T(v, p′)n− k

σ

(
U − 4

3
πR2

0

)
, x ∈ St.

Hence, assuming that condition (7.24) is satisfied (and hence also (7.25)), condition (7.53)
takes the form

(7.54) H[R] +
2
R0

= h(ω) +
1
σ

(U(Rω)− U0(R0ω)) ≡ h(ω), ω ∈ S1,

where H[R] is the double mean curvature of St given in spherical coordinates by (7.28),
and h(ω) = 1

σn · T(v, p′)n|x=Rω.
Equation (7.54) can be transformed to an integral-differential equation with the un-

known function R− R0.
From the assumptions of [Sol10] it follows that R(·, t) ∈ W

3/2+α
2 (S1), α ∈ (1/2, 1)

and

(7.55) sup
S1
|R(ω, t)−R0|+ sup

S1
|∇R(ω, t)| ≤ δ̂R0

with sufficiently small δ̂, where t ≤ T , T is the time of local existence. Hence, in view of
Theorem 7.1 the solution R of equation (7.54) satisfies the estimate

‖R−R0‖W 5/2+α
2 (S1) ≤ c1‖h‖W 1/2+α

2 (S1) + c2‖R−R0‖L2(S1)(7.56)

≤ c1‖h‖W 1/2+α
2 (S1) + c1‖U(Rω)− U0(Rω)‖

W
1/2+α
2 (S1)

+ c2‖R −R0‖L2(S1) for t ≤ T .

The third term on the right-hand side of (7.56) can be estimated by using the following
lemma.

Lemma 7.1 (see Lemma 2.4 of [Sol10]). Let R ∈W 3/2+α
2 (S1) and let (7.56) with δ̂ ≤ 1/10

be satisfied. Then

‖U(Rω)− U0(R0ω)‖
W

1/2+α
2 (S1) ≤ c3(sup

S1
|R −R0|+ sup

S1
|∇R|) ≤ c4‖R−R0‖W 3/2+α

2 (S1).
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Lemma 7.1 applied to (7.56), together with the interpolation inequality

‖R−R0‖W 3/2+α
2 (S1) ≤ ε1‖R−R0‖W 5/2+α

2 (S1) + c(ε1)‖R−R0‖L2(S1),

yields the estimate, for sufficiently small ε1,

(7.57) ‖R −R0‖W 5/2+α
2 (S1) ≤ c5‖h‖W 1/2+α

2 (S1) + c6‖R−R0‖L2(S1).

Estimate (7.57) has exactly the form of inequality (7.30). Thanks to this estimate we can
control the free boundary in time if we have estimates for the terms of the right-hand
side of (7.57). Solonnikov proved in [Sol10] that under the assumption ‖v0‖W 1+α

2 (Ω) +

‖R̃(ω)−R0‖W 5/2+α
2 (S1) ≤ ε, where ε is sufficiently small, the right-hand side of (7.57) is

also small for t1 ≤ t ≤ T , t1 > 0 (see inequalities (4.90) and (4.91) of this paper) and
St ∈W 5/2+α

2 for 0 ≤ t ≤ T .
It seems that in the case of compressible fluid, the above method of controlling the

free boundary can also be applied, at least for barotropic fluids.
In contrast to the situation described above there are no global existence results for

the case k > 0 and σ = 0, both for incompressible and compressible fluids.
Assume now that k > 0, σ = 0 and substitute in problem (4.1)–(4.5): p′ = p −

k(U − U0||x|=R0). Then problem (4.1)–(4.5) takes the form of problem (7.48)–(7.49),
(7.51)–(7.52) with boundary condition (7.51) replaced by

(7.58) T(v, p′)n = k(U − U0||x|=R0)n, x ∈ St, t ∈ (0, T ).

The lack of an elliptic operator in equation (7.58) makes it useless for deriving an estimate
similar to (7.57). Therefore, it seems that the only way of controlling the free boundary in
this case is to do this by deriving differential inequality (7.32). However, so far attempts
of obtaining such an inequality have failed.

7.6. Final remarks. Most of the results on free boundary problems for Navier–Stokes
equations reviewed above are existence and stability theorems. However, in the previous
sections we also mentioned some asymptotic results. Much has been done in this field, in
the one-dimensional and spherically symmetric cases. The most characteristic feature of
the asymptotic results in the one-dimensional case is that all of them require the assump-
tion that the external pressure P (see boundary conditions (3.4) or (3.42)) is positive.
This assumption is crucial to the proofs of the asymptotic convergence of solutions of the
one-dimensional problems to stationary solutions.

In the two- and three-dimensional cases there are asymptotic results for incompressible
and compressible barotropic fluids. For drop problems such results have been obtained
by Solonnikov in [Sol9] in the case of an incompressible fluid with σ > 0, k = 0, and
[Sol10] for the incompressible case with σ > 0, k > 0, and by Solonnikov and Tani
[SolT3] for the compressible barotropic case with σ > 0, k = 0. All of these results are
similar, i.e. it is proved that as t→∞ a solution of a free boundary problem tends to a
quasi-stationary solution corresponding to a rotation of the fluid as a rigid body about
an axis which is parallel to the angular momentum vector. These asymptotic results
are obtained under the assumption that the initial angular momentum vector which is
equal to m =

�
Ω

(v0 × ξ) dξ in the incompressible case and to m =
�
Ω
%0(v0 × ξ) dξ
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in the compressible case, is sufficiently small. By the angular momentum conserva-
tion law, the angular momentum of the fluid remains small and equal to m for all
t > 0. Thus, v(x, t) → v∞(x), R(ω, t) → R∞(ω) as t → ∞ and p(x, t) → p∞(x) as
t → ∞ (in the incompressible case) or %(x, t) → %∞(x) as t → ∞ (in the compress-
ible barotropic case). The above convergences are uniform convergences with respect
to x or ω. Moreover, it is shown that the first derivatives of v with respect to x tend
uniformly to the first derivatives of v∞, and the first and second derivatives of R tend
uniformly to the first and second derivatives of R∞. In all the cases the rotational ve-
locity v∞ of the fluid is small in dependence on the smallness of |m| (see the end of
Section 4), and in the compressible barotropic case also in dependence on the small-
ness of |M − (4/3)πR3

e%e| (see Theorem 5.5). The pressure p∞ is the sum of two terms:
one of them is small in dependence on m and the other is a constant which depends
on the specific problem. Similarly, %∞ in the compressible case is a sum of two such
terms. The function R∞ in each case has to be found from an equation implied by
one of the boundary conditions: (4.3) or (5.3). In the simplest two-dimensional case

with k = 0 it follows that R∞ = R0 =
(

3
4π |Ω|

)1/3
, i.e. the domain Ω∞ is the ball

|x| < R0.
Now, we want to mention the asymptotic results for the surface waves problems

with σ > 0. They were obtained by Beale and Nishida [BNis] for the three-dimensional
incompressible motion, by Nishida and Teramoto [NTer] for the two-dimensional motion
of an incompressible fluid flowing down an inclined plane under the influence of gravity,
and by Jin and Padula [JinPad] for a compressible flow. All of these results show the
asymptotic convergence of solutions in appropriate norms to equilibrium states together
with decay rates. For example, for the problem considered in [Jin Pad] this decay rate is
exponential (see Theorem 6.8).

We would like to end this paper with a general remark concerning all free boundary
drop problems with σ > 0. To derive some estimates useful for the proofs of global
existence as well as to examine the asymptotic behaviour of solutions of free boundary
drop problems it is usually assumed that the total initial momentum of the fluid vanishes
and that the barycentre of the initial domain coincides with the origin, i.e.

(7.59)
�

Ω

v0 dξ = 0,
�

Ω

ξ dξ = 0

in the incompressible case, and

(7.60)
�

Ω

%0v0 dξ = 0,
�

Ω

%0ξ dξ = 0

in the compressible case.
From the laws of conservation of momentum and barycentre and from (7.59) or (7.60)

it follows then that the total momentum of the fluid vanishes and the barycentre of the
fluid coincides with the origin for all t > 0.

However, it turns out that assumptions (7.59) or (7.60) are not restrictive because by
applying the transformation

x′ = x− V t, v′ = v − V,
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where V = 1
|Ω|

�
Ω
v0 dξ in the incompressible case (see [Sol6]) and V = (

�
Ω
%0 dξ)−1

×
�
Ω
%0v0 dξ in the compressible case (see [SolT3]), we obtain

�
Ω
v′0 dξ = 0 and

�
Ω
%0v
′
0 dξ

= 0, respectively. Hence, the coordinates of the barycentre are conserved, i.e.
�
Ωt
x′ dx′ =

�
Ω
ξ dξ or

�
Ωt
%x′ dx′ =

�
Ω
%0ξ dξ and we can always place the barycentre of the initial

domain at the origin.

References

[Al1] G. Allain, Un problème de Navier–Stokes avec surface libre et tension superficielle,
Ann. Fac. Sci. Toulouse 7 (1985), 29–56.

[Al2] —, Small-time existence for the Navier–Stokes equations with a free surface, Appl.
Math. Optim. 16 (1987), 37–50.

[B1] J. T. Beale, The initial value problem for the Navier–Stokes equations with a free
boundary , Comm. Pure Appl. Math. 31 (1980), 359–392.

[B2] —, Large time regularity of viscous surface waves, Arch. Rat. Mech. Anal. 84
(1984), 307–352.

[BNis] J. T. Beale and Y. Nishida, Large-time behavior of viscous surface waves, in: Lec-
ture Notes in Numer. Appl. Anal. 8, Springer, 1985, 1–14.

[BesIlN] O. V. Besov, V. P. Il’in and S. M. Nikol’skĭı, Integral Representations of Functions
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[Z1] E. Zadrzyńska, On nonstationary motion of a fixed mass of a general viscous com-
pressible heat conducting capillary fluid bounded by a free boundary , ibid. 25 (1999),
489–511.

[Z2] —, Free boundary problem for a viscous heat-conducting flow with surface tension,
Topol. Methods Nonlin. Anal. 19 (2002), 313–338.
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