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Rudin’s Dowker space in the extension with a Suslin tree

by

Teruyuki Yorioka (Shizuoka)

Abstract. We introduce a generalization of a Dowker space constructed from a Suslin
tree by Mary Ellen Rudin, and the rectangle refining property for forcing notions, which
modifies the one for partitions due to Paul B. Larson and Stevo Todorčević and is stronger
than the countable chain condition. It is proved that Martin’s Axiom for forcing no-
tions with the rectangle refining property implies that every generalized Rudin space
constructed from Aronszajn trees is non-Dowker, and that the same can be forced with a
Suslin tree. Moreover, we consider generalized Rudin spaces constructed with some types
of non-Aronszajn ω1-trees under the Proper Forcing Axiom.

1. Introduction. In [7], Dowker investigated characterizations of count-
able paracompactness of Hausdorff normal spaces, and he asked if every
Hausdorff normal space is countably paracompact.

The first counterexample is due to Mary E. Rudin [15]. She proved that
if the Suslin Hypothesis fails (that is, there exists a Suslin tree), then there
exists a Hausdorff normal space which is not countably paracompact, and
moreover it is of size ℵ1. A Hausdorff normal space which is not count-
ably paracompact is called a Dowker space. In [16], Rudin exhibited a ZFC-
example of a Dowker space which however is quite big, and she asked whether
there exists a Dowker space of size ℵ1 from only ZFC. This is still unknown.
(See e.g. [19].) The best known ZFC-example of a Dowker space is of size
min{2ℵ0 ,ℵω+1} and is obtained by combining the results of Balogh [1] and
Kojman–Shelah [9].

In this paper, we generalize Rudin’s Dowker space constructed from a
Suslin tree. We will show that Martin’s Axiom for forcing notions with
the rectangle refining property implies that every generalized Rudin space
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constructed with Aronszajn trees is normal and countably paracompact
(hence is not Dowker), and show that it is consistent that there exists a
Suslin tree which forces the same result. Moreover, we consider general-
ized Rudin spaces with non-Aronszajn ω1-trees under the Proper Forcing
Axiom.

1.1. A generalization of Rudin’s Dowker space. Basically, we follow the
standard notation of set theory, as given in [8]. An ordinal α is the set of all
ordinals smaller than α, and for ordinals α and β, [α, β) is the interval of
ordinals between α and β including α, that is, [α, β) = {γ ∈ β; α ≤ γ}. Lim
stands for the class of limit ordinals.

To simplify notation, in this paper except for a part of §3, an ω1-tree T
is a subset of ω<ω1 such that s ≤T t iff s ⊆ t for all s, t ∈ T , and for every
t ∈ T , lv(t), called the height (or level) of t, is just the length of t (that is,
T is closed under initial segments). For nodes s and t in T , let

∆T (s, t) = ∆(s, t)

:=


min{α ∈ min{lv(s), lv(t)}; s(α) 6= t(α)}

if s and t are incomparable in T ,
min{lv(s), lv(t)} otherwise.

We note that for s and t in T , s�∆(s, t) = t�∆(s, t), where s�∆(s, t) is the
function s restricted to the domain ∆(s, t), and let s∧ t = s�∆(s, t). For an
ω1-tree T , α ∈ ω1 and t ∈ T , let Tα be the set of the αth level nodes in T ,
and define

T≤α :=
⋃

γ∈α+1

Tγ and T≥α :=
⋃

γ∈[α,ω1)

Tγ .

Let T �t be the set of nodes s such that s ≥T t. In this paper, we assume
that every tree T is Hausdorff, that is, if α is a limit ordinal and s and t are
different nodes of Tα, then

{u ∈ T ; u <T s} 6= {u ∈ T ; u <T t}.

Let 〈Tn; n ∈ ω〉 be a decreasing sequence of ω1-trees, that is, each Tn is
an ω1-tree and Tn ⊇ Tn+1 for every n ∈ ω. For this sequence, we consider
a sequence 〈πn; n ∈ ω \ {0}〉 of functions such that for each n ∈ ω \ {0},

(p1) πn is a function with the domain
⋃
α∈ω1∩Lim (Tn)α such that for

every t ∈ Tn with a limit level, πn(t) is an infinite subset of
(Tn−1)lv(t),

(p2) for any t ∈ Tn with a limit level, the set {∆(s, t); s ∈ πn(t)} is
cofinal in lv(t) and t 6∈ πn(t),

(p3) for any distinct nodes s and t in dom(πn), πn(s) ∩ πn(t) = ∅.



Rudin’s Dowker space 55

In this paper, ω1-trees are always considered to be sufficiently branching (1)
to be able to take such functions πn. Then we define a topological space
X(〈Tn, πn; n ∈ ω〉) on the set

⋃
n∈ω T

n × {n} as follows.
For i ∈ ω, s ∈ T i and β ∈ ω1, if s is of a limit height and i = 0, then we

let
N(〈s, 0〉, β) := {u ∈ T 0; u ≤T 0 s & β < lv(u)} × {0};

if s is of a limit height and i > 0, then

N(〈s, i〉, β) := ({u ∈ T i; u ≤T i s & β < lv(u)} × {i})
∪ ({u ∈ πi(s); ∆(u, s) > β} × {i− 1});

and otherwise, that is, if s is of a successor height, then N(〈s, i〉, β) :=
{〈s, i〉}. Note that eachN(〈s, i〉, β) is countable. A subset U of

⋃
n∈ω T

n×{n}
is open iff for any x = 〈s, i〉 ∈ U , there is β ∈ lv(s) such that N(x, β)
⊆ U . The following are basic observations (2) about the topological space
X(〈Tn, πn; n ∈ ω〉).

Observation 1.1. Suppose that 〈Tn; n ∈ ω〉 is a decreasing sequence of
ω1-trees and 〈πn; n ∈ ω \ {0}〉 is a sequence of functions with the properties
(p1–3) (for 〈Tn; n ∈ ω〉). Then the topological space X(〈Tn, πn; n ∈ ω〉) has
the following properties:

1. For each k ∈ ω, the set
⋃
n∈k T

n × {n} is open.
2. For each δ ∈ ω1, the set

⋃
n∈ω (Tn)≥δ+1 × {n} is clopen.

3. For all x ∈
⋃
n∈ω T

n × {n} and β ∈ ω1, N(x, β) is closed.
4. For each t ∈ T 0 with successor height , the set⋃

n∈ω
((T 0�t) ∩ Tn)× {n}

is clopen.
5. Every singleton is closed.
6. If C and D are closed subsets and C is countable, then they are sep-

arated by two disjoint open sets.

Therefore the topological space X(〈Tn, πn; n ∈ ω〉) is Hausdorff and reg-
ular. The following is essentially due to Rudin.

Theorem 1.2 (Rudin [15]). Suppose that 〈Tn; n ∈ ω〉 is a decreasing
sequence of ω1-trees and 〈πn; n ∈ ω \ {0}〉 is a sequence of functions with
(p1–3). If all Tn are Suslin trees (that is, T 0 is Suslin), then X(〈Tn, πn;
n ∈ ω〉) is a Dowker space.

(1) If each Tn is non-atomic, then we can find πn’s which are defined at some club
level nodes. This is enough to define Rudin’s original Dowker space. However, to simplify
notation, we assume conditions (p1–3) in this paper.

(2) All of them are stated in [15]. In particular, the last statement was proved in the
last half of §6 there.
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In fact, Rudin’s original Dowker space is of the form X(〈Tn, πn; n ∈ ω〉)
where all Tn are the same Suslin tree, all πn are the same function, and for
each n ∈ ω \ {0},

(p4) for any t ∈ Tn with a limit level, if s and s′ are different nodes in
πn(t), then ∆(s, t) 6= ∆(s′, t), and the set {∆(s, t); s ∈ πn(t)} is
of order-type ω with respect to ∈ and convergent to lv(t) (hence
t 6∈ πn(t)).

The following theorem is due to Dowker and is frequently used to verify that
a given space is Dowker.

Theorem 1.3 (Dowker [7]). Suppose that X is a Hausdorff normal space.
The following are equivalent :

(D0) X is not countably paracompact.
(D1) There exists a sequence 〈Cn; n ∈ ω〉 of closed subsets of X such

that

• Cn+1 ⊆ Cn for every n ∈ ω,
•
⋂
n∈ω Cn = ∅,

•
⋂
n∈ω Un 6= ∅ for every sequence 〈Un; n ∈ ω〉 of open subsets of

X such that Cn ⊆ Un for all n ∈ ω.

Therefore if a Hausdorff space does not satisfy (D1), it is not a Dowker
space whether it is normal or not.

1.2. The rectangle refining property. A partition K0 ∪K1 on [ω1]2 has
the rectangle refining property if for any uncountable subsets I and J of
ω1, there are uncountable subsets I ′ and J ′ of I and J respectively such
that if α ∈ I ′, β ∈ J ′ and α < β, then {α, β} ∈ K0. This notion was
introduced by Larson–Todorčević in [14]. We note that the rectangle refining
property is stronger than the countable chain condition (ccc for short) for
partitions. (See e.g. [22].) We introduce the rectangle refining property for
forcing notions as follows. A forcing notion P has the rectangle refining
property if P is uncountable and there exists a property P , which is defined
from P (and other parameters used to define P), and is absolute between
any transitive models with the same ω1 and such that any uncountable
subset of P has an uncountable subset with the property P , and for any
uncountable subsets I and J of P, if I ∪ J has the property P , then there
are uncountable subsets I ′ and J ′ of I and J respectively such that every
member of I ′ is compatible in P with every member of J ′. In this paper, we
call such P a suitable refinement for P. We also note that this is stronger
than the countable chain condition for forcing notions.

A typical example of a forcing notion with the rectangle refining prop-
erty is as follows. Let K0 ∪ K1 be a partition on [ω1]2. Let P be a forcing
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notion which consists of finite K0-homogeneous subsets of ω1, ordered by
reverse inclusion. This generically adds an uncountable K0-homogeneous set
if K0∪K1 is a ccc partition. We notice that if K0∪K1 has the rectangle re-
fining property, then so does P, and a suitable refinement is just a ∆-system
refinement. For other examples, see [23]. Let K2(rec) be the statement that
for every two-colored partition on [ω1]2 with the rectangle refining prop-
erty, there exists an uncountable K0-homogeneous set (defined in [14]), and
let MAℵ1(rec) be Martin’s Axiom for ℵ1-many dense sets of forcing notions
with the rectangle refining property. It follows from the above example that
MAℵ1(rec) implies K2(rec). By the same argument in [23], we can show that
it is consistent that MAℵ1(rec) holds but MAℵ1 fails, so MAℵ1(rec) is strictly
weaker than MAℵ1 .

In Section 2, we introduce two types of forcing notions to prove the
following two theorems.

Theorem 1. MAℵ1(rec) implies that if 〈Tn; n ∈ ω〉 is a decreasing se-
quence of Aronszajn trees and 〈πn; n ∈ ω \ {0}〉 is a sequence of functions
with (p1–3), then the space X(〈Tn, πn; n ∈ ω〉) does not satisfy (D1).

Theorem 2. MAℵ1(rec) implies that if 〈Tn; n ∈ ω〉 is a decreasing se-
quence of Aronszajn trees and 〈πn; n ∈ ω \ {0}〉 is a sequence of functions
with (p1–4), then the space X(〈Tn, πn; n ∈ ω〉) is normal.

Therefore we conclude that MAℵ1(rec) implies that if 〈Tn; n ∈ ω〉 is a
decreasing sequence of Aronszajn trees and 〈πn; n ∈ ω \ {0}〉 is a sequence
of functions with (p1–4), then the topology X(〈Tn, πn; n ∈ ω〉) is normal
and countably paracompact.

In Section 3, we prove the following theorem, which gives a new example
that may be forced by a Suslin tree. (This relates to a question in [12, §6].)

Theorem 3. It is consistent that there exists a Suslin tree which forces
that

1. if 〈Tn; n ∈ ω〉 is a decreasing sequence of Aronszajn trees and 〈πn;
n ∈ ω \ {0}〉 is a sequence of functions with (p1–3), then the space
X(〈Tn, πn; n ∈ ω〉) does not satisfy (D1),

2. if 〈Tn; n ∈ ω〉 is a decreasing sequence of Aronszajn trees and 〈πn;
n ∈ ω \ {0}〉 is a sequence of functions with (p1–4), then the space
X(〈Tn, πn; n ∈ ω〉) is normal.

Notice that we do not prove in this paper that a Suslin tree may force
MAℵ1(rec). It is a deep question whether MAℵ1(rec) is strictly stronger than
K2(rec), similarly to other problems on fragments of Martin’s Axiom as e.g.
in [22, §7] (see also [12, 13, 23]).

In Section 4, we consider generalized Rudin spaces constructed with non-
Aronszajn trees. We obtain the following two results:
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Theorem 4. MAℵ1(rec) implies that if 〈Tn; n ∈ ω〉 is a decreasing se-
quence of ω1-trees and 〈πn; n ∈ ω \ {0}〉 is a sequence of functions with
(p1–3) such that T 0 has at most countably many cofinal chains, then the
space X(〈Tn, πn; n ∈ ω〉) does not satisfy (D1).

Theorem 5. The Proper Forcing Axiom implies that if 〈Tn; n ∈ ω〉 is a
decreasing sequence of ω1-trees with the properties (u1–2) (see Section 4.2
for the definition) and 〈πn; n ∈ ω \ {0}〉 is a sequence of functions with
(p1–3), then the space X(〈Tn, πn; n ∈ ω〉) does not satisfy (D1).

To end this section, we give a key combinatorial property of Aronszajn
trees, which is used in many places, mainly in Section 2. It follows from the
next lemma that if T is an Aronszajn tree, then the forcing notion adding an
uncountable antichain through T by finite approximations has the rectangle
refining property.

Lemma 1.4 ([23]). Suppose that T is an Aronszajn tree, and I and J are
uncountable subsets of T . Then there exist incomparable nodes u and v in T
such that the sets {s ∈ I; u <T s} and {s ∈ J ; v <T s} are both uncountable.

2. Generalized Rudin spaces constructed with Aronszajn trees

2.1. Proof of Theorem 1. Throughout this subsection, we suppose that
〈Tn; n ∈ ω〉 is a decreasing sequence of Aronszajn trees and 〈πn; n∈ω \ {0}〉
is a sequence of functions with (p1–3).

Let C be a closed subset of X(〈Tn, πn; n ∈ ω〉). We define a forcing notion

D(〈Tn, πn; n ∈ ω〉, C),

or D(C) for short, which consists of pairs 〈A, h〉 such that

1. A is a finite subset of
⋃
n∈ω T

n × {n} \ C,
2. h is a finite partial function from

⋃
n∈ω T

n × {n} into ω1,
3. for every x = 〈s, i〉 ∈ dom(h), h(x) ∈ lv(s) and N(x, h(x)) ∩ A = ∅;

moreover, if s is a successor level, then h(x) = lv(s)− 1,

ordered by extensions, that is, for conditions 〈A, h〉 and 〈A′, h′〉,
〈A, h〉 ≤D(C) 〈A′, h′〉 :⇔ A ⊇ A′ & h ⊇ h′.

We notice that for any x ∈
⋃
n∈ω T

n × {n}, the set

{〈A, h〉 ∈ D(C); x ∈ A ∪ dom(h)}
is dense in D(C). (The proof is essentially the same as the proof of the
regularity of X(〈Tn, πn; n ∈ ω〉).) So D(C) generically adds an open set U
covering C and a subset W of

⋃
n∈ω T

n×{n} such that U and W are disjoint
and U ∪W covers the space.

Lemma 2.1. D(〈Tn, πn; n ∈ ω〉, C) has the rectangle refining property.
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Proof. First, we exhibit a suitable refinement for this forcing notion.
Let {〈Aξ, hξ〉; ξ ∈ ω1} be an uncountable family in D(C). By shrinking the
family if necessary, we may assume that

• both {Aζ ; ζ ∈ ω1} and {dom(hζ); ζ ∈ ω1} form ∆-systems with roots
R and S respectively,
• for every ζ and µ in ω1, hζ�S = hµ�S,
• the size of all Aζ \ R is the same, say k, and if Aζ \ R = {xζ,i; i ∈ k}

then each xζ,i equals 〈sζ,i,mi〉 for some mi,
• the size of all dom(hζ) \ S is the same, say l, and if dom(hζ) \ S =
{yζ,j ; j ∈ l} then each yζ,j is {tζ,j , nj} for some nj ,
• there exists δ such that both R and S are subsets of

⋃
n∈ω (Tn)≤δ+1×

{n} and for j ∈ l and ζ, µ ∈ ω1,

{〈s�(δ + 1),m〉; 〈s,m〉 ∈ Aζ} = {〈s�(δ + 1),m〉; 〈s,m〉 ∈ Aµ}
and tζ,j�(δ + 1) = tµ,j�(δ + 1),
• there exists a subset L of l such that for any j ∈ L, all the hζ(yζ,j) are

the same αj , and for all ζ, µ ∈ ω1, tζ,j�(αj + 1) = tη,j�(αj + 1), and
for any j ∈ l \ L, the set {hζ(yζ,j); ζ ∈ ω1} is uncountable.

This is a suitable refinement for our forcing notion.
Suppose that I0 and I1 are disjoint uncountable subsets of ω1, and a pair

of families {〈Aξ, hξ〉; ξ ∈ I0} and {〈Aη, hη〉; η ∈ I1} of uncountable subsets
of D(C) forms a suitable refinement, that is, {〈Aζ , hζ〉; ζ ∈ I0 ∪ I1} is as
above.

Since each Tn is Aronszajn, by using Lemma 1.4 finitely many times,
there are uncountable subsets I ′0 and I ′1 of I0 and I1 respectively and a set
{we,i, ze,j ; e ∈ {0, 1} & i ∈ k & j ∈ l} of nodes of T 0 such that

• for any ζ < µ in I ′0 ∪ I ′1,

max{lv(s); 〈s,m〉 ∈ Aζ ∪ dom(hζ)}
< min({lv(sµ,i); i ∈ k} ∪ {hµ(yµ,j); j ∈ l \ L} ∪ {lv(tµ,j); j ∈ L}),

• for every e ∈ {0, 1}, ζ ∈ I ′e, i ∈ k and j ∈ l, we have we,i ≤T 0 sζ,i and
ze,j ≤T 0 tζ,j , and we,i and z1−e,j are incomparable in T 0.

Then for all ξ ∈ I ′0 and η ∈ I ′1,

(Aξ ∪Aη) ∩
( ⋃
x∈dom(hξ)

N(x, hξ(x)) ∪
⋃

x∈dom(hη)

N(x, hη(x))
)

= ∅,

hence 〈Aξ, hξ〉 and 〈Aη, hη〉 are compatible in D(C).

Suppose that 〈Cν ; ν ∈ ω〉 is a decreasing sequence of closed sets with
empty intersection. Then the finite support product

∏
ν∈ω D(Cν) also has

the rectangle refining property, and for any x ∈
⋃
n∈ω T

n × {n} and υ ∈ ω,
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the sets{
〈〈Aν , hν〉; ν ∈ σ〉 ∈

∏
ν∈ω

D(Cν); υ ∈ σ & x ∈ Aυ ∪ dom(hυ)
}

and {
〈〈Aν , hν〉; ν ∈ σ〉 ∈

∏
ν∈ω

D(Cν); ∃µ ∈ σ (x ∈ Aµ)
}

are both dense in
∏
ν∈ω D(Cν). Hence for a

∏
ν∈ω D(Cν)-generic filter G,

letting

Uυ :=
⋃{

N(x, hν(x)); ∃〈〈Aν , hν〉; ν ∈ σ〉 ∈ G (υ ∈ σ & x ∈ dom(hυ))
}

and
Wυ :=

⋃
{Aυ; ∃〈〈Aν , hν〉; ν ∈ σ〉 ∈ G (υ ∈ σ)}

for each υ ∈ ω, we have:

• Uυ is an open set which covers Cυ,
• Wυ is disjoint from Uυ and Uυ ∪Wυ covers the whole space,
•
⋃
ν∈ωWν covers the whole space, hence

⋂
ν∈ω Uν is empty.

That is,
∏
ν∈ω D(Cν) adds a counterexample to (D1) for the sequence

〈Cν ; ν ∈ ω〉. Therefore Theorem 1 follows from the above lemma.

2.2. Proof of Theorem 2. Throughout this subsection, we suppose that
〈Tn; n ∈ ω〉 is a decreasing sequence of Aronszajn trees and 〈πn; n∈ω \ {0}〉
is a sequence of functions with (p1–4).

Suppose that C and D are disjoint closed subsets of
⋃
n∈ω T

n × {n}.
Then we define a forcing notion

N(〈Tn, πn; n ∈ ω〉, C,D),

or N(C,D) for short, which consists of pairs 〈c, d〉 of finite partial functions
from

⋃
n∈ω T

n × {n} into ω1 such that:

1. for any 〈s, i〉 ∈ dom(c), if s has a limit level, then c(〈s, i〉) ∈ lv(s),
otherwise c(〈s, i〉) = lv(s)− 1,

2. for any 〈t, j〉 ∈ dom(d), if t has a limit level, then d(〈t, j〉) ∈ lv(t),
otherwise d(〈t, j〉) = lv(t)− 1,

3.
(
C ∪

⋃
x∈dom(c)

N(x, c(x))
)
∩
(
D ∪

⋃
x∈dom(d)

N(x, d(x))
)

= ∅,

ordered by extensions, that is, for conditions 〈c, d〉 and 〈c′, d′〉,

〈c, d〉 ≤N(C,D) 〈c′, d′〉 :⇔ c ⊇ c′ & d ⊇ d′.

Note that for each x ∈
⋃
n∈ω T

n × {n}, the set

{〈c, d〉 ∈ N(C,D); x ∈ dom(c) ∪ dom(d)}
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is dense in N(C,D). The proof is also essentially the same as the proof of
the regularity of X(〈Tn, πn; n ∈ ω〉). From the genericity argument for these
dense sets, for any N(C,D)-generic filter G,⋃

{N(x, c(x)); ∃〈c, d〉 ∈ G (x ∈ dom(c))}

and ⋃
{N(x, d(x)); ∃〈c, d〉 ∈ G (x ∈ dom(d))}

are disjoint open sets which separate C and D. So Theorem 2 follows from
the next lemma.

Lemma 2.2. N(〈Tn, πn; n ∈ ω〉, C,D) has the rectangle refining prop-
erty.

Proof. First, we exhibit a suitable refinement for this forcing notion.
Suppose that {〈cζ , dζ〉; ζ ∈ ω1} is an uncountable family in N(C,D). By
shrinking the family if necessary, we may assume that there are subsets R
and S of

⋃
n∈ω T

n×{n} such that {dom(cζ); ζ ∈ ω1} and {dom(dζ); ζ ∈ ω1}
are both ∆-systems with roots R and S respectively. Moreover, we may
assume that cζ�R = cµ�R and dζ�S = dµ�S for all ζ, µ ∈ ω1. By shrinking
the family more if necessary, we may also assume that

• the size of all dom(cζ)\R is the same, say k, the size of all dom(dζ)\S
is the same, say l, and if dom(cζ)\R = {xζ,i; i ∈ k} and dom(dζ)\S =
{yζ,j ; j ∈ l}, then each xζ,i is 〈sζ,i,mi〉 and each yζ,j is 〈tζ,j , nj〉 for
some mi and nj ,
• there exists δ such that both R and S are subsets of

⋃
n∈ω (Tn)≤δ+1×

{n}, and sζ,i�(δ + 1) = sµ,i�(δ + 1) and tζ,j�(δ + 1) = tµ,j�(δ + 1) for
all i ∈ k, j ∈ l and ζ, µ ∈ ω1,
• there exist K ⊆ k and L ⊆ l such that

– for any i ∈ K, the cζ(xζ,i) are the same αi, and sζ,i�(αi + 1) =
sµ,i�(αi + 1) for all ζ, µ ∈ ω1,

– for any i ∈ k \K, the set {cζ(xζ,i); ζ ∈ ω1} is uncountable,
– for any j ∈ L, the dζ(yζ,j) are the same βj , and tζ,j�(βj + 1) =
tµ,j�(βj + 1) for all ζ, µ ∈ ω1,

– for any j ∈ l \ L, the set {dζ(yζ,i); ζ ∈ ω1} is uncountable.

This is a suitable refinement for this forcing notion.
Suppose that I0 and I1 are disjoint uncountable subsets of ω1 and a pair

of families {〈cξ, dξ〉; ξ ∈ I0} and {〈cη, dη〉; η ∈ I1} of uncountable subsets
of N(C,D) forms a suitable refinement, that is, {〈cζ , dζ〉; ζ ∈ I0 ∪ I1} is as
above.

Since each Tn is Aronszajn and 〈πn; n ∈ ω \ {0}〉 satisfies (p4), by using
Lemma 1.4 finitely many times we can find uncountable subsets I ′0 and I ′1
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of I0 and I1 respectively and sets {we,i, ze,j ; e ∈ {0, 1} & i ∈ k & j ∈ l} of
nodes of T 0 such that

• for any ζ < µ in I ′0 ∪ I ′1,

max{lv(s); 〈s,m〉 ∈ dom(cζ) ∪ dom(dζ)}

< min{cµ(xµ,i), dµ(yµ,j); i ∈ k \K & j ∈ l \ L},

and for every e ∈ {0, 1},

• for all i ∈ k \K, j ∈ l \ L and ζ ∈ I ′e, we have we,i <Tmi sζ,i�cζ(xζ,i)
and ze,j <Tnj tζ,j�dζ(yζ,j),
• for all i ∈ K, j ∈ L and ζ ∈ I ′e, we have lv(we,i) ≥ βj+1, we,i <Tmi sζ,i,

lv(ze,j) ≥ αi + 1 and ze,j <Tnj tζ,j ,
• for all i ∈ k and j ∈ l, we,i and z1−e,j are incomparable in T 0,
• for all i ∈ k \K and j ∈ L, if mi = nj − 1, then

either ∆(we,i, z1−e,j) is not in the set

{∆(tµ,j , y); µ ∈ I ′1−e & y ∈ πnj (tµ,j)},

or there exist r1−e,i,j ∈ Tmi and aµ,1−e,i,j ∈ πnj (tµ,j) for each µ ∈
I ′1−e such that for all µ ∈ I ′1−e we have ∆(we,i, z1−e,j) =
∆(tµ,j , aµ,1−e,i,j), r1−e,i,j <Tmi aµ,1−e,i,j , and r1−e,i,j and we,i are
incomparable in Tmi ,

• for all j ∈ l \ L and i ∈ K, if nj = mi − 1, then

either ∆(ze,j , w1−e,i) is not in the set

{∆(sµ,i, z); µ ∈ I ′1−e & z ∈ πmi(sµ,i)},

or there exist u1−e,j,i ∈ Tnj and bµ,1−e,j,i ∈ πmi(sµ,i) for each µ ∈
I ′1−e such that for all µ ∈ I ′1−e we have ∆(ze,j , w1−e,i) =
∆(sµ,i, bµ,1−e,j,i), u1−e,j,i <Tnj bµ,1−e,j,i, and u1−e,j,i and ze,j are
incomparable in Tnj .

The last two conditions guarantee that for all i ∈ k \ K and j ∈ L,
if mi = nj − 1, then we,i is incomparable in Tmi with any member of⋃
µ∈I′1−e

πnj (tµ,j), and for all j ∈ l \ L and i ∈ K, if nj = mi − 1, then
ze,j is incomparable in Tnj with any member of

⋃
µ∈I′1−e

πmi(sµ,i). So by
our ∆-system refinement, if e ∈ {0, 1}, ξ ∈ I ′e, η ∈ I ′1−e, i ∈ k and j ∈ l,
then

N(xξ,i, cξ(xξ,i)) ∩N(yη,j , dη(yη,j)) = ∅.

Hence for all ξ ∈ I ′0 and η ∈ I ′1, the pair 〈cξ ∪ cη, dξ ∪ dη〉 is a condition of
N(C,D), so 〈cξ, dξ〉 and 〈cη, dη〉 are compatible in N(C,D).
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3. A Suslin tree may force that every generalized Rudin space
constructed with Aronszajn trees is non-Dowker. Throughout this
section, we suppose that T is a coherent Suslin tree which consists of func-
tions in ω<ω1 and is closed under finite modifications. That is, for any s and
t in T , the set

{α ∈ min{lv(s), lv(t)}; s(α) 6= t(α)}

is finite, and for any s ∈ T and t ∈ ωlv(s), if {α ∈ lv(s); s(α) 6= t(α)} is finite,
then also t ∈ T . We note that ♦, or adding a Cohen real, builds a coherent
Suslin tree. A coherent Suslin tree has canonical commutative isomorphisms.
Let s and t be nodes in T with the same height. Then we define a function
ψs,t from T �s into T �t such that for each v ∈ T with v ≥T s,

ψs,t(v) := t_(v�[lv(s), lv(v))),

the concatenation of t and v�[lv(s), lv(v)). Note that ψs,t is an isomorphism,
and if s, t, u are nodes in T with the same level, then ψs,t, ψt,u and ψs,u
commute. (On coherent Suslin trees, see e.g. [10, 13].)

3.1. Proof of Theorem 3(1). Throughout this subsection, we suppose
that 〈Ṫn; n ∈ ω〉 is a sequence of T -names for Aronszajn trees and 〈π̇n;
n ∈ ω \ {0}〉 is a sequence of T -names for functions with (p1–3). Moreover,
we suppose that it is forced that for each n ∈ ω and each α ∈ ω1, the set
(Ṫn)α is a subset of [λα, λα + ω), where λα is the αth limit ordinal.

For a countable ordinal α, we let lv(α) := sup(Lim ∩ (α + 1)), that is,
lv(α) is the unique limit ordinal λ such that α ∈ [λ, λ+ ω). We notice that
in general lv(α) is not equal to the level of the tree in the usual sense, but
they are equal at club many levels.

Let Ċν , for ν ∈ ω, be T -names for closed subsets of X(〈Ṫn, π̇n; n ∈ ω〉)
such that it is forced that 〈Ċν ; ν ∈ ω〉 is a decreasing sequence of closed sets
with empty intersection. Since T is ccc, we can find a club Z on ω1 such
that for every γ ∈ Z, λγ = γ, and for any α, β ∈ γ and m,n, ν ∈ ω, every
node in Tγ decides the statements “α ∈ Ṫn”, “α ≤Ṫn β”, “〈α, β〉 ∈ π̇n”, and
“〈α,m〉 ∈ Ċν”. One of the important observations to show Lemma 3.4 (and
Lemma 3.7) below is that, since T is ccc, for any α ∈ ω1 and n ∈ ω, the
set

{{β ∈ ω1; u T “β <Ṫn α”};
u ∈ T & u decides all levels of the tree Ṫn below α}

is countable.
For a finite partial function c from ω1 × ω into ω1, s ∈ T and δ ∈ ω1,

if for every 〈α,m〉 ∈ dom(c), s T “α ∈ Ṫm” and c(〈α,m〉) ∈ lv(α), and
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sup(Z ∩ (δ + 1)) ≤ lv(s), then we let

M(c, s, δ) :=
⋃

〈α,m〉∈dom(c)

{β ∈ sup(Z ∩ (δ + 1)); s T “β ≤Ṫm α”

& lv(β) > c(〈α,m〉)} × {m}.

Note that for such c, s and δ,

s T “M(c, s, δ) is a closed subset of X(〈Ṫn, π̇n; n ∈ ω〉)”.

We define a forcing notion

gTD(〈Ṫn, π̇n; n ∈ ω〉, 〈Ċν ; ν ∈ ω〉, Z),

or gD(〈Ċν ; ν ∈ ω〉, Z) for short, which consists of the triples 〈σ, f, g〉 such
that:

1. σ is a finite subset of ω,
2. f and g are functions, dom(f) = dom(g) and dom(f) is a finite subset

of T closed under ∧,
3. for each t ∈ dom(f), f(t) is a finite sequence of finite subsets of the set

sup(Z ∩ (lv(t) + 1))× ω with a support σ, say f(t) = 〈f(t, ν); ν ∈ σ〉,
4. for each t ∈ dom(f), g(t) is a finite sequence of finite partial functions

from sup(Z ∩ (lv(t) + 1)) × ω into ω1 with support σ, say g(t) =
〈g(t, ν); ν ∈ σ〉,

5. t T “〈〈f(t, ν), g(t, ν)〉; ν ∈ σ〉 ∈
∏
ν∈ω D(〈Ṫn, π̇n; n ∈ ω〉, Ċν)”,

6. for all t and t′ in dom(f), if t′ <T t, then for each ν ∈ σ,

t T “〈f(t, ν), g(t, ν)〉 ≤D(Ċν) 〈f(t′, ν), g(t′, ν)〉”

and if{
lv(α); 〈α,m〉 ∈

⋃
ν∈σt

f(t, ν) \ f(t′, ν) or

〈α,m〉 ∈
⋃
ν∈σt

dom(g(t, ν)) \ dom(g(t′, ν)), for some m ∈ ω
}
6= ∅,

then

max
{

lv(α); 〈α,m〉 ∈
⋃
ν∈σt′

f(t′, ν) or

〈α,m〉 ∈
⋃
ν∈σt′

dom(g(t′, ν)), for some m ∈ ω
}

< min
{

lv(α); 〈α,m〉 ∈
⋃
ν∈σt

f(t, ν) \ f(t′, ν) or

〈α,m〉 ∈
⋃
ν∈σt

dom(g(t, ν)) \ dom(g(t′, ν)), for some m ∈ ω
}
,
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7. for all s, t ∈ dom(f) and ν ∈ σ,
f(s ∧ t, ν) = f(s, ν) ∩ f(t, ν) ∩ (sup(Z ∩ (∆(s, t) + 1))× ω)

and
dom(g(s ∧ t, ν))

= dom(g(s, ν)) ∩ dom(g(t, ν)) ∩ (sup(Z ∩ (∆(s, t) + 1))× ω),
8. for all s, t ∈ dom(f) and ν ∈ σ,

((f(s, ν) ∪ f(t, ν)) ∩∆(s, t))
∩ (M(g(s, ν), s,∆(s, t)) ∪M(g(t, ν), t,∆(s, t))) = ∅.

For conditions 〈σ, f, g〉 and 〈σ′, f ′, g′〉 in gD(〈Ċν ; ν ∈ ω〉, Z), we define

〈σ, f, g〉 ≤gD(〈Ċν ; ν∈ω〉,Z) 〈σ
′, f ′, g′〉

:⇔ σ ⊇ σ′ & dom(f) ⊇ dom(f ′) & ∀ν ∈ σ′ ∀t ∈ dom(f ′)
(t T “〈f(t, ν), g(t, ν)〉 ≤D(Ċν) 〈f

′(t, ν), g′(t, ν)〉”).

Proposition 3.1. For each t ∈ T , the set

{〈σ, f, g〉 ∈ gTD(〈Ṫn, π̇n; n ∈ ω〉, 〈Ċν ; ν ∈ ω〉, Z); t ∈ dom(f)}
is dense.

Proof. Let 〈σ, f, g〉 ∈ gD(〈Ċn; n ∈ ω〉, Z).
If there is s ∈ dom(f) such that t ≤T s, then for each ν ∈ σ, let

f ′(t, ν) := f(s, ν) ∩ (sup(Z ∩ (lv(t) + 1))× ω)),
g′(t, ν) := g(s, ν)�(dom(g(s, ν)) ∩ sup(Z ∩ (lv(t) + 1))× ω)).

Then
〈σ, f ∪ {〈t, 〈f ′(t, ν); ν ∈ σ〉〉}, g ∪ {〈t, 〈g′(t, ν); ν ∈ σ〉〉}〉

is a condition of gD(〈Ċν ; ν ∈ ω〉, Z) and an extension of 〈σ, f, g〉.
Suppose that t 6≤T s for all s ∈ dom(f). Then there exists s ∈ dom(f)

such that ∆(t, u) ≤ ∆(t, s) for any u ∈ dom(f). For each ν ∈ σ we let

f ′(s ∧ t, ν) := f(s, ν) ∩ (sup(Z ∩ (∆(t, s) + 1))× ω)),
g′(s ∧ t, ν) := g(s, ν)�(dom(g(s, ν)) ∩ sup(Z ∩ (∆(t, s) + 1))× ω)).

Then

〈σ, f ∪ {〈s ∧ t, 〈f ′(s ∧ t, ν); ν ∈ σ〉〉}, g ∪ {〈s ∧ t, 〈g′(s ∧ t, ν); ν ∈ σ〉〉}〉
is a condition of gD(〈Ċν ; ν ∈ ω〉, Z) and an extension of 〈σ, f, g〉.

Proposition 3.2. For t ∈ T , 〈α,m〉 ∈ ω1 × ω and υ ∈ ω, the set

{〈σ, f, g〉 ∈ gTD(〈Ṫn, π̇n; n ∈ ω〉, 〈Ċν ; ν ∈ ω〉, Z);
υ ∈ σ & ∃s ∈ dom(f) (t ≤T s
& (either s T “α 6∈ Ṫm” or 〈α,m〉 ∈ f(s, υ) ∪ dom(g(s, υ))))}

is dense in gTD(〈Ṫn, π̇n; n ∈ ω〉, 〈Ċν ; ν ∈ ω〉, Z).
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Proof. Let 〈σ, f, g〉 ∈ gD(〈Ċν ; ν ∈ ω〉, Z). From the previous proposi-
tion, we may assume that t ∈ dom(f) and there exists s ∈ T such that
t ≤T s, lv(u) ≤ lv(s) for every u ∈ dom(f), and lv(α) < sup(Z ∩ (lv(s) + 1)).
Moreover, we may assume that υ ∈ σ. By the property of Z, s decides the
statement “α ∈ Ṫm”. If s T “α 6∈ Ṫm”, then 〈σ, f, g〉 is in the above set,
so now we suppose that s  “α ∈ Ṫm”.

We enumerate the set

{u ∈ dom(f); lv(α) ∈ sup(Z ∩ (∆(u, s) + 1))}
as 〈ui; i ∈ k〉. Note that for any j ∈ k and u ∈ dom(f), if lv(α) ∈ sup(Z ∩
(∆(uj , u) + 1)), then u is also in the set {ui; i ∈ k}, and u T “α ∈ Ṫm”.
If for some i ∈ k, 〈α,m〉 ∈ f(ui, υ) ∪ dom(g(ui, υ)), then 〈σ, f, g〉 is in the
above set, so now we suppose that 〈α,m〉 6∈ f(ui, υ)∪ dom(g(ui, υ)) for any
i ∈ k. Then we recursively pick γi ∈ lv(α) for i ∈ k such that for each i ∈ k,
γi ≤ γi+1 and

ui T “〈f(ui, υ), g(ui, υ) ∪ {〈〈α,m〉, γi〉}〉 ∈ D(Ċυ)”,

and for any u ∈ dom(f),

f(u, υ) ∩M(g(ui) ∪ {〈〈α,m〉, γi〉}, ui, ∆(ui, u)) = ∅.
Then the triple

〈σ, f, (g�(dom(g) \ ({ui; i ∈ k} × {υ})))
∪ {〈ui, g(ui) ∪ {〈〈α,m〉, γk−1〉}〉; i ∈ k}〉

is a condition of gD(〈Ċν ; ν ∈ ω〉, Z) and an extension of 〈σ, f, g〉.
Proposition 3.3. For t ∈ T , 〈α,m〉 ∈ ω1 × ω, the set

{〈σ, f, g〉 ∈ gTD(〈Ṫn, π̇n; n ∈ ω〉, 〈Ċν ; ν ∈ ω〉, Z);
∃s ∈ dom(f) (t ≤T s
& (either s T “α 6∈ Ṫm” or ∃ν ∈ σ(〈α,m〉 ∈ f(s, ν))))}

is dense in gTD(〈Ṫn, π̇n; n ∈ ω〉, 〈Ċν ; ν ∈ ω〉, Z).

Proof. Let 〈σ, f, g〉 ∈ gD(〈Ċν ; ν ∈ ω〉, Z). We may assume that t ∈
dom(f) and there exists s ∈ T such that t ≤T s, lv(u) ≤ lv(s) for every
u ∈ dom(f), and lv(α) < sup(Z ∩ (lv(s) + 1)). By the property of Z, s
decides the statement “α ∈ Ṫm”. If s T “α 6∈ Ṫm”, then 〈σ, f, g〉 is in
the above set, so now we suppose that s  “α ∈ Ṫm”. Then we can find
ν ∈ ω\σ such that s T “〈α,m〉 6∈ Ċν”. So we can find the desired extension
of 〈σ, f, g〉.

Assume that gD(〈Ċν ; ν ∈ ω〉, Z) × T is ccc. (Then the forcing notion
gD(〈Ċν ; ν ∈ ω〉, Z) is also ccc.) We denote the ground model by V and let
G be a gD(〈Ċν ; ν ∈ ω〉, Z)-generic filter over V, and H a T -generic filter
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over V[G]. Then we let

GH :=
{
p ∈

∏
ν∈ω

D(Ċν [H]); ∃〈σ, f, g〉 ∈ G ∃t ∈ dom(f) ∩H

(t T “〈f(t, ν), g(t, ν); ν ∈ σ〉 ≤Q
ν∈ω D(Ċν [H]) p”)

}
.

(Ċν [H] is the interpretation of Ċν in V[G][H] by H.) By the definition of
gD(〈Ċν ; ν ∈ ω〉, Z), GH is a filter. By the previous propositions, we note
that in V[G],

• for each ν ∈ ω and 〈α,m〉 ∈ ω1 × ω, the set

{s ∈ T ; either s T “α 6∈ Ṫm”
or ∃〈σ, f, g〉 ∈ G (ν ∈ σ & 〈α,m〉 ∈ f(s, ν) ∪ dom(g(s, ν)))}

is dense in T ,
• for each 〈α,m〉 ∈ ω1 × ω, the set

{s ∈ T ; either s T “α 6∈ Ṫm”
or ∃〈σ, f, g〉 ∈ G ∃ν ∈ σ (〈α,m〉 ∈ f(s, ν))}

is dense in T .

In V[G][H], for each υ ∈ ω, we let

Uυ :=
⋃
{N(x, hυ(x));

∃〈〈Aν , hν〉; ν ∈ σ〉 ∈ GH (υ ∈ σ & x ∈ dom(hυ))},
Wυ :=

⋃
{Aυ; ∃〈〈Aν , hν〉; ν ∈ σ〉 ∈ GH (υ ∈ σ)}.

Then for each υ ∈ ω,

• Uυ is an open set which covers Cυ,
• Wυ is disjoint from Uυ and Uυ ∪Wυ covers the whole space,
•
⋃
ν∈ωWν covers the whole space, hence

⋂
ν∈ω Uν is empty.

Lemma 3.4. gTD(〈Ṫn, π̇n; n ∈ ω〉, 〈Ċν ; ν∈ω〉, Z)×T satisfies the count-
able chain condition.

Proof. Let {〈〈σξ, fξ, gξ〉, tξ〉; ξ∈ω1} be an uncountable subset of gD(〈Ċν ;
ν ∈ ω〉, Z)×T . By strengthening each condition if necessary, we may assume
that there are σ ∈ [ω]<ℵ0 and δξ ∈ ω1 for each ξ ∈ ω1 such that for each
ξ ∈ ω1,

• σξ = σ,
• tξ ∈ dom(fξ) ∩ Tδξ and every node in dom(fξ) is of height ≤ δξ,
• for any t ∈ dom(fξ), there exists t′ ∈ dom(fξ) ∩ Tδξ such that t ≤T t′.

By shrinking the subset and strengthening each condition again if necessary,
we may also assume that there exists γ0 ∈ ω1 such that
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• γ0 < δ0 and if ξ < η in ω1, then δξ < δη,
• {dom(fξ); ξ ∈ ω1} is a ∆-system with a root R such that R ⊆ T≤γ0

and if ξ < η in ω1, then fξ�R = fη�R and gξ�R = gη�R, and δξ < lv(s)
for any s ∈ dom(fη) \R,
• for each ν ∈ σ,

– {
⋃
t∈dom(fξ)

fξ(t, ν); ξ ∈ ω1} is a ∆-system with a root Sν0 ⊆ γ0×ω,
and δξ < lv(ε) for any ξ < η in ω1 and 〈ε, i〉 ∈

⋃
t∈dom(fη) fη(t, ν)\Sν0 ,

– {
⋃
t∈dom(gξ)

dom(gξ(t, ν)); ξ ∈ ω1} is a ∆-system with a root Sν1 ⊆
γ0 × ω, and if ξ < η in ω1, then δξ < lv(ε) for any 〈ε, i〉 ∈⋃
t∈dom(gη) dom(gη(t, ν)) \ Sν1 ,

• there is a strictly increasing sequence 〈γξ; ξ ∈ ω1 \ {0}〉 of countable
ordinals such that for every ξ ∈ ω1, the set

{ζ ∈ ω1; ∃s, t ∈ dom(fξ) ∩ Tδξ (ζ ∈ δξ & s(ζ) 6= t(ζ))}

is a subset of γ0 ∪ [γξ, γξ+1),
• |dom(fξ) ∩ Tδξ | =: n for all ξ ∈ ω1, say

dom(fξ) ∩ Tδξ = {sξ0, s
ξ
1, . . . , s

ξ
n−1},

and tξ = sξ0, and there exists m ≤ n such that for any ξ ∈ ω1 and i ∈ n,
there is a unique j ∈ m such that sξi �γξ = sξj�γξ and sξj�[γξ, γξ+1) =

tξ�[γξ, γξ+1), and for all i ∈ n and ξ, η ∈ ω1, sξi �γ0 = sηi �γ0,
• for any ξ, η ∈ ω1, ν ∈ σ and i ∈ n, gξ(s

ξ
i , ν)�Sν1 = gη(s

η
i , ν)�Sν1 ,

• for all ν ∈ σ and i ∈ n,

– the size of all fξ(s
ξ
i , ν) \ Sν0 is the same, say kνi , the size of all

dom(gξ(s
ξ
i , ν)) \Sν1 is the same, say lνi , and we have fξ(s

ξ
i , ν) \Sν0 =

{〈αξν,ı, aν,ı〉; ı ∈ kνi } and dom(gξ(s
ξ
i , ν)) \ Sν1 =

{
〈βξν,, bν,〉;  ∈ lνi

}
for some aν,ı and bν,,

– if ξ < η in ω1 and ı ∈ kνi , then

{ε ∈ γ0 + 1; sξi T “ε <Ṫaν, α
ξ
ν,”}

= {ε ∈ γ0 + 1; sηi T “ε <Ṫaν, α
η
ν,”},

– there is Lνi ⊆ lνi such that

∗ if ξ < η in ω1 and  ∈ lνi \ Lνi , then δξ < gη(s
η
i , ν)(〈βην,, bν,〉) and

{ε ∈ γ0 + 1; sξi T “ε <Ṫ bν, β
ξ
ν,”}

= {ε ∈ γ0 + 1; sηi T “ε <Ṫ bν, β
η
ν,”},

∗ if ξ, η ∈ ω1 and  ∈ Lνi , then

gξ(s
ξ
i , ν)(〈βξν,, bν,〉) = gη(s

η
i , ν)(〈βην,, bν,〉)
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and

{ε ∈ gξ(sξi , ν)(〈βξν,, bν,〉) + 1; sξi T “ε <Ṫ bν, β
ξ
ν,”}

= {ε ∈ gξ(sξi , ν)(〈βην,, bν,〉) + 1; sηi T “ε <Ṫ bν, β
η
ν,”}.

Since T is ccc, by shrinking {〈〈σξ, fξ, gξ〉, tξ〉; ξ ∈ ω1} if necessary, we
may assume that there exists r ∈ T such that γ0 ≤ lv(r) < δ0, r ≤T sξ0 for
all ξ ∈ ω1, and the set {sξ0�γξ; ξ ∈ ω1} is dense above r. For each i ∈ n,
we write ri := ψr,s0i � lv(r)(r) = s0

i �lv(r). Then for all i ∈ n and ξ ∈ ω1,

ri ≤T sξi , and the set {sξi �γξ; ξ ∈ ω1} is dense above ri, because by our
assumption,

ψr,s0i � lv(r)(s
ξ
0�γξ) = sξi �γξ

for all ξ ∈ ω1 and i ∈ n. By our ∆-system refinement,

{ri; i ∈ n} = {rj ; j ∈ m}.

Note that, by our ∆-system refinement and the definition of the forcing no-
tion gD(〈Ċn; n ∈ ω〉, Z), for any uncountable subsets I and J of ω1, ν ∈ σ
and i, j ∈ n, if ri = rj , then ri T “the family

{〈fξ(sξi , ν), gξ(s
ξ
i , ν)〉; ξ ∈ I} ∪ {〈fη(sηj , ν), gη(s

η
j , ν)〉; η ∈ J}

forms a suitable refinement in the sense of the proof of Lemma 2.1”.
We enumerate the set {〈i, j〉 ∈ m× n; ri = rj} as 〈〈iµ, jµ〉; µ ∈ N〉 with

〈iN−1, jN−1〉 = 〈0, 0〉. We recursively find T -names K̇µ and L̇µ for uncount-
able subsets of

∏
ν∈ω D(Ċν) below riµ and uncountable subsets Iµ and Jµ of

ω1 such that for each µ ∈ N ,

• we let I−1 = J−1 = ω1,
• riµ T “K̇µ∩L̇µ = ∅ and for any p ∈ K̇µ and q ∈ L̇µ, p 6⊥Q

ν∈ω D(Ċν) q”,
• – for any ξ ∈ Iµ and u ∈ T , if

u T “〈〈fξ(sξiµ , ν), gξ(s
ξ
iµ
, ν)〉; ν ∈ σ〉 ∈ K̇µ”,

then sξiµ ≤T u and for every µ′ < µ,

ψ
sξiµ ,s

ξ
iµ′

(u) T “〈〈fξ(sξiµ′ , ν), gξ(s
ξ
iµ′
, ν)〉; ν ∈ σ〉 ∈ K̇µ′”,

– for any η ∈ Jµ and v ∈ T , if

v T “〈〈fη(sηjµ , ν), gη(s
η
jµ
, ν)〉; ν ∈ σ〉 ∈ L̇µ”,

then sηjµ ≤T v and for every µ′ < µ,

ψsηiµ ,s
η
iµ′

(v) T “〈〈fη(sηjµ′ , ν), gη(s
η
jµ′
, ν)〉; ν ∈ σ〉 ∈ L̇µ′”,
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• we let

Iµ := {ξ ∈ Iµ−1; ∃u ∈ T (u T “〈〈fξ(sξiµ , ν), gξ(s
ξ
iµ
, ν)〉; ν ∈ σ〉 ∈ K̇µ”)},

Jµ := {η ∈ Jµ−1; ∃u ∈ T (u T “〈〈fη(sηjµ , ν), gη(s
η
jµ
, ν)〉; ν ∈ σ〉 ∈ L̇µ”)}.

To do this, at stage µ ∈ N , we define T -names ˜Kµ and ˜Lµ such that

• riµ T “ ˜Kµ ⊂ {〈〈fξ(sξiµ , ν), gξ(s
ξ
iµ
, ν)〉; ν ∈ σ〉; ξ ∈ Iµ−1}

and ˜Lµ ⊂ {〈〈fη(sηjµ , ν), gη(s
η
jµ
, ν)〉; ν ∈ σ〉; η ∈ Jµ−1}”,

• for any ξ ∈ Iµ−1 and u ∈ T ,

u T “〈〈fξ(sξiµ , ν), gξ(s
ξ
iµ
, ν)〉; ν ∈ σ〉 ∈ ˜Kµ”

:⇔ sξiµ ≤T u &

∀µ′ < µ (ψ
sξiµ ,s

ξ
iµ′

(u) T “〈〈fξ(sξiµ′ , ν), gξ(s
ξ
iµ′
, ν)〉; ν ∈ σ〉 ∈ K̇µ′”),

and for any η ∈ Jµ−1 and v ∈ T ,

v T “〈〈fη(sηjµ , ν), gη(s
η
jµ
, ν)〉; ν ∈ σ〉 ∈ ˜Lµ”

:⇔ sηjµ ≤T v &

∀µ′ < µ (ψsηjµ ,s
η
jµ′

(v) T “〈〈fη(sηjµ′ , ν), gη(s
η
jµ′
, ν)〉; ν ∈ σ〉 ∈ L̇µ′”).

We notice that

riµ T “both ˜Kµ and ˜Lµ are uncountable subsets of
∏
ν∈ω

D(Ċν)

and ˜Kµ ∪ ˜Lµ forms a suitable refinement for
∏
ν∈ω

D(Ċν)

in the sense of the proof of Lemma 2.1”.

So there are T -names K̇µ and L̇µ for uncountable subsets of ˜Kµ and ˜Lµrespectively such that

riµ T “K̇µ ∩ L̇µ = ∅ and for any p ∈ K̇µ and q ∈ L̇µ, p 6⊥Q
ν∈ω D(Ċν) q”.

Then we notice that Iµ and Jµ, defined as above, are both uncountable, and
this finishes the constructions.

We take some (or any) ξ ∈ IN−1. Then there exists u ∈ T such that

u T “〈〈fξ(sξiN−1
, ν), gξ(s

ξ
iN−1

, ν)〉; ν ∈ σ〉 ∈ K̇N−1”.

Then by our constructions, sξiN−1
≤T u and for any µ ∈ N ,

ψ
sξiN−1

,sξiµ
(u) T “〈〈fξ(sξiµ , ν), gξ(s

ξ
iµ
, ν)〉; ν ∈ σ〉 ∈ K̇µ”.

Since L̇N−1 is forced to be uncountable, there exist η ∈ ω1 and v ∈ T such
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that ξ < η, (δξ ≤) lv(u) < γη, u <T v, δξ < lv(v), and

v T “〈〈fη(sηjN−1
, ν), gη(s

η
jN−1

, ν)〉; ν ∈ σ〉 ∈ L̇N−1”.

(In fact, then η ∈ JN−1.) By our constructions, sηjN−1
≤T v, and for any

µ ∈ N ,

ψsηjN−1
,sηjµ

(v) T “〈〈fη(sηjµ , ν), gη(s
η
jµ
, ν)〉; ν ∈ σ〉 ∈ L̇µ”.

We notice that, since

tξ = sξ0 = sξiN−1
≤T u <T v, tη = sη0 = sηjN−1

≤T v

and lv(tξ) = δξ ≤ lv(u) < δη = lv(tη), it follows that tξ ≤T u <T tη.
Therefore by our ∆-system refinement and δξ ≤ lv(u) < γη, for each w ∈
dom(fη) \ R, we can find µw ∈ N such that w <T sηjµw and sξiµw <T sηjµw .
We then notice that for every w ∈ dom(fη) \R, since

sξiµw = riµw
_ tξ�[lv(r), δξ) ≤T riµw

_ tη�[lv(r), lv(u)) = ψ
sξiN−1

,sξiµw
(u)

<T riµw
_ tη�[lv(r), lv(w)) = w <T s

η
jµw
≤T ψsηjN−1

,sηjµw
(v),

it follows that

ψsηjN−1
,sηjµw

(v) T “〈〈fξ(sξiµw , ν), gξ(s
ξ
iµw

, ν)〉; ν ∈ σ〉 ∈ K̇µw

and 〈〈fη(sηjµw , ν), gη(s
η
jµw

, ν)〉; ν ∈ σ〉 ∈ L̇µw”,

hence

w T “〈〈fξ(sξiµw , ν), gξ(s
ξ
iµw

, ν)〉 : ν ∈ σ〉
and 〈〈fη(w, ν), gη(w, ν)〉; ν ∈ σ〉 are compatible”.

Let

f := fξ ∪ {〈w, 〈fξ(sξiµw , ν) ∪ fη(w, ν); ν ∈ σ〉〉; w ∈ dom(fη) \R},

g := gξ ∪ {〈w, 〈gξ(sξiµw , ν) ∪ gη(w, ν); ν ∈ σ〉〉; w ∈ dom(fη) \R}.

Then 〈〈σ, f, g〉, tη〉 is a condition of gD(〈Ċν ; ν ∈ ω〉, Z) and is a common
extension of 〈〈σξ, fξ, gξ〉, tξ〉 and 〈〈ση, fη, gη〉, tη〉.

Therefore by the standard argument to force a fragment of forcing axioms
(e.g. [4, §3], [5, §4] or [6, §8]), we can deduce Theorem 3(1). For example,
under the existence of a coherent Suslin tree T , we just force by iterating,
with finite supports, the forcing notions P of size ℵ1 such that P× T is ccc.
This is discussed in [12, Theorem 4.6].

3.2. Proof of Theorem 3(2). Throughout this subsection, we suppose
that 〈Ṫn; n ∈ ω〉 is a sequence of T -names for Aronszajn trees and 〈π̇n;
n ∈ ω \ {0}〉 is a sequence of T -names for functions with (p1–4) such that
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it is forced that for each n ∈ ω and each α ∈ ω1, the set (Ṫn)α is a subset
of the interval [λα, λα + ω).

Let Ċ and Ḋ be T -names for closed subsets of X(〈Ṫn, π̇n; n ∈ ω〉) such
that it is forced that Ċ and Ḋ are disjoint. As in the previous subsection,
we can find a club Z on ω1 such that λγ = γ for every γ ∈ Z, and for any
α, β ∈ γ and m,n ∈ ω, every node in Tγ decides the statements “α ∈ Ṫn”,
“α ≤Ṫn β”, “〈α, β〉 ∈ π̇n”, “〈α,m〉 ∈ Ċ”, and “〈α,m〉 ∈ Ḋ”.

As above, we define a forcing notion

gTN(〈Ṫn, π̇n; n ∈ ω〉, Ċ, Ḋ, Z),

or gN(Ċ, Ḋ, Z) for short, which consists of the pairs 〈f, g〉 of functions such
that

1. dom(f) = dom(g) and dom(f) is a finite subset of T closed under ∧,
2. for each t ∈ dom(f), f(t) and g(t) are finite partial functions from

sup(Z ∩ (lv(t) + 1))× ω into ω1 and

t T “〈f(t), g(t)〉 ∈ N(〈Ṫn, π̇n; n ∈ ω〉, Ċ, Ḋ)”,

3. for all t, t′ ∈ dom(f), if t′ <T t, then

t T “〈f(t), g(t)〉 ≤N(Ċ,Ḋ) 〈f(t′), g(t′)〉”

and if

(dom(f(t)) ∪ dom(g(t))) \ (dom(f(t′)) ∪ dom(g(t′))) 6= ∅,

then

max{lv(α); 〈α,m〉 ∈ dom(f(t′)) ∪ dom(g(t′)) for some m ∈ ω}
< min{lv(α);
〈α,m〉 ∈ (dom(f(t)) ∪ dom(g(t))) \ (dom(f(t′)) ∪ dom(g(t′)))

for some m ∈ ω},

4. for all s and t in dom(f),

dom(f(s ∧ t))
= dom(f(s)) ∩ dom(f(t)) ∩ (sup(Z ∩ (∆(s, t) + 1))× ω),

dom(g(s ∧ t))
= dom(g(s)) ∩ dom(g(t)) ∩ (sup(Z ∩ (∆(s, t) + 1))× ω),

5. for all s and t in dom(f),

(M(f(s), s,∆(s, t)) ∪M(f(t), t,∆(s, t)))
∩ (M(g(s), s,∆(s, t)) ∪M(g(t), t,∆(s, t))) = ∅.

For conditions 〈f, g〉 and 〈f ′, g′〉 in gN(Ċ, Ḋ, Z), we define
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〈f, g〉 ≤gN(Ċ,Ḋ,Z) 〈f
′, g′〉

:⇔ dom(f) ⊇ dom(f ′)

& ∀t ∈ dom(f ′) (t T “〈f(t), g(t)〉 ≤N(Ċ,Ḋ) 〈f
′(t), g′(t)〉”).

Proposition 3.5. For each t ∈ T , the set

{〈f, g〉 ∈ gTN(〈Ṫn, π̇n; n ∈ ω〉, Ċ, Ḋ, Z); t ∈ dom(f)}
is dense.

Proof. Let 〈f, g〉 ∈ gN(Ċ, Ḋ, Z).
If there is s ∈ dom(f) so that t ≤T s, then

〈f ∪ {〈t, f(s)�(dom(f(s)) ∩ (sup(Z ∩ (lv(t) + 1))× ω))〉},
g ∪ {〈t, g(s)�(dom(g(s)) ∩ (sup(Z ∩ (lv(t) + 1))× ω))〉}〉

is a condition of gN(Ċ, Ḋ, Z) and an extension of 〈f, g〉.
Suppose that t 6≤T s for all s ∈ dom(f). Then there exists s ∈ dom(f)

such that ∆(t, u) ≤ ∆(t, s) for any u ∈ dom(f). Let

f ′ := f ∪ {〈s ∧ t, f(s)�(dom(f(s)) ∩ (sup(Z ∩ (∆(t, s) + 1))× ω))〉}
∪ {〈t, f(s)�(dom(f(s)) ∩ (sup(Z ∩ (∆(t, s) + 1))× ω))〉},

g′ := g ∪ {〈s ∧ t, g(s)�(dom(g(s)) ∩ (sup(Z ∩ (∆(t, s) + 1))× ω))〉}
∪ {〈t, g(s)�(dom(g(s)) ∩ (sup(Z ∩ (∆(t, s) + 1))× ω))〉}.

Then 〈f ′, g′〉 is a condition of gN(Ċ, Ḋ, Z) and an extension of 〈f, g〉.

Proposition 3.6. For t ∈ T and 〈α,m〉 ∈ ω1 × ω, the set

{〈f, g〉 ∈ gTN(〈Ṫn, π̇n; n ∈ ω〉, Ċ, Ḋ, Z); ∃s ∈ dom(f) (t ≤T s &
(either s T “α 6∈ Ṫm” or 〈α,m〉 ∈ dom(f(s)) ∪ dom(g(s))))}

is dense.

Proof. Let 〈f, g〉 ∈ gN(Ċ, Ḋ, Z). From the previous proposition, we may
assume that t ∈ dom(f) and there exists s ∈ T such that t ≤T s, lv(u) ≤
lv(s) for every u ∈ dom(f), and lv(α) < sup(Z∩(lv(s)+1)). By the property
of Z, s decides the statement “α ∈ Ṫm”. If s T “α 6∈ Ṫm”, then 〈f, g〉 is in
the above set, so now we suppose that s  “α ∈ Ṫm”.

We enumerate the set

{u ∈ dom(f); lv(α) ∈ sup(Z ∩ (∆(u, s) + 1))}
as 〈ui; i ∈ k〉. We note that for any j ∈ k and v ∈ dom(f), if lv(α) ∈
sup(Z ∩ (∆(uj , v) + 1)), then v is also in {ui; i ∈ k}, and v T “α ∈ Ṫm”.
If for some i ∈ k, 〈α,m〉 ∈ dom(f(ui)) ∪ dom(g(ui)), then 〈f, g〉 is in the
above set, so suppose that 〈α,m〉 6∈ dom(f(ui)) ∪ dom(g(ui)) for any i ∈ k.
By the definition of gN(Ċ, Ḋ, Z), one of the following happens:
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• For all i, j ∈ k, 〈α,m〉 6∈M(f(ui), ui, ∆(ui, uj)).
• For all i, j ∈ k, 〈α,m〉 6∈M(g(ui), ui, ∆(ui, uj)).

Without loss of generality, we may assume that the first case happens. Then
we recursively pick γi ∈ lv(α) for i ∈ k such that:

• for each i ∈ k − 1, γi ≤ γi+1,
• for each i ∈ k,

ui T “〈f(ui), g(ui) ∪ {〈〈α,m〉, γi〉}〉 ∈ N(Ċ, Ḋ)”,

• for all i ∈ k and v ∈ dom(f),

M(f(v), v,∆(ui, v)) ∩M(g(ui) ∪ {〈〈α,m〉, γi〉}, ui, ∆(ui, v)) = ∅.
Then the pair

〈f, (g�(dom(g) \ {ui; i ∈ k})) ∪ {〈ui, g(ui) ∪ {〈〈α,m〉, γk−1〉}〉; i ∈ k}〉
is a condition of gN(Ċ, Ḋ, Z) and an extension of 〈f, g〉.

Assume that gN(Ċ, Ḋ, Z)×T is ccc. (Then so is gN(Ċ, Ḋ, Z).) We denote
the ground model by V and let G be a gN(Ċ, Ḋ, Z)-generic filter over V,
and H a T -generic filter over V[G]. Set

GH := {〈c, d〉 ∈ N(Ċ[H], Ḋ[H]); ∃〈f, g〉 ∈ G ∃t ∈ dom(f) ∩H
(t T “〈f(t), g(t)〉 ≤N(Ċ,Ḋ) 〈c, d〉”)}.

(Ċ[H] and Ḋ[H] are the interpretations of Ċ and Ḋ respectively in V[G][H].)
By the definition of gN(Ċ, Ḋ, Z), GH is a filter, and by the previous propo-
sition, we note that in V[G], for any 〈α,m〉 ∈ ω1 × ω, the set

{s ∈ T ; either s T “α 6∈ Ṫm” or 〈α,m〉 ∈ dom(f(s)) ∪ dom(g(s))}
is dense in T , so GH generates disjoint open sets which separate Ċ[G] and
Ḋ[G].

Lemma 3.7. gTN(〈Ṫn, π̇n; n ∈ ω〉, Ċ, Ḋ, Z) × T satisfies the countable
chain condition.

Proof. Let {〈〈fξ, gξ〉, tξ〉; ξ∈ω1} be an uncountable subset of gN(Ċ, Ḋ, Z)
× T . By strengthening each condition if necessary, we may assume that for
each ξ ∈ ω1, there is δξ in ω1 such that

• tξ ∈ dom(fξ) ∩ Tδξ and every node in dom(fξ) is of height ≤ δξ,
• for any t ∈ dom(fξ), there exists t′ ∈ dom(fξ) ∩ Tδξ such that t ≤T t′.

By shrinking the subset and strengthening each condition again if necessary,
we may also assume that there exists γ0 ∈ ω1 such that

• γ0 < δ0 and if ξ < η in ω1, then δξ < δη,
• {dom(fξ); ξ ∈ ω1} is a∆-system with a root R such that R ⊆ T≤γ0 and

if ξ < η in ω1, then fξ�R = fη�R and δξ < lv(s) for any s ∈ dom(fη)\R,
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• – {
⋃
t∈dom(fξ)

dom(fξ(t)); ξ ∈ ω1} is a ∆-system with a root S0 ⊆
γ0 × ω, and if ξ < η in ω1, then δξ < lv(ε) for any 〈ε,m〉 ∈⋃
t∈dom(fη) dom(fη(t)) \ S0,

– {
⋃
t∈dom(gξ)

dom(gξ(t)); ξ ∈ ω1} is a ∆-system with a root S1 ⊆
γ0 × ω, and if ξ < η in ω1, then δξ < lv(ε) for any 〈ε,m〉 ∈⋃
t∈dom(gη) dom(gη(t)) \ S1,

• there is a strictly increasing sequence 〈γξ; ξ ∈ ω1 \ {0}〉 of countable
ordinals such that for every ξ ∈ ω1,

{ζ ∈ ω1; ∃s, t ∈ dom(fξ) ∩ Tδξ (ζ ∈ δξ & s(ζ) 6= t(ζ))}

is a subset of γ0 ∪ [γξ, γξ+1),
• |dom(fξ) ∩ Tδξ | =: n for all ξ ∈ ω1, say

dom(fξ) ∩ Tδξ = {sξ0, s
ξ
1, . . . , s

ξ
n−1},

and tξ = sξ0, and there exists m ≤ n such that for any ξ ∈ ω1 and i ∈ n,
there is a unique j ∈ m such that sξi �γξ = sξj�γξ and sξj�[γξ, γξ+1) =

tξ�[γξ, γξ+1), and for all i ∈ n and ξ, η ∈ ω1, sξi �γ0 = sηi �γ0,
• for any ξ, η ∈ ω1 and i ∈ n, fξ(s

ξ
i )�S0 = fη(s

η
i )�S0 and gξ(s

ξ
i )�S1 =

gη(s
η
i )�S1,

• for each i ∈ n,

– the size of all dom(fξ(s
ξ
i )) \ S0 is the same, say ki, the size of

all dom(gξ(s
ξ
i )) \ S1 is the same, say li, and dom(fξ(s

ξ
i )) \ S0 =

{〈αξı , aı〉; ı ∈ ki} and dom(gξ(s
ξ
i )) \ S1 = {〈βξ , b〉;  ∈ li} for some

aı and b,
– there are Ki ⊆ ki and Li ⊆ li such that

∗ if ξ < η in ω1 and ı ∈ ki \Ki and  ∈ li \ Li, then

δξ < fη(s
η
i )(〈α

η
ı , aı〉) and δξ < gη(s

η
i )(〈β

η
 , b〉),

{ε ∈ γ0 + 1; sξi T “ε <Ṫaı α
ξ
ı ”}

= {ε ∈ γ0 + 1; sηi T “ε <Ṫaı α
η
ı ”}

and

{ε ∈ γ0 + 1; sξi T “ε <Ṫ b β
ξ
 ”}

= {ε ∈ γ0 + 1; sηi T “ε <Ṫ b β
η
 ”},

∗ if ξ, η ∈ ω1 and ı ∈ Ki and  ∈ Li, then

fξ(s
ξ
i )(〈α

ξ
ı , aı〉) = fη(s

η
i )(〈α

η
ı , aı〉),

gξ(s
ξ
i )(〈β

ξ
 , b〉) = gη(s

η
i )(〈β

η
 , b〉),
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{ε ∈ fξ(sξi )(α
ξ
ı ) + 1; sξi T “ε <Ṫaı α

ξ
ı ”}

= {ε ∈ fξ(sξi )(α
ξ
ı ) + 1; sηi T “ε <Ṫaı α

η
ı ”}

and

{ε ∈ gξ(sξi )(β
ξ
 ) + 1; sξi T “ε <Ṫ b β

ξ
 ”}

= {ε ∈ gξ(sξi )(β
ξ
 ) + 1; sηi T “ε <Ṫ b β

η
 ”}.

Since T is ccc, as in the proof of Lemma 3.4, by shrinking the fam-
ily {〈〈fξ, gξ〉, tξ〉; ξ ∈ ω1} if necessary, we may assume that there exists
r ∈ T such that γ0 ≤ lv(r) < δ0 and r ≤T sξ0 for all ξ ∈ ω1, and
the set {sξ0�γξ; ξ ∈ ω1} is dense above r. For each i ∈ n, we write ri :=
ψr,s0i � lv(r)(r) = s0

i �lv(r). Then by our ∆-system refinement and the defini-
tion of gN(Ċ, Ḋ, Z), for any uncountable subsets I and J of ω1 and i, j ∈ n,
if ri = rj , then ri T “the family

{〈fξ(sξi ), gξ(s
ξ
i )〉; ξ ∈ I} ∪ {〈fη(s

η
j ), gη(s

η
j )〉; η ∈ J}

forms a suitable refinement in the sense of the proof of Lemma 2.2”.
Therefore the rest of the proof is completely the same as the proof of

Lemma 3.4.

4. Generalized Rudin spaces constructed with non-Aronszajn
ω1-trees. In this section, we consider generalized Rudin spaces with non-
Aronszajn ω1-trees. Note that in general, for a decreasing sequence 〈Tn;
n ∈ ω〉 of ω1-trees and a sequence 〈πn; n∈ω \ {0}〉 of functions with (p1–3),
and a closed subset C of X(〈Tn, πn; n ∈ ω〉), the forcing notion D(〈Tn, πn;
n ∈ ω〉, C) does not satisfy the countable chain condition.

Proposition 4.1. Suppose that 〈Tn; n ∈ ω〉 is a decreasing sequence
of ω1-trees and 〈πn; n ∈ ω \ {0}〉 is a sequence of functions with (p1–3)
such that T 0 has a cofinal chain (a cofinal branch). Then there exists a
closed subset C of X(〈Tn, πn; n ∈ ω〉) such that D(〈Tn, πn; n ∈ ω〉, C) has
an uncountable antichain.

Proof. Let B be a cofinal chain in T 0, and let

C := {〈t, 0〉; t ∈ B & lv(t) ∈ Lim}.
Then C is a closed subset of X(〈Tn, πn; n ∈ ω〉).

For each α ∈ ω1 ∩ Lim, let tα ∈ B be the node of height α, sα ∈ B the
node of height α+ 1, and let

pα := 〈{〈sα, 0〉}, {〈〈tα, 0〉, 0〉}〉.
Then each pα is a condition of the forcing notion D(C), and the set {pα; α ∈
ω1 ∩ Lim} is an antichain in D(C), because if α and β are countable limit
ordinals and α < β, then sα ∈ N(〈tβ, 0〉, 0).
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Now we introduce other forcing notions. To do this, we use the following
notation and proposition.

Suppose that 〈Tn; n ∈ ω〉 is a decreasing sequence of ω1-trees. For each
n ∈ ω, Fn is the set of cofinal chains (3) in the tree Tn × {n},

Fn+ := {B ∩ ((Tn)≥α × {n}); B ∈ F
n & α ∈ ω1},

and for each B ∈ Fn+,

B↓ := {s ∈ Tn; ∃〈t, n〉 ∈ B (s ≤Tn t)} × {n}.
Proposition 4.2. Suppose that 〈Cν ; ν ∈ ω〉 is a decreasing sequence of

closed subsets with empty intersection. Let i ∈ ω and B ∈ F i. Then there
exist ν ∈ ω and α ∈ ω1 such that Cν ∩B ∩ (T≥α × {i}) = ∅.

Proof. For each ν ∈ ω, let

Dν := {lv(s); 〈s, i〉 ∈ Cν ∩B}.
Since each Cν is closed, Dν is club in ω1 if it is uncountable. So if Dν is
uncountable for every ν ∈ ω, then

⋂
ν∈ωDν is also club in ω1, in particular,

it is not empty, hence neither is
⋂
ν∈ω Cν .

4.1. Proof of Theorem 4. Throughout this subsection, we suppose that
〈Tn; n ∈ ω〉 is a decreasing sequence of ω1-trees and 〈πn; n ∈ ω \ {0}〉 is a
sequence of functions with (p1–3) such that T 0 has at most countably many
cofinal chains.

Let 〈Cν ; ν ∈ ω〉 be a decreasing sequence of closed subsets with empty
intersection. Then by Proposition 4.2, there exists δ ∈ ω1 such that

• for all i ∈ ω and B,B′ ∈ F i with B 6= B′, B ∩B′ ⊆ (T i)≤δ × {i},
• for all i, ν ∈ ω and B ∈ F i, either Cν ∩B is uncountable or Cν ∩B ∩

((T i)≥δ × {i}) = ∅.
We introduce the forcing notion

P(〈Tn, πn; n ∈ ω〉, 〈Cν ; ν ∈ ω〉, δ),
or P(〈Cν ; ν ∈ ω〉, δ) for short, which is a modification of the forcing notion∏
ν∈ω D(Cν) and consists of pairs 〈 ~A,~h〉 such that:

1. ~A is a finite partial function from ω into [
⋃
n∈ω T

n × {n}]<ℵ0 ,
2. ~h is a finite partial function from ω × (

⋃
n∈ω T

n × {n}) into ω1,
3. dom( ~A) ⊇ {ν ∈ ω; ∃x ∈

⋃
n∈ω T

n × {n} (〈ν, x〉 ∈ dom(~h))},
4. for any ν ∈ dom( ~A) and 〈s, i〉 ∈ ~A(ν), if lv(s) > δ, then either T i�s

is Aronszajn or there exists (a unique) B ∈ F i with 〈s, i〉 ∈ B such
that Cν ∩B ⊆ (T i)≤δ × {i},

(3) In this paper, a cofinal chain means an uncountable subset B of T such that B is
pairwise comparable in T and B ∩ Tα 6= ∅ for every α ∈ ω1.
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5. for any 〈ν, 〈s, i〉〉 ∈ dom(~h),

• if s has a successor level, then ~h(〈ν, 〈s, i〉〉) = lv(s)− 1,
• if s has a limit level and lv(s) ≤ δ, then ~h(〈ν, 〈s, i〉〉) ∈ lv(s),
• if s has a limit level and lv(s) > δ, then ~h(〈ν, 〈s, i〉〉) ∈ [δ + 1, lv(s)),

6. for any 〈ν, 〈s, i〉〉 ∈ dom(~h), either T i�s is Aronszajn or there exists
(a unique) B ∈ F i with 〈s, i〉 ∈ B such that Cν ∩B is uncountable,

7. for every ν ∈ dom( ~A),(
~A(ν) ∪

⋃
{B ∩ ((T i)≥δ+1 × {i});

i ∈ ω & B ∈ F i & Cν ∩B is countable}
)

∩
(
Cν ∪

⋃
{N(x,~h(〈ν, x〉)); 〈ν, x〉 ∈ dom(~h)}

)
= ∅,

ordered by extensions, that is, for conditions 〈 ~A,~h〉 and 〈 ~A′,~h′〉,

〈 ~A,~h〉 ≤P(〈Cν ; ν∈ω〉,δ) 〈 ~A′,~h′〉 :⇔ ∀ν ∈ dom( ~A′) ( ~A(ν) ⊇ ~A′(ν)) & ~h ⊇ ~h′.

By a similar ∆-system argument to that in Section 2.1, we infer that the
forcing notion P(〈Tn, πn; n ∈ ω〉, 〈Cν ; ν ∈ ω〉, δ) has the rectangle refining
property, and we can prove the following proposition.

Proposition 4.3.

1. For all υ ∈ ω1 and x ∈
⋃
n∈ω T

n × {n}, the set{
〈 ~A,~h〉 ∈ P(〈Cν ; ν ∈ ω〉, δ); 〈υ, x〉 ∈ dom(~h)

or x 6∈ Cυ ∪
⋃
{N(y,~h(〈υ, y〉)); 〈υ, y〉 ∈ dom(~h)}

}
is dense in P(〈Cν ; ν ∈ ω〉, δ).

2. For all x ∈
⋃
n∈ω T

n × {n}, the set

{〈 ~A,~h〉 ∈ P(〈Cν ; ν ∈ ω〉, δ); ∃µ ∈ dom( ~A) (x ∈ ~A(µ))}

is dense in P(〈Cν ; ν ∈ ω〉, δ).
Suppose that G is a P(〈Cν ; ν ∈ ω〉, δ)-generic filter, and for each υ ∈ ω,

define

Uυ :=
⋃{

N(x,~h(〈υ, x〉));

x ∈
⋃
n∈ω

Tn × {n} & ∃〈 ~A,~h〉 ∈ G (〈υ, x〉 ∈ dom(~h))
}
,

Wυ :=
⋃
{ ~A(υ); ∃〈 ~A,~h〉 ∈ G (υ ∈ dom( ~A))}.

In view of the above proposition, for each υ ∈ ω,
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• Uυ is an open set which covers Cυ,
• Wυ is disjoint from Uυ,
•
⋃
ν∈ωWν covers the whole space, hence

⋂
ν∈ω Uν is empty.

So Theorem 4 is proved. A similar result also holds for normality, by a
similar modification.

4.2. Proof of Theorem 5. Throughout this subsection, we suppose that
〈Tn; n ∈ ω〉 is a decreasing sequence of ω1-trees and 〈πn; n ∈ ω \ {0}〉 is a
sequence of functions with (p1–3). We moreover suppose that for all n ∈ ω,

(u1) the set of cofinal chains in Tn is of size ℵ1,
(u2) for any countable elementary submodel M of H(ℵ2) which includes

Tn and any t ∈ (Tn)ω1∩M , there exists a cofinal chain B in Tn such
that t ∈ B ∈M .

Let

Qfin
<ω1

:= {f ∈ <ω1ω; ∃k ∈ ω ({α ∈ dom(f); f(α) 6= k} is finite)},

which can be considered as a tree ordered by inclusion. Qfin
<ω1

satisfies (u1–2).
In fact, König proved that under PFA, every ω1-tree is either isomorphic to
Qfin
<ω1

or has a stationary antichain [10, part 2.d]. However, there are many
counterexamples to (u1–2). We note that if Tn satisfies (u2), then it has
uncountably many cofinal chains, and every node of Tn has a cofinal chain.
But the author is not sure whether (u2) implies (u1). We should note that
under PFA, the number of cofinal branches of an ω1-tree is ≤ ℵ1 (see e.g.
[2, §8] or [3, §7]).

Before defining the forcing notion in this subsection, we record some re-
lationships between ω1-trees and countable elementary submodels of H(ℵ2).

Observation 4.4. Suppose that T is an ω1-tree, M is a countable ele-
mentary submodel of H(ℵ2) with T ∈ ω1, and B and B′ are different cofinal
chains in T such that B and B′ are both members of M . Let b and b′ be
nodes in B and B′ respectively of height ω1 ∩M . Then b and b′ are also
different.

This says that if T is an ω1-tree with the property (u2), and M is a
countable elementary submodel with T ∈ M , then for each t ∈ Tω1∩M , a
cofinal chain through t which belongs to M is unique.

Observation 4.5. Suppose that T is an ω1-tree with the property (u2),
C is a closed subset of T , M is a countable elementary submodel of H(ℵ2)
with T,C ∈ ω1∩M , and B is a cofinal chain in T which is a member of M .
Then there exists t ∈ B∩C of height ≥ ω1∩M iff the set {lv(t); t ∈ B ∩ C}
is club in ω1 iff B ∩ C ∩ Tω1∩M 6= ∅.
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Proof. As in the proof of Proposition 4.2, the set {lv(t); t ∈ B ∩ C} is
club in ω1 if it is uncountable. So if it is not, since {lv(t); t ∈ B ∩C} is also
a member of M , there exists α ∈ ω1 ∩M such that {lv(t); t ∈ B ∩ C} ⊆ α,
so there are no t ∈ B ∩ C of height ≥ ω1 ∩M .

If {lv(t); t ∈ B ∩ C} is club in ω1, then {lv(t) ∈ ω1 ∩M ; t ∈ B ∩ C ∩M}
is unbounded in ω1 ∩M . Thus then B ∩ C ∩ Tω1∩M 6= ∅.

Let 〈Cν ; ν ∈ ω〉 be a decreasing sequence of closed subsets with empty
intersection. We introduce a forcing notion

Q(〈Tn, πn; n ∈ ω〉, 〈Cν ; ν ∈ ω〉),

or Q(〈Cν ; ν ∈ ω〉) for short, which can be considered as one of applica-
tions of Todorčević’s side condition method [22, §8] and consists of tuples
〈 ~A, ~B,~h, ~C,N〉 such that:

1. ~A is a finite partial function from ω into [
⋃
n∈ω T

n × {n}]<ℵ0 ,
2. ~B and ~C are finite partial functions from ω into [

⋃
n∈ω Fn+]<ℵ0 ,

3. ~h is a finite partial function from ω × (
⋃
n∈ω T

n × {n}) into ω1,
4. N is a finite ∈-chain of countable elementary submodels of H(ℵ2)

containing 〈Tn, πn,Fn; n ∈ ω〉, 〈Cν ; ν ∈ ω〉 and ω1,
5. dom( ~A) = dom( ~B) = dom(~C)

⊇ {ν ∈ ω; ∃x ∈
⋃
n∈ω T

n × {n} (〈ν, x〉 ∈ dom(~h))},
6. for any ν ∈ dom( ~A), 〈s, i〉 ∈ ~A(ν) and N ∈ N , if s 6∈ N , then for all
B ∈ F i ∩N , 〈s, i〉 6∈ B,

7. for any ν ∈ dom( ~A), B ∈ ~B(ν) and N ∈ N , if B 6∈ N , then there
exists B′ ∈ B(ν) ∩ N such that B↓ ∩ N = (B′)↓ ∩ N and B ∩ N ⊆
B′ ∩N ,

8. for any ν ∈ dom( ~A), B ∈ ~C(ν) and N ∈ N , if B↓ 6∈ N and B∩N 6= ∅,
then there exists B′ ∈ ~C(ν) ∩N such that B ∩N = B′ ∩N,

9. for any 〈ν, 〈s, i〉〉∈dom(~h), if s has a successor level, then ~h(〈ν, 〈s, i〉〉)
= lv(s)− 1, otherwise ~h(〈ν, 〈s, i〉〉) ∈ lv(s),

10. for each 〈ν, 〈s, i〉〉 ∈ dom(~h), if there exists N ∈ N with s 6∈ N and
~h(〈ν, 〈s, i〉〉) ∈ N , then there exists B ∈ ~C(ν) ∩N such that

N(〈s, i〉,~h(〈ν, 〈s, i〉〉)) ∩ (T i × {i}) ⊆ B,

11. for any ν ∈ dom( ~A),(
~A(ν) ∪

⋃
~B(ν)

)
∩
(
Cν ∪

⋃
{N(x,~h(〈ν, x〉)); 〈ν, x〉 ∈ dom(~h)} ∪

⋃
~C(ν)

)
= ∅,



Rudin’s Dowker space 81

ordered by extensions, that is, for conditions 〈 ~A, ~B,~h, ~C,N〉 and 〈 ~A′, ~B′,~h′,
~C′,N ′〉,
〈 ~A, ~B,~h, ~C,N〉 ≤Q(〈Cν ; ν∈ω〉) 〈 ~A′, ~B′,~h′, ~C′,N ′〉

:⇔ dom( ~A) ⊇ dom( ~A′) and for all ν ∈ dom( ~A′),

~A(ν) ⊇ ~A′(ν), ~B(ν) ⊇ ~B′(ν) and ~C(ν) ⊇ ~C′(ν),

~h ⊇ ~h′ and N ⊇ N ′.
It follows from the above observations that this definition should work

well. In fact, the following proposition guarantees that.

Proposition 4.6. For all υ ∈ ω and x ∈
⋃
n∈ω T

n × {n}, the set{
〈 ~A, ~B,~h, ~C,N〉 ∈ Q(〈Cν ; ν ∈ ω〉); 〈υ, x〉 ∈ dom(~h)

or x 6∈ Cυ ∪
⋃
{N(x,~h(〈υ, x〉)); 〈υ, x〉 ∈ dom(~h)} ∪

⋃
~C(υ)

}
is dense in Q(〈Cν ; ν ∈ ω〉).

Proof. Let p = 〈 ~A, ~B,~h, ~C,N〉, υ ∈ ω and x = 〈s, i〉, and assume that

x ∈ Cυ ∪
⋃
{N(x,~h(〈υ, x〉)); 〈υ, x〉 ∈ dom(~h)} ∪

⋃
~C(υ).

Since x 6∈ ~A(υ) ∪
⋃ ~B(υ) and both ~A(υ) and ~B(υ) are finite, there exists

α ∈ lv(s) such that (
~A(υ) ∪

⋃
~B(υ)

)
∩N(x, α) = ∅,

and for any N ∈ N with lv(s) > ω1 ∩N , the inequality α > ω1 ∩N holds.
If there are no N ∈ N with lv(s) = ω1 ∩N , then we need nothing more to
make the desired extension.

Suppose that there is N ∈ N with lv(s) = ω1 ∩ N . Then by Observa-
tion 4.5, there are no B ∈ ~B(υ) with x ∈ B↓. Then there exists (a unique)
B0 ∈ F i ∩ N with x ∈ B0. Notice that {lv(u); 〈u, i〉 ∈ B0 ∩ Cυ} is club in
ω1, so we cannot put any subset of B0 into the coordinate ~B(υ). Now we
assume that ν ∈ dom( ~A). (If not, we let ~A(ν) = ~B(ν) = ∅.) Define

B′0 := B0 ∩ ((T i)≥α+1 × {i}).
Then the tuple

〈 ~A, ~B,~h ∪ {〈〈υ, x〉, α〉}, (~C \ {〈υ, ~C(υ)〉}) ∪ {〈υ, ~C(υ) ∪ {B′0}〉},N〉
is a condition of Q(〈Cν ; ν ∈ ω〉) and an extension of p.

Proposition 4.7. For all x ∈
⋃
n∈ω T

n × {n}, the set{
〈 ~A, ~B,~h, ~C,N〉 ∈ Q(〈Cν ; ν ∈ ω〉); ∃µ ∈ dom( ~A)

(
x ∈ ~A(µ) ∪

⋃
~B(µ)

)}
is dense in Q(〈Cν ; ν ∈ ω〉).
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Proof. Let p = 〈 ~A, ~B,~h, ~C,N〉 and x = 〈s, i〉. Since dom( ~A) is finite,
there exists ν ∈ ω such that dom( ~A) ⊆ ν.

Suppose that x 6∈ B for any N ∈ N and B ∈ F i ∩N . Let µ ≥ ν be such
that x 6∈ Cµ. Then the tuple

〈 ~A ∪ {〈µ, {x}〉}, ~B ∪ {〈µ, {∅}〉},~h, ~C ∪ {〈µ, {∅}〉},N〉
is a condition of Q(〈Cν ; ν ∈ ω〉) and an extension of p.

Suppose that there exist N ∈ N and B ∈ F i∩N such that x ∈ B\N . Let
〈Nj ; j ∈ k〉 be an enumeration of N such that Nj ∈ Nj+1 for each j ∈ k−1,
and let l ∈ k be the largest number such that x 6∈ Nl. Then we can find a
finite subset {Bj ; j ∈ l + 1} of F i such that

• for each j ∈ l + 1, Bj ∈ Nj ,
• for any j, j′ ∈ l + 1 with j < j′, Bj ∩Nj = Bj′ ∩Nj ,
• x ∈ Bl.

Then we can find µ ≥ ν and an increasing sequence 〈αj ; j ∈ l+1〉 such that
for each j ∈ l + 1 we have αj ∈ ω1 ∩Nj and

Cµ ∩Bj ∩ ((T i)≥αj × {i}) = ∅.

Then the tuple

〈 ~A ∪ {〈µ, {∅}〉}, ~B ∪ {〈µ, ~B(µ) ∪ {Bj ∩ ((T i)≥αj × {i}); j ∈ l + 1}〉},
~h, ~C ∪ {〈µ, {∅}〉},N〉

is a condition of Q(〈Cν ; ν ∈ ω〉) and an extension of p.

Suppose that G is a Q(〈Cν ; ν ∈ ω〉)-generic filter, and for each υ ∈ ω,
define

Uυ :=
⋃{

N(x,~h(〈υ, x〉));

x ∈
⋃
n∈ω

Tn × {n} & ∃〈 ~A, ~B,~h, ~C,N〉 ∈ G (〈υ, x〉 ∈ dom(~h))
}
,

Wυ :=
⋃
{ ~A(υ); ∃〈 ~A, ~B,~h, ~C,N〉 ∈ G (υ ∈ dom( ~A))}.

In view of the above two propositions, for each υ ∈ ω,

• Uυ is an open set which covers Cυ,
• Wυ is disjoint from Uυ,
•
⋃
ν∈ωWν covers the whole space, hence

⋂
ν∈ω Uν is empty.

Lemma 4.8. Q(〈Tn, πn; n ∈ ω〉, 〈Cν ; ν ∈ ω〉) is proper.

Proof. Let M be a countable elementary submodel of H(κ), where κ
is a large enough regular cardinal, such that 〈Tn, πn; n ∈ ω〉, 〈Cν ; ν ∈ ω〉,
ω1, H(ℵ2) and a well-ordering of H(ℵ2) are elements of M , and let p =
〈 ~Ap, ~Bp,~hp, ~Cp,Np〉 be a condition of Q(〈Cν ; ν ∈ ω〉) ∩M. Then by taking
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the Skolem hull of the set

{p, 〈Tn, πn; n ∈ ω〉, 〈Cν ; ν ∈ ω〉, ω1}
on H(ℵ2) in M , we can find a countable elementary submodel M0 of H(ℵ2)
inM containing p, 〈Tn, πn; n ∈ ω〉, 〈Cν ; ν ∈ ω〉 and ω1. Note thatM∩H(ℵ2)
is an elementary submodel of H(ℵ2). Let

p+ := 〈 ~Ap, ~Bp,~hp, ~Cp,Np ∪ {M0,M ∩H(ℵ2)}〉.
We show that p+ is (M,Q(〈Cν ; ν ∈ ω〉))-generic.

Suppose that D ∈M is a dense subset of Q(〈Cν ; ν ∈ ω〉) in M , and q is
a condition of Q(〈Cν ; ν ∈ ω〉) such that

q = 〈 ~Aq, ~Bq,~hq, ~Cq,Nq〉 ≤Q(〈Cν ; ν∈ω〉) p
+.

By strengthening q if necessary, we may assume that

• q ∈ D,
• for every 〈ν, 〈s, i〉〉 ∈ dom(~hq) \M ,

either 〈s�~hq(〈ν, 〈s, i〉〉) + 1, i〉 ∈ B for some B ∈ ~Cq(ν),
or 〈s�~hq(〈ν, 〈s, i〉〉) + 1, i〉 6∈ B for any B ∈ F i ∩M .

(Indeed, if there exists B ∈ F i ∩M such that 〈s�~hq(〈ν, 〈s, i〉〉) + 1, i〉 ∈ B,
then ~Aq(ν) ∩ B = ∅ and for any α ∈ ω1, B ∩ (T i≥α × {i}) 6∈ ~Bq(ν) by
condition 7 in the definition of Q(〈Cν ; ν ∈ ω〉). Note that if B ∈ F i+ ∩M ,
then B = B↓ ∩ ((T i)≥α × {i}) for some α ∈ ω1 ∩M .)

Let q′ := 〈 ~Aq′ , ~Bq′ ,~hq′ , ~Cq′ ,Nq′〉 be such that:

• dom( ~Aq′) := dom( ~Aq) and ~Aq′(ν) := ~Aq(ν)∩M for each ν ∈ dom( ~Aq′),
• dom( ~Bq′) := dom( ~Bq) and ~Bq′(ν) := ~Bq(ν)∩M for each ν ∈ dom( ~Bq′),
• ~hq′ := ~hq ∩M ,
• dom(~Cq′) := dom(~Cq) and ~Cq′(ν) := ~Cq(ν) ∩M for each ν ∈ dom(~Cq′),
• Nq′ := Nq ∩M .

We note that q′ ∈ M and M0 ∈ Nq′ , in particular, Nq′ is not empty,
hence for each ν ∈ dom( ~Aq), ~Bq′(ν) is empty iff ~Bq(ν) is. Let M1 ∈ M be
the Skolem hull of the set

{q′, 〈Tn, πn; n ∈ ω〉, 〈Cν ; ν ∈ ω〉, ω1}
on H(ℵ2) in M . Now we let

σ := {〈ν, i〉 ∈ dom( ~Aq)× ω; ∅ 6= ~Bq(ν) ∩ F i+ ⊆M},
τ := {〈ν, i〉 ∈ dom( ~Aq)× ω; ( ~Bq(ν) ∩ F i+) \M 6= ∅}.

Then both σ and τ are finite and so members of M , and for each 〈ν, i〉 ∈ σ,
~Bq′(ν) ∩ F i+ = ~Bq(ν) ∩ F i+.
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For each 〈ν, i〉 ∈ τ and B ∈ ( ~Bq(ν)∩F i+) \M , there exists B′ ∈ ~Bq′(ν) such
that B↓ ∩M = (B′)↓ ∩M and B ∩M ⊆ B′ ∩M . Thus B′ ∩M is not empty
and

B′ ∩
( ⋃
x∈dom(~hq)(ν)

N(x,~hq(〈ν, x〉)) ∪
⋃

~Cq(ν)
)

= ∅.

We will find a condition in D ∩M which is compatible with q. First, we
will establish when a condition r = 〈 ~Ar, ~Br,~hr, ~Cr,Nr〉 in Q(〈Cν ; ν ∈ ω〉)∩M
with the properties

(i) r ≤Q(〈Cν ; ν∈ω〉) q
′,

(ii) for all ν ∈ dom( ~Aq′) and B ∈ ~Br(ν), there exists 〈ν, i〉 ∈ σ ∪ τ such
that B ∈ F i,

(iii) for all 〈ν, i〉 ∈ σ, ~Br(ν) = ~Bq′(ν),
(iv) for all 〈ν, i〉 ∈ τ , ~Br(ν) ∩M1 = ~Bq′(ν),
(v) Nr ∩M1 = Nq′ ,

is compatible with q. Let r be a condition as above. Then for each ν ∈
dom( ~Aq′), since(⋃

{N(x,~hq(〈ν, x〉)); 〈ν, x〉 ∈ dom(~hq) \M} ∪
⋃

(~Cq(ν) \M)
)
∩M

⊆
⋃
{N(x,~hq′(〈ν, x〉)); 〈ν, x〉 ∈ dom(~hq′)} ∪

⋃
~Cq′(ν)

and ⋃
{N(x,~hr(〈ν, x〉)); 〈ν, x〉 ∈ dom(~hr)} ⊆M,

we have
~Ar(ν) ∩

(⋃
{N(x,~hq(〈ν, x〉)); 〈ν, x〉 ∈ dom(~hq)} ∪

⋃
~Cq(ν)

)
= ∅

and
~Aq(ν) ∩

⋃
{N(x,~hr(〈ν, x〉)); 〈ν, x〉 ∈ dom(~hr)} = ∅.

Moreover, for each ν ∈ dom( ~Aq′), since
⋃ ~Bq(ν) ∩M =

⋃ ~Bq′(ν) ∩M, we
have ⋃

~Bq(ν) ∩
⋃
{N(x,~hr(〈ν, x〉)); 〈ν, x〉 ∈ dom(~hr)} = ∅,

and by Observations 4.4 and 4.5 and the definition of Q(〈Cν ; ν ∈ ω〉),(
~Aq(ν) ∪

⋃
~Bq(ν)

)
∩
⋃

~Cr(ν) = ∅,
⋃

~Br(ν) ∩
⋃

~Cq(ν) = ∅.

Therefore for a condition r ∈ Q(〈Cν ; ν ∈ ω〉) ∩ M with the properties
(i)–(v), if⋃

~Br(ν) ∩
⋃
{N(x,~hq(〈ν, x〉)); 〈ν, x〉 ∈ dom(~hq)} = ∅,

then r and q are compatible in Q(〈Cν ; ν ∈ ω〉).
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Now suppose that there exist 〈ν, 〈s, j〉〉 ∈ dom(~hq) \M1 and B ∈ ( ~Br(ν)
∩ F i) \ ~Bq′(ν) for some i ∈ ω such that

B ∩N(〈s, j〉,~hq(〈ν, 〈s, j〉〉)) 6= ∅.

Then ~hq(〈ν, 〈s, j〉〉) ≥ ω1 ∩M and B ∈M \M1, so there exists B′ ∈ ~Bq′(ν)
such that B↓ ∩M1 = (B′)↓ ∩M1 and B ∩M1 ⊆ B′ ∩M1, and so B↓ 6= (B′)↓

and 〈ν, i〉 ∈ τ . Thus now i + 1 = j. (If neither i = j nor i + 1 = j, then
by the definition of N(z, β), B ∩ N(〈s, j〉,~hq(〈ν, 〈s, j〉〉)) = ∅. If i = j and
B ∩ N(〈s, j〉,~hq(〈ν, 〈s, j〉〉)) 6= ∅, then 〈s�(~hq(〈ν, 〈s, j〉〉) + 1), j〉 belongs to
B. This contradicts our assumption on q because B ∈M .) So then ∆(s,B)
is in the set

{∆(u, s); u ∈ πj(s)} \ ~hq(〈ν, 〈s, j〉〉).

(Here, we use notation like ∆(s,B) and ∆(B,B′), defined in a similar fash-
ion.) Since ∆(B,B′) ∈ ω1 ∩ M , if ∆(s,B′) ≥ ω1 ∩ M then ∆(s,B) =
∆(B,B′) < ω1 ∩M , hence B ∩N(〈s, j〉,~hq(〈ν, 〈s, j〉〉)) = ∅. Even if ∆(s,B′)
< ω1∩M , whenever ∆(s,B′) < ∆(B,B′) then ∆(s,B) = ∆(s,B′) < ω1∩M ,
hence also B ∩N(〈s, j〉,~hq(〈ν, 〈s, j〉〉)) = ∅. So it suffices to find r ∈ D ∩M
with properties (i)–(v) and

(vi) for all 〈ν, i〉 ∈ τ , 〈ν, 〈s, i+ 1〉〉 ∈ dom(~hq) \ M1, B ∈ ( ~Br(ν) ∩
F i+) \M1 and B′ ∈ ~Bq′(ν) ∩ F i+ with B↓ ∩M1 = (B′)↓ ∩M1, if
∆(s,B′) < ω1 ∩M , then either B ⊆ B′ or ∆(s,B′) < ∆(B,B′).

We take δ ∈ ω1 ∩ M such that for all 〈ν, i〉 ∈ τ with 〈ν, 〈s, i+ 1〉〉 ∈
dom(~hq)\M1, and B′ ∈ ~Bq′(ν)∩F i+, if ∆(s,B′) < ω1∩M then ∆(s,B′) < δ.
Let

D− := {〈 ~A, ~B,~h, ~C〉; there exists N such that

〈 ~A, ~B,~h, ~C,N〉 ∈ D,N ∩M1 = Nq′ and M1 ∈ N}.

By the property (u1), D− ∈ H(ℵ2) ∩ M . We define E to be the set of
〈 ~A, ~B,~h, ~C〉 ∈ D− for which there exists N such that:

• dom( ~A) ⊇ dom( ~Aq′) and for all ν ∈ dom( ~Aq′), ~A(ν) ⊇ ~Aq′(ν), ~B(ν) ⊇
~Bq′(ν) and ~C(ν) ⊇ ~Cq′(ν), and ~h ⊇ ~hq′ ,

• for all ν ∈ dom( ~Aq′) and B ∈ ~B(ν), there exists 〈ν, i〉 ∈ σ ∪ τ such
that B ∈ F i+,
• for all 〈ν, i〉 ∈ σ, ~B(ν) = ~Bq′(ν),
• for all 〈ν, i〉 ∈ τ , ~B(ν)∩M1 = ~Bq′(ν) and for all B ∈ ( ~B(ν)∩F i+) \M1

and B′ ∈ ~Bq′(ν) ∩ F i+ with B↓ ∩M1 = (B′)↓ ∩M1, either B ⊆ B′ or
∆(B,B′) > δ.
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By the property (u1) again, E ∈ H(ℵ2)∩M , and E is not empty because
the tuple

〈 ~Aq, ~Bq,~hq, ~Cq,Nq ∪ {M1}〉

is in E . So there exists 〈 ~Ar, ~Br,~hr, ~Cr〉 ∈ E ∩M , and hence there exists Nr ∈
M which witnesses that 〈 ~Ar, ~Br,~hr, ~Cr〉 ∈ D−. Then r = 〈 ~Ar, ~Br,~hr, ~Cr,Nr〉
is an element of D which satisfies (i)–(vi).

Let r′ = 〈 ~Ar′ , ~Br′ ,~hr′ , ~Cr′ ,Nr′〉 be such that:

• dom( ~Ar′) := dom( ~Ar), ~Ar′(ν) := ~Ar(ν) for each ν ∈ dom( ~Ar′) \
dom( ~Aq), and ~Ar′(ν) := ~Ar(ν) ∪ ~Aq(ν) for each ν ∈ dom( ~Aq),
• dom( ~Br′) :=dom( ~Br), ~Br′(ν) := ~Br(ν) for each ν ∈ dom( ~Br′)\dom( ~Bq),

and ~Br′(ν) := ~Br(ν) ∪ ~Bq(ν) for each ν ∈ dom( ~Bq),
• ~hr′ := ~hr ∪ ~hq,
• dom(~Cr′) := dom(~Cr), ~Cr′(ν) := ~Cr(ν) for each ν ∈ dom(~Cr′)\dom(~Cq),

and ~Cr′(ν) := ~Cr(ν) ∪ ~Cq(ν) for each ν ∈ dom(~Cq),
• Nr′ = Nr ∪Nq.

Then as seen above, r′ is a condition of Q(〈Cν ; ν ∈ ω〉) ∩M , and so is a
common extension of q and r. Therefore D ∩M is predense below p+.

So Theorem 5 is proved, and we can force (4) that if 〈Tn; n ∈ ω〉 is
a decreasing sequence of ω1-trees with (u1–2) and 〈πn; n ∈ ω \ {0}〉 is a
sequence of functions with (p1–3), then the space X(〈Tn, πn; n ∈ ω〉) does
not satisfy (D1), by a countable support iteration as in [5, §4]. Notice that
a similar result on normality is also proved.

5. Concluding remarks. From Lemma 1.4, MAℵ1(rec) implies that
every Aronszajn tree is special.

Question 5.1. If T 0 is a special Aronszajn tree, does the space X(〈Tn, πn;
n ∈ ω〉) satisfy (D1)?

This would refine the result in §2, but we may not apply the result in
§3, because we have not proved that it is consistent that a Suslin tree forces
MAℵ1(rec). So the following question is still open.

Question 5.2. Is it consistent that a Suslin tree forces MAℵ1(rec)?

However, by a similar argument to §3, we can prove that it is consistent
that a Suslin tree forces that every Aronszajn tree is special. If the answer

(4) However, to do this from the ground model of ZFC, we have to modify
Q(〈Cν ; ν ∈ ω〉) to have an ℵ2-proper isomorphic condition as in [20]. If we suppose that
there exists a supercompact cardinal, we do not need to modify our forcing notions.
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to Question 5.2 is affirmative, this refines the result in §3. In [14], Larson–
Todorčević proved that it is consistent that a Suslin tree forces K2(rec). So
a positive answer to the question below would also refine the result in §3.
In [21], Todorčević proved that K2, which is stronger than K2(rec), implies
that every Aronszajn tree is special, so a positive answer to the following
question would also refine Todorčević’s result.

Question 5.3. Does K2(rec) imply that every Aronszajn tree is special?

In Section 4, we have considered the space X(〈Tn, πn; n ∈ ω〉) for 〈Tn;
n ∈ ω〉 having some properties. So the following questions arise:

Question 5.4. Is it consistent (or true under the Proper Forcing Ax-
iom) that for any decreasing sequence 〈Tn; n ∈ ω〉 of ω1-trees and sequence
〈πn; n∈ω \ {0}〉 of functions with (p1–3) (or (p1–4)), the space X(〈Tn, πn;
n ∈ ω〉) does not satisfy (D1)?

In Section 3, we have considered the forcing extension with a coherent
Suslin tree, which is equivalently strongly homogeneous (see e.g. [10, 12, 18]).
Suslin trees can be of two types: free and homogeneous. Suppose that a de-
creasing sequence 〈Tn; n ∈ ω〉 of Suslin trees is such that for all n ∈ ω and
s, t ∈ Tn, if s and t are incomparable in Tn, then (Tn�s) × (Tn�t) satis-
fies the countable chain condition (5). Then if 〈π̇n; n ∈ ω〉 is a T 0-name for
a sequence of functions, then T 0 forces that the space X(〈Tn, π̇n; n ∈ ω〉)
satisfies (D1). (The proof is essentially the same as Rudin’s original proof,
or in the extension with T 0, each Tn has a cone which is Suslin, so it is
proved.)

Question 5.5. Is it consistent that there exists a decreasing sequence
〈Tn; n ∈ ω〉 of Suslin trees such that for all n ∈ ω and s, t ∈ Tn, if s and t
are incomparable in Tn, then (Tn�s) × (Tn�t) satisfies the countable chain
condition, and there is a T 0-name 〈π̇n; n ∈ ω〉 for a sequence of functions
with (p1–3) (or (p1–4)) such that T 0 forces that X(〈Tn, π̇n; n ∈ ω〉) is
normal (hence a Dowker space)?
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